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Abstract 
This research focuses on the relationship between structural change and eco-
nomic development. Its objective is to examine how shocks to production 
structures affect economic development in Cameroon and Congo. To achieve 
this objective, we apply the SVAR methodology by mobilizing the World Bank 
database over the period 1975 to 2017. The results of the estimates indicate 
that in the long term, for both CEMAC countries, the service sector has a posi-
tive effect on economic development, while the agricultural and industrial 
sectors have a negative impact on economic development. The main lesson 
learned from this work is that CEMAC authorities should promote, at the 
subregional level, policies to facilitate and further develop services, including 
through public-private partnerships (PPPs). 
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1. Introduction 

The 2008 global financial crisis sparked intense debates on the robustness of 
neoclassical theory and the policy approach known as the “Washington Con-
sensus” (Berglof et al., 2015). These theories and conceptual perspectives have 
played an important role in guiding the world’s economies in general and those 
of the Economic and Monetary Community of Central African States (CEMAC) 
in particular. According to the Fonds Monetaire International (2015), they have 
experienced growth rates fluctuating between 1.5% and 4.5% over the last 15 

How to cite this paper: Loubassou Ngan-
ga, M. (2021). The Impact of Structural 
Change on the Economic Development of 
CEMAC Member States: A Comparative 
Analysis of Congo and Cameroon. Theo-
retical Economics Letters, 11, 338-362. 
https://doi.org/10.4236/tel.2021.112023  
 
Received: February 23, 2021 
Accepted: April 18, 2021 
Published: April 21, 2021 
 
Copyright © 2021 by author(s) and  
Scientific Research Publishing Inc. 
This work is licensed under the Creative 
Commons Attribution International  
License (CC BY 4.0). 
http://creativecommons.org/licenses/by/4.0/

  Open Access

https://www.scirp.org/journal/tel
https://doi.org/10.4236/tel.2021.112023
https://www.scirp.org/
https://doi.org/10.4236/tel.2021.112023
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/


M. Loubassou Nganga 
 

 

DOI: 10.4236/tel.2021.112023 339 Theoretical Economics Letters 

 

years. During this period, the public authorities put in place national plans, known 
as the “emergence”. These plans, according to Gabas et al. (2019), are based on 
strong and sustained economic growth founded on industrialization with very 
precise dates, such as 2025 for Congo and 2035 for Cameroon. 

The implementation of these national plans slowed down due to the drop in 
world oil prices in mid-2014, which increased pressure on the fiscal accounts 
and financial sectors of these countries. This situation leads us to wonder whether 
this economic model based on the exploitation of raw materials has come to an 
end. Should it be replaced? If so, growth in most CEMAC economies continues 
to be driven by commodities, leaving them vulnerable. 

The lasting solution to this vulnerability can be found in structural change. 
Indeed, Naudé et al. (2015) note that structural change induces the movement of 
resources between sectors, which contributes to further diversifying the economic 
structure by reducing its vulnerability to external shocks. 

Structural change is seen as the evolution of the structure of an economy from 
low-productivity activities to modern, higher-productivity activities (Szirmai, 2013; 
Lin, 2011; McMillan and Rodrik, 2011). This means that structural change could 
occur in the industrial or service sector, broadly defined, and does not necessar-
ily have to occur between agriculture, manufacturing, and services. 

Structural change has been the subject of several theoretical and empirical stu-
dies. On the theoretical level, two related but distinct tracks point to the role of 
structural change in the economy. Growth theories mainly related to the neoc-
lassical tradition (Solow, 1956) support the idea that the structure of production 
matters little for economic growth. In contrast, development theories related to 
the structuralist tradition (Kuznets, 1979) argue that the virtuous circle of eco-
nomic development depends on structural change. However, a third track, called 
the “new structural economy” (Lin, 2011), has emerged over the last decade that 
aims to reconcile the two schools of thought by showing that the market and the 
state each play an important role in structural change. 

Empirically, this topic highlights two lines of research: on the one hand, an 
axis that shows that structural change leads to economic growth and therefore to 
development (Erumbana et al., 2019; Vu, 2017; Ghani and O’connel, 2016; De 
Vries et al., 2012; De Vries et al., 2015), and on the other hand, an axis that shows 
that structural change does not contribute to economic growth or therefore to 
development (Padilla-Pérez and Villarreal, 2017; Meckl, 2002; Ngai and Pissa-
rides, 2007; Fagerberg, 2000; Timmer and Szirmai, 2000). 

The experience of CEMAC with economic development suggests that we should 
ask ourselves about the relationship between structural change and economic 
development in CEMAC. The scarcity of research on this subject raises a fun-
damental question: can structural change have a positive impact on the econom-
ic development of CEMAC? 

The evolution of the production structure allows us to support the idea that 
structural change improves the economic development of the two countries 
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analyzed, notably Congo and Cameroon. The choice of these two countries can 
be explained by the fact that Cameroon is the most diversified country in the 
subregion, with a Hirschman concentration index between 0.20 and 0.40, while 
Congo is among the least diversified countries, similar to the other four coun-
tries in the subregion, with a Hirschman concentration index between 0.50 and 
0.90. 

In addition to the introduction and conclusion, this work is organized around 
three Sections: 2) the review of the literature, 3) the methodological approach and 
4) the presentation and interpretation of the results. 

2. Review of the Literature 

The debate on structural change has been the subject of several works, both theo-
retical and empirical. 

On the theoretical level, three theories have been put forward on the role of 
structural change in economic development. 

First, there are theories of growth mainly related to the neoclassical tradition. 
Built on the seminal work of Harrod (1939) and Domar (1946), Solow’s (1956) 
single-sector model gave rise to the first wave of growth analysis in the neoclas-
sical tradition. Because of its minimalist structure, the single-sector model sum-
marizes the growth process: on the one hand, it encompasses the process of trans-
formation, and on the other hand, technological progress is kept exogenous and 
outside the model. These theories maintain that the production structure does 
not influence economic development. Next, the theories of development are linked 
to the structuralist tradition. Structuralist economics was the first school of thought 
to propose a detailed study of the relationship between changes in the structure 
of production and economic growth. Kuznets (1979) notes that “high rates of 
growth in output per capita or per worker cannot be achieved without signifi-
cant changes in the shares of sectors”. The seminal work of Rosenstein-Rodan 
(1943) paved the way for a rich body of research like that of Lewis (1954), and 
this came to be known as the structuralist approach to development economics. 
These theories show that economic development is linked to structural change, 
which takes place through the reallocation of labor from traditional to modern 
activities that stimulate economic growth and thus economic development. 

Finally, the new structural economy shows that the market and the state play 
an important role in structural change (Lin, 2011). Indeed, the New Structural 
Economics (NSE) emphasizes the role of the market and the state in economic 
development, with the state assuming its role with a view to promoting econom-
ic development and technology transfer, as in Asian countries. For Berglof et al. 
(2015), NSE attempts to link structuralism to more traditional neoclassical think-
ing. 

However, according to Lin (2015), the idea of NSE is to go beyond neoclassic-
al and neoliberal structural approaches to development and, above all, to recog-
nize that a caring, informed and competent state has an important role to play as 
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a leader of change and as a shock absorber of any market dysfunction. Simulta-
neously, the market is fundamental for resource allocation, innovation and in-
dustrial diversity (Lin, 2012). The state is expected to shape the growth strategy 
and correct possible market failures. Thus, according to this theory, the market 
is the engine of economic growth, but the implication is that the state has a cer-
tain capacity and motivation to act in the general interest of the economy as a 
system. 

Empirically, the literature on the relationship between structural change and 
development can be divided into two groups. The first group consists of work 
that argues that structural change is conducive to economic development, and 
the second group consists of work that postulates that structural change is not 
conducive to economic development. 

With respect to the first group, Vu (2017) has worked on the link between 
structural change and growth, studying a sample of 19 Asian economies for the 
period 1970 to 2012. Using a new measure of structural change, called the effec-
tive structural change (ESC) index, he concluded that reforms promote structur-
al change, while structural change improves productivity and thus development. 

Dietrich (2012), for his part, has focused his work on OECD countries. Based 
on econometric analysis, his results show that structural change plays an impor-
tant role in economic growth and hence development. In a similar vein, Erum-
bana et al. (2019) studied India. His results explain that development is based on 
the process of structural change, and this process is supported by the service 
sector. Other authors (Beqiraja et al., 2019; Ghani and O’connel, 2016) have 
found similar results. 

For the second group of works, Padilla-Pérez and Villarreal (2017) show that 
despite a significant redistribution of hours worked within industries, the impact 
of structural change on Mexico City’s growth has been hampered by the predo-
minance of flows from sectors with high labor productivity growth to those with 
lower productivity growth. As a result, highly skilled factors of production (labor 
and capital) have not contributed significantly to value-added growth and thus 
to development. 

Similarly, Meckl (2002) shows that structural change does not have a retroac-
tive effect on the growth process and therefore on development. From this pers-
pective, Ngai and Pissarides (2007) note that structural change does not translate 
into economic growth. 

At the sectoral level, Fagerberg (2000) shows that structural change in the in-
dustrial sector does not contribute to productivity growth. Similarly, Timmer 
and Szirmai (2000) reach a similar conclusion. 

In sum, discussions of the impact of structural change on economic develop-
ment are substantial, but the results of these works remain contradictory and 
depend on the context of each field, which suggests that the subject remains re-
levant. 
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3. Methodological Approach 

To assess the impact of structural change on economic development, we will first 
outline the theoretical model and the model for estimation purposes, then we 
will discuss the sources and presentation of data, the descriptive statistics, and 
finally, the stylized facts. 

3.1. Theoretical Model and Model for Estimation Purposes 

Our theoretical model for analyzing the impact of structural change on econom-
ic development is based on the model developed by Fan et al. (2003). This theo-
retical model, unlike the models developed by Robinson (1971) and Sonobe and 
Otsuka (1997), has the particularity of quantifying how the reallocation of re-
sources between sectors over time contributes to overall growth. This theoretical 
model includes production functions, using a flexible functional form that sup-
ports econometric estimates, and can incorporate different types of productivity 
growth and the effect of resource transfers on overall growth. 

To decompose the effect of resource allocation on growth, we first define effi-
ciently allocated GDP as the value of GDP when total social welfare is max-
imized (Fan et al., 2003). Based on the first theorem of welfare economics, this is 
a typical problem of the central planner, where perfect competition leads to a 
Pareto-optimal allocation of goods and services. Under this condition, the re-
turns on all inputs are equal in all sectors. The efficiency index is the ratio of real 
GDP Y to efficient GDP Y*: 

*

YE
Y

=                              (1) 

For many reasons, including policy changes, the effectiveness of sector alloca-
tion can change at any time. Real GDP growth can be decomposed into efficient 
GDP growth and changes in efficiency: 

*ln ln lny y E
t t t

∂ ∂ ∂
= +

∂ ∂ ∂
                      (2) 

* *
iiY y= ∑ ,                           (3) 

where index i refers to sectors, here referring to the agricultural, service and 
manufacturing (industry) sectors. Thus, we have *

ijtX , where * * *
i iS Y Y= +  is 

the share of sector i in total GDP. 
To perform source accounting using this equation, we must first have an ex-

plicit specification of the sectoral production functions and then determine the 
allocation of factors across sectors so that sectoral marginal products are all 
equal, consistent with competitive equilibrium in all factor markets. We begin by 
assuming that real value added (GDP) by sector follows a neoclassical model 
with the following production function: 

( )1 , , , , ,it it i t ijt imtY f X X X T= � �                  (4) 
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where ijtX  is the input j for sector i in year t. A more difficult question is de-
termining the functional form of the production function that should be used. 
Considering both econometric estimation and theoretical consistency, we specify 
the following functional form: 

( ) ( ) ( ) 2
0ln ln lnit i it ij ijt ijt ijt itt

j j
Y a a t b X b X t a t= + + + +∑ ∑         (5) 

where 

( ) ( )ln lnit it ijt ijt
j

Y A B X= +∑                    (6) 

In each period of time (fixed t), the production function is of Cobb-Douglas 
form. The marginal product of each factor is given by: 

( )it it ijt ijt it ijtY Y X B Y X∂ ∂ ∂ =                     (7) 

Over time, neutral and biased technical changes are allowed in all sectors be-
cause all coefficients potentially vary over time. 

For a given year, the efficient allocation of resources can be determined by 
calculating resource allocation so that the marginal product of each factor j is the 
same in all sectors. The computational problem is equivalent to solving a small 
computable general equilibrium model with an objective welfare maximization 
function subject to technological and resource constraints. The result is a set of 
efficient resource allocations *

ijtX  and outputs *
itY . 

Taking the first derivative of (6) with respect to time t, the growth of efficient 
production in sector i can be decomposed as follows: 

( )* * *ln lnit it ijt ijt ijt ijtj jY t A t B t X B X t∂ ∂ = ∂ ∂ + ∂ ∂ + ∂ ∂∑ ∑         (8) 

The three terms in Equation (8) represent the effects of neutral technical change, 
technical change biased for sector i, and the increased use of inputs, respectively. 
For simplicity, we aggregate the first two terms as the total effects of sectoral 
technical change (or productivity growth), since within a sector, productivity 
can also increase through resource reallocation, and the first and second terms 
can reflect allocation changes within the sector. 

Based on the theoretical model and the work of Andrzejczak (2017), our mod-
el for estimation purposes is written as follows: 

GDP/cap V_s_agr V_s_ind V_s_sert t t t itε= + + +             (9) 

Suppose that economic development (GDP/cap), the agricultural sector (V_s_agr), 
the industrial sector (V_s_ind) and the service sector (V_s_ser) follow a statio-
nary stochastic process and are associated with two orthogonal shocks: supply 
shocks related to the production sectors and shocks related to economic devel-
opment. For this purpose, to begin with, it is therefore necessary to move to an 
orthogonality of canonical residuals. 

This will allow us to obtain uncorrelated impulses, at each period, from a 
Choleski decomposition. This decomposition is only a process of trigonalization 
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of the variance in canonical innovations. However, since the Choleski decompo-
sition does not give rise to economic interpretations, it seems wise to move on to 
the identification of structural shocks that are interpreted economically. 

Shapiro and Watson (1988) and Blanchard and Quah (1989) were the first to 
take an interest in the question of identifying structural shocks. In addition to 
orthogonalization restrictions, a system of restrictions will be resolved to give 
the economic behavior of the model. 
 Identification of shocks 

The under identification of the SVAR model often does not allow for direct 
estimation due to the need to have the specification for further identification re-
strictions. It also provides a means of understanding how the SVAR model 
works. 

Within the framework of macroeconomic models, several identification schemes 
have been proposed in the econometric literature. These include short-term re-
strictions (Sims, 1980), long-term restrictions (Blanchard and Quah, 1989) and 
restrictions on the signs of shocks (Uhlig, 2005). In our application of the effects 
of production sectors on economic development, we will explain the identifica-
tion scheme based on the long-term restrictions that are best adapted to eco-
nomic development. 

We will thus start from a canonical VAR by first presenting the primitive 
form and then the reduced form that will be estimated to find the structural pa-
rameters. 

The primitive form is as follows: 

( )0
N

t k tt kkPy W Yλ µ−=
= + +∑                      (9) 

Hence, to obtain the reduced form, it is sufficient to multiply the two mem-
bers of Equation (8) of the primitive form by the matrix P-1, which leads to equa-
tion: 

( )
1 1

0
1N

t k tt kkY P P W Y Pλ µ
=

− − −
−= + +∑                  (10) 

For the generalization of this reduced form, we can write it as follows: 

( )0
N

t k tt kkY Yπ ψ ε−=
= + +∑                      (11) 

Avec 1Pπ λ−= ; 1
k kP Wψ −= ; 1

t tPε µ−=  
Indeed, it should be said that the relation 1

t tPε µ−=  in SVAR allows us to 
link the reduced form to the structural form. 

It should be recognized that we find, in the square and symmetrical matrix P, 
the diagonal composed of the number 1, but the absence of simultaneous or 
structural effects between the different variables will take the number 0 in the 
contemporary VAR. 

Solving the problem of identifying the SVAR requires a number of restrictions 
to be imposed. To do this, in structural form, our SVAR(p) is written: 
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      (12) 

Equation (12) above can be rewritten as follows 

0 1 1t t tPy W W y e−= + +                      (13) 

where 

ty  is a vector of endogenous variables (GDP/cap, V_s_agr, V_s_ser et V_s_ind); 

te  are the structural shocks GDP/cap V_s_agr V_s_ser V_s_ser,, ,µ µ µ µ  for each variable 
of the model, W0 is the vector of constant terms, W1 is the matrix of parameters 
associated with exogenous variables (predetermined), and P is the matrix of 
structural coefficients (instantaneous effects). 
 Model Restrictions SVAR 

To identify the model, n(n − 1)/2 matrix parameters must be imposed. Given 
the model for four-variable estimation purposes, we impose ten constraints. 

From this moment on, as the diagonal constraints are already included, we 
will have to impose six constraints overall, both in the short and long term, i.e., 4 
(4 − 1)/2 = 6 constraints. 

The identification of the six short-term constraints is based on the principle 
that there may be heterogeneity between the two states; this allows us to distin-
guish between restrictions within the VAR. Indeed, the identification of restric-
tions is based on economic theory, observations of economic facts and even 
causality tests, notably the Granger test (1969). This approach avoids under 
identification of the SVAR, which can lead to a poor estimation of the reduced 
form. In the context of this work, we imposed six restrictions, both in the short 
term and in the long term, for the two countries.  

Under the hypothesis of that the two countries are heterogeneous, some re-
strictions are similar and others are different. Based on the Granger test and the 
economic facts, the restrictions imposed on the two countries in the short run 
are as follows: 
 For Cameroon, six constraints are imposed: 
 The added value of the services and industrial sectors has no effect on GDP 

per capita. Two (2) constraints are imposed on short-term development, name-
ly, ArCam13 = ArCam14 = 0; 

 The value added of the agricultural and industrial sectors has no effect on the 
value added of services, and two (2) constraints are imposed on the service 
sector in the short term, namely, ArCam32 = ArCam34 = 0; 
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 Finally, development and the service sector have no effect on the added value 
of the industrial sector, where two restrictions are imposed on the added 
value of the industrial sector ArCam41 = ArCam43 = 0. 

 For Congo, six constraints are also imposed: 
 The agricultural sector has no effect either on GDP per capita or on the in-

dustrial sector. Two (2) constraints are imposed on the value added of the 
agricultural sector: one for GDP per capita ArCon12 = 0 and the other on the 
added value of the industrial sector ArCon42 = 0. 

 The value added of the service and industrial sectors, as well as the GDP per 
capita, have no effect on the value added of the agricultural sector. Three (3) 
constraints are imposed on variations in the value added of the agricultural 
sector in the short term, namely, ArCon21 = ArCon23 = ArCon24 = 0. 

 In the short term, GDP per capita does not impact the industrial sector. A re-
striction is imposed on the added value of the industrial sector ArCon41 = 0. 

These short-term restrictions are all presented through the Ar and B matrices 
below: 

Cameroon

1 0 0
0 1

Ar
0 1 0
0 1

 
 
 =
 
 
 

, Congo

1 0
1

Ar
0 0 1 0
0 0 1

 
 
 =
 
 
 

 

and 

11

22

33

44

0 0 0
0 0 0
0 0 0
0 0 0

B
B

B

B

B

 
 
 =
 
 
 

 

In the long term, however, since the countries are in an economic and mone-
tary union, we assume that there is convergence for both countries. We can hy-
pothesize that the constraints are homogeneous. Hence, the hypotheses of the 
constraints for the two countries are as follows: 
 GDP per capita has no influence on the agricultural and service sectors. Hence, 

two (2) constraints are imposed on the value added of the agricultural and 
service sectors, namely, F21 = F31 = 0; 

 The service and agricultural sectors neither impact each other nor have an 
effect on the industrial sector. Four (4) constraints are imposed on changes 
in the value added of the agricultural and service sectors, as well as on the 
industrial sector in the long term; they are F23 = F32 = F42 = F43 = 0. 

Thus, we have the following long-term matrix F: 

1
0 1 0
0 0 1

0 0 1

F

 
 
 =
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Although we have presented short-term hypotheses in our study, our work 
will focus more on long-term hypotheses because development is a long-term 
process. 

3.2. Data Sources and Presentation of Variables 

After reporting the data sources, we will present the variables of the model. 

3.2.1. Data Sources 
The data used in this work come mainly from the World Bank database (WDI- 
2019) taken at an annual frequency. Data from Congo and Cameroon are mobi-
lized over the period 1975 to 2017, i.e., 43 years. The choice of this period is jus-
tified by the availability of data. 

3.2.2. Presentation of Variables 
We distinguish the explained variable and the explanatory variables. 

1) Explanatory variable 
GDP per capita: This indicator of economic development is measured by gross 

domestic product per capita, Calderon (2009). 
2) Explanatory variables 
V_s_agr: The agricultural sector is represented by the added value of the agri-

cultural sector. In the literature, it has a positive effect on economic develop-
ment, Jorgenson and Timmer (2011); 

V_s_ind: The industrial sector, depicted by the value added of the industrial 
sector. In the literature, the industrial sector has a positive impact on economic 
development, Andrzejczak (2017); 

V_s_ser: The service sector is approximated by the value added of the service 
sector, Beqiraja et al. (2019). 

3.3. Descriptive Statistics 

Table 1 and Table 2 below show descriptive statistics for Cameroon and Congo. 
 
Table 1. Descriptive statistics for Cameroon. 

Variable Obs Mean Std. Dev Min Max 

GDP/cap 43 1320.33 206.74 1031.01 1829.19 

V_s_agr 43 19.89 6.01 13.09 33.64 

V_s_ser 43 47.48 4.81 35.83 53.43 

V_s_ind 43 26.96 3.94 15.96 34.64 

Source: Author, based on WDI data. 

 
Table 1 shows that the standard deviations of all variables in Cameroon are 

lower than the means obtained. This indicates a low dispersion of values around 
the mean for all the variables. 
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Table 2. Descriptive statistics for Congo. 

Variable Obs Mean Std. Dev Min Max 

GDP/capita 43 2646 349.78 1847.81 3409.71 

V_s_agr 43 8.61 3.72 3.38 16.04 

V_s_ser 43 37.89 11.90 18.91 56.22 

V_s_ind 43 53.49 15.43 29.50 77.41 

Source: Author based on WDI data. 

 
Table 2 shows that the standard deviations of all distributions for Congo are 

lower than the means obtained. This shows that there is a low dispersion of val-
ues around the mean for all variables. 

3.4. Stylized Facts 

The economies of the CEMAC are, for the most part, specialized in the produc-
tion and export of primary products. In the tables below, we will see the produc-
tion structures of Congo and Cameroon. 

3.4.1. Congo 
The Congolese economy is largely dependent on raw materials, in this case, 
oil. Graph 1 shows the evolution of the agricultural, industrial and service 
sectors. 
 

 
Graph 1. Evolution of value added (% GDP) by sector of activity of the congolese econ-
omy. Source: Author, based on World Bank data. 
 

This graph tells us that the industrial sector contributes considerably to the 
wealth of the country. This is understandable because this sector, which is con-
stituted essentially by extractive industries, is Congo’s first source of income. We 
can see that since 1975, this sector has consistently increased until 2016. After 
2016, there was a decline in the value added of the industrial sector due to the 
fall in the price of oil. By contrast, the value added of the service sector, which 
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was the first contributor in the 1975s, decreased until 2000. From this date, this 
sector has experienced a recovery due to its entry in the subregional market of 
several cell phone companies, banks, and insurance companies. This craze is due 
to the policy of opening up the state in the 2000s to these various service activi-
ties. The agricultural sector has remained rather marginal. 

3.4.2. Cameroon 
Cameroon’s economy is the locomotive of the subregion, which is a privilege it 
owes to the dynamic and diversified nature of its economy. Graph 2 shows the 
evolution of the economy’s sectors of activity. 
 

 

Graph 2. Evolution of value added (% GDP) by sector of activity of the Cameroonian 
economy. Source: Author, based on World Bank data. 
 

Graph 2 shows that services constitute the primary contribution to the coun-
try’s wealth. Since 1975, it can be seen that the value added of the service sector 
remains well above that of the other sectors. It is followed by the value added of 
the industrial sector, which makes the second largest contribution to GDP. The 
value added of the agricultural sector is certainly less important than the that of 
two previous sectors, but it also contributes to the growth of the country, thus 
justifying the diversified character of this economy. 

In short, examining the evolution of these two economies allows us to see that 
the value added of the service sector represents the first contribution to national 
wealth in Cameroon, while in Congo, the value added of the industrial sector is 
ahead of other sectors. In addition, we note that in Cameroon, all sectors of the 
economy contribute, in a rather marked way, to GDP, which is not the case for 
Congo, where only the services and industry sectors are aiming for sustained 
growth. 

4. Presentation and Interpretation of Results 

The presentation will be followed by the interpretation of the results. 
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4.1. Presentation and Analysis of Results 

Before running simulations, we performed three preliminary tests: the unit root 
test, the optimal delay number test and the causality test. 

With regard to the unit root test, the results are recorded in Table 3 and show 
that the variables economic development, agricultural sector, industrial sector 
and service sector are integrated of order 1. Acceptance of the null hypothesis of 
the presence of a unit root allows us to conclude that all our variables are statio-
nary in first difference.  
 
Table 3. Results of stationarity tests. 

  
Cameroon Congo 

Level variables 

Variable 
 

No Constant Trend No Constant Trend 

V_s_agr 

ADF 1.58 3.07 1.74 1.97 

PP 1.58 3.04 1.74 2.28 

KPSS 0.31*** 0.32*** 0.21** 0.21** 

V_s_serv 

ADF 0.2 3.07 0.88 1.75 

PP 0.2 3.03 0.88 1.86 

KPSS 0.30*** 0.30*** 0.29*** 0.29*** 

V_s_ind 

ADF 0.2 2.19 0.02 1.75 

PP 0.11 2.26 0 1.91 

KPSS 0.40** 0.40** 0.27*** 0.27*** 

GDP/capita 

ADF 0.54 1.26 0.34 1.63 

PP 2.48 1.73 0.62 2.07 

KPSS 0.44** 0.44** 0.35*** 0.35*** 

Variables in first difference 

V_s_agr 

ADF 8.32*** 8.24*** 5.34*** 5.30*** 

PP 8.32*** 8.33*** 5.34*** 5.27*** 

KPSS 0.03 0.03 0.06 0.06 

V_s_serv 

ADF 7.01*** 7.11*** 6.76*** 6.69*** 

PP 6.98*** 7.01*** 6.77*** 6.71*** 

KPSS 0.08 0.08 0.08 0.08 

V_s_ind 

ADF 5.76*** 5.80*** 6.45*** 1.75*** 

PP 5.71*** 5.82*** 6.45*** 1.91*** 

KPSS 0.08 0.08 0.08 0.08 

GDP/capita 

ADF 3.90*** 3.89** 3.55*** 1.63** 

PP 4.03*** 4.06*** 3.56*** 2.07** 

KPSS 0.27*** 0.27*** 0.14* 0.14* 

***significant at 1%; **significant at 5%; *significant at 10%. V_s_agr represents the agricultural sector; 
V_s_ind represents the industrial sector; V_s_serv represents the service sector; GDP/capita represents 
economic development. Source: Author’s calculation. 
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Concerning the optimal number of lags, it emerges from Table 4 that the 
Akaike and Schwarz criteria all converge for an optimal number of lags equal to 
one (p* = 1) for these two (2) countries. 
 
Table 4. The optimal number of delays. 

Cameroun 

Selection order criteria 
     

Sample: 1977-2017 
    

Number obs = 41 

lag LL LR df p FPE AIC HQIC SBIC 

0 −598.65 
   

6.9e+07 29.4584 29.4584 29.5647 

1 −525.279 146.74 16 0.000 4.2e+06 26.599 26.9034 27.4349 

2 −501.233 48.092 16 0.000 2.9e+06* 26.2065* 26.7544* 27.7111 

Endogenous: gdp per capita rate 

exogenous: V_S_agr; V_S_ind; V_S_srv; _cons 

 
Congo 

Selection order criteria 
      

sample : 1977-2017 
    

Number obs = 41 

lag LL LR df p FPE AIC HQIC SBIC 

0 −128.116 
   

36.8714 6.44469 6.50557 6.61187 

1 −123.962 8.3086 1 0.004 31.6318* 6.29082* 6.36692* 6.49979* 

2 −123.958 0.0778 1 0.930 33.2366 6.33941 6.43073 6.59018 

Endogenous: gdp per capita rate 

Exogenous: V_S_agr; V_S_ind; V_S_srv; _cons 

Source: Author’s calculation. 

 
Furthermore, the results of the causality tests recorded in Table 5(a) and Ta-

ble 5(b) below show, on the one hand, that the variables for the agricultural,  
 
Table 5. (a) Causality test Cameroun; (b) Causality test Congo. 

(a) 

Sample: 1977-2017 Number obs = 41 

log likelihood = −501.2329 AIC = 26.20648 

FPE = 2,911,057 HQIC = 26.75438 

Det(Sigma_ml) = 488,394.3 SBIC = 27.71108 

Equation Parms RMSE R-sq chi2 p > chi2 

gdp per capita rate 9 4.64455 0.4367 31.78406 0.0001 

V_S_agr 9 4.83021 0.8887 327.4761 0.0000 

V_S_srv 9 7.08856 0.7343 113.3293 0.0000 

V_S_ind 9 9.14084 0.5835 57.44724 0.0000 

 

Granger causality Wald tests 
  

Equation Excluded chi2 df Prob > chi2 

gdp per capita rate V_S_agr 2.9081 2 0.234 

https://doi.org/10.4236/tel.2021.112023


M. Loubassou Nganga 
 

 

DOI: 10.4236/tel.2021.112023 352 Theoretical Economics Letters 

 

Continued 

gdp per capita rate V_S_srv 7.951 2 0.019 

gdp per capita rate V_S_ind 0.46751 2 0.792 

gdp per capita rate All 18.133 6 0.006 

V_S_agr gdp per capita rate 0.31236 2 0.234 

V_S_agr V_S_srv 5.5256 2 0.063 

V_S_agr V_S_ind 8.5676 2 0.014 

V_S_agr ALL 9.3526 6 0.155 

V_S_srv gdp per capita rate 9.6378 2 0.008 

V_S_srv V_S_agr 6.8949 2 0.032 

V_S_srv V_S_ind 0.96495 2 0.617 

V_S_srv ALL 36.564 6 0.000 

V_S_ind gdp per capita rate 0.81331 2 0.666 

V_S_ind V_S_agr 2.0391 2 0.361 

V_S_ind V_S_srv 9.3321 2 0.009 

V_S_ind ALL 12.913 6 0.044 

(b) 

Sample: 1977-2017 Number obs = 41 

log likelihood = −442.8327 AIC = 23.35769 

FPE = 16,8591.7 HQIC = 23.90558 

Det(Sigma_ml) = 28,284.99 SBIC = 24.86229 

Equation Parms RMSE R-sq chi2 p > chi2 

gdp per capita rate 9 5.21371 0.3574 22.80703 0.0036 

V_S_agr 9 9.53101 0.5504 50.18335 0.0000 

V_S_srv 9 6.66146 0.7715 138.4531 0.0000 

V_S_ind 9 6.32937 0.7918 155.9 0.0000 

 

Granger causality Wald tests 
  

Equation Excluded chi2 df Prob > chi2 

gdp per capita rate V_S_agr 4.4679 2 0.107 

gdp per capita rate V_S_srv 2.4488 2 0.294 

gdp per capita rate V_S_ind 2.3219 2 0.313 

gdp per capita rate All 7.2256 6 0.300 

V_S_agr gdp per capita rate 0.31236 2 0.000 

V_S_agr V_S_srv 5.5256 2 0.018 

V_S_agr V_S_ind 8.5676 2 0.008 

V_S_agr ALL 9.3526 6 0.000 

V_S_srv gdp per capita rate 9.6378 2 0.293 
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Continued 

V_S_srv V_S_agr 6.8949 2 0.241 

V_S_srv V_S_ind 0.96495 2 0.526 

V_S_srv ALL 36.564 6 0.426 

V_S_ind gdp per capita rate 0.81331 2 0.232 

V_S_ind V_S_agr 2.0391 2 0.254 

V_S_ind V_S_srv 9.3321 2 0.555 

V_S_ind ALL 12.913 6 0.415 

 
industrial and service sectors influence economic development, while economic 
development and the service and industrial sectors have no effect on the agri-
cultural sector. On the other hand, economic development and the industrial 
sector influence the service sector but not the agricultural sector. Finally, only 
the service sector influences the industrial sector in the case of Cameroon, while, 
in Congo, the variables for the agricultural, industrial and service sectors do not 
influence economic development. However, the variables of economic develop-
ment and for the service and industrial sectors have an effect on the agricultural 
sector. Economic development and the industrial and agricultural sectors do not 
influence the service sector, and economic development and the service and 
agricultural sectors do not affect the industrial sector.  

We also used a few additional tests, including the no autocorrelation test of 
the residuals and the model stability test, to validate the estimated VAR model. 
The results of the statistical test for the absence of autocorrelation of residuals 
recorded in Table 6 and the second-order P-values show that there is an absence 
of autocorrelation for the residuals. Similarly, the results of the stability test rec-
orded in Table 6 show that the estimated VAR model is stable. 
 
Table 6. Self-correction and stability test for Cameroon and Congo. 

Cameroon 

Lagrange-multiplier test 
 

lag chi2 df prob > chi2 

1 31.6732 16 0.01103 

2 21.6882 16 0.15355 

H0: no autocorrelation at lag order 

Eigenvalue stability condition 

Eigenvalue Modulus 

0.9189924 
 

0.918992 

0.7475098 +0.2722537i 0.795546 

0.7475098 −0.2722537i 0.795546 

−0.148808 +0.5395478i 0.559692 
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Continued 

−0.148808 −0.5395478i 0.559692 

0.5588663 
 

0.558866 

−0.2619318 +0.2412372i 0.356095 

−0.2619318 −0.2412372i 0.356095 

All the eigenvalues lie inside the unit circle 

VAR satisfies stability condition 

 

 

Congo 

Lagrange-multiplier test 
 

lag chi2 df prob > chi2 

1 24.9525 16 0.07067 

2 17.0554 16 0.38202 

H0: no autocorrelation at lag order 

Eigenvalue stability condition 

Eigenvalue 
 

Modulus 

0.8437228 
 

0.843723 

0.6809593 
 

0.680959 

0.5804802 +0.269139i 0.639838 

0.5804802 −0.269139 0.639838 

−0.4233051 
 

0.423305 

−0.1194372 +0.3480671i 0.367989 

−0.1194372 −0.3480671 0.367989 

−0.2373855 
 

0.237386 

All the eigenvalues lie inside the unit circle 

VAR satisfies stability condition 
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Continued 

 

Source: Author’s calculation. 

 
The results of the simulations presented in Table 7 and Table 8 below show 

the effects of the production sectors on development. As noted agrabove, our 
analysis will focus on these long-term results, adapted to analyze economic de-
velopment. 
 
Table 7. Short-term results of the effects of production sectors on development in Ca-
meroon and Congo. 

Endogenous variable: GDP per capita (GDP/capita) 

Exogenous variables Cameroon Congo 

Value added agricultural sector (V_s_agr) −2.836* 0 

Value added service sector (V_s_serv) 0 −0.389 

Value added industrial sector (V_s_ind) 0 −0.542 

*Significant at the 10% threshold; Source: Author’s calculation 
 
Table 8. Long-term results of the impact of production sectors on development in Ca-
meroon and Congo. 

Endogenous variable: GDP per capita (GDP/cap) 

Exogenous variables Cameroon Congo 

Value added agricultural sector (V_s_agr) −5.471*** −1.699*** 

Value added service sector (V_s_serv) 2.980*** 5.586*** 

Value added industrial sector (V_s_ind) −5.400*** −1.055 

*Significant at the 10% threshold; Source: Author’s calculation. 

 
Table 8 shows that the service sector has a positive and significant influence 

on economic development in both countries at the 1% threshold. Thus, a 1% in-
crease in the value added of the service sector leads to an increase in economic 
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development of 2.980% and 5.586% for Cameroon and Congo, respectively. We 
note that this increase is greater in Congo than in Cameroon. This result is con-
sistent with the findings of Erumbana et al. (2019), Beqiraja et al. (2019), Vu 
(2017), and Ghani and O’connel (2016), which all showed that the service sector 
positively influences economic development. 

Furthermore, the results presented in this table show that the agricultural sec-
tor negatively and significantly influences economic development in both coun-
tries at the 1% threshold. A 1% increase in the value added of the agricultural 
sector leads to a decrease of −5.471% and −1.699% in economic development in 
Cameroon and Congo, respectively. However, the industrial sector has a more 
negative and significant effect on economic development in Cameroon at the 
threshold of 1%; indeed, a 1% increase in the value added of the industrial sector 
leads to a −5.400% drop in economic development in Cameroon. These results 
are close to those of Fagerberg (2000), who examined industries in a sample of 
39 countries over the period 1973-1990. He obtained the result that structural 
change does not contribute to productivity growth or therefore to growth. 

The results for the impact of each sector’s long-term impulse responses to 
shocks on the dynamics of economic development in Congo and Cameroon are 
recorded in Table 9 and Graph 3. 

The reading of these results shows first that economic development reacts po-
sitively to innovations in the service sector in both countries. Second, economic 
development reacts negatively to innovation in the industrial sector in Came-
roon. Finally, the reaction of economic development remains ambiguous in both 
countries following innovations in the agricultural sector, and it remains ambi-
guous in Congo following innovations in the industrial sector. 

Thus, it emerges from this analysis that, in the long term, the service sector 
contributes positively to economic development and that the industrial and agri-
cultural sectors negatively affect economic development. 
 
Table 9. Response of economic development to shocks in these three sectors over the 
long term in Cameroon and Congo. 

 

Cameroon Congo 

Innovations or shocks in each sector 

Value added 
agricultural 

sector 

Value added 
service sector 

Value added 
industrial 

sector 

Value added 
agricultural 

sector 

Response of GDP 
per capita 

+|− + 0 +|− 

Duration (years) 1|8 3 2 3|7 

Magnitude Low|Important Average Low Average|Important 

Source: Author, based on impulse responses. 
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(a) 

 
(b) 

Graph 3. Impulse responses. (a) Cameroon’s impulse responses, Source: Author; (b) Congo’s impulse responses, Source: Au-
thor. 
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4.2. Interpretation of Results 

Two lessons can be drawn from the results obtained. The first is that the service 
sector eases development, while the second is that the agricultural and industrial 
sectors inhibit development. 

4.2.1. The Service Sector: A Lubricant for Long-Term Economic  
Development 

Two arguments can justify the service sector’s position as a pillar of economic 
development: the liberalization of the service sector in the 2000s and the dynam-
ism of the youth of these countries. 

Regarding the liberalization of the service sector, the economic opening of 
these countries has allowed them to develop several service sector industries. 
Additionally, we see the arrival on the market of new operators that amplify the 
presence of services in these countries. This entry of newcomers has also allowed 
the development of south-south trade. Indeed, countries such as South Africa, 
India and many others are investing heavily in the service sector. 

The second reason is the dynamic youth of these countries. By 2050, accord-
ing to recent United Nations projections, Africa’s population will be among the 
largest on the planet. In addition, Africa’s population is increasingly in step with 
new technologies. Thus, an institutional and educational framework adapted to 
the needs of this population will support the development of the service sectors. 
Thus, making services a lever for development requires well-qualified popula-
tion, which the public authorities will be able to offer. 

4.2.2. The Agricultural and Industrial Sectors Inhibit Long-Term  
Economic Development 

There are two reasons why the agricultural sector may be slowing economic de-
velopment: displacements of the population and the lack of attractiveness of the 
agricultural sector. 

With regard to the displacement of the population from rural areas to urban 
centers, the African Development Report, ADB (2015), notes that currently, the 
share of rural dwellers in CEMAC is 48.07%, whereas it was 70% in the 1960s. 
This decline in the rural population finds justification in the poor living condi-
tions of farmers. 

Such living conditions have led many young people to leave rural areas to set-
tle in urban areas, with the hope of a better future. This departure of able-bodied 
youths leaves an old and aging population in rural areas that can no longer find 
resources to continue or increase production, CEMAC (2004). 

With regard to attractiveness, few measures have been taken by public author-
ities to make the agricultural sector attractive. Indeed, the lack of productivity, 
probably due to the absence of intensive production methods and new agricul-
tural technologies, could be one of the reasons for this. 

For the industrial sector, two arguments can justify these results: the first is 
that the industrial sector is composed, to a large extent, of the hydrocarbon sec-
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tor. This sector is an important part of the GDP of countries with oil resources. 
In Congo, for example, it represents 71.9% of GDP. For some time now, the 
public authorities, in partnership with private companies, have been struggling 
to find new oil deposits. This, in the long term, can lead to a scarcity of oil and 
thus a drop in industrial production. 

The second argument that can hinder the growth of industry in these two 
countries is the “unfavorable business climate”. Gelb et al. (2014), for example, 
mention, among other impediments, the cost of energy, transportation, corrup-
tion, regulation, security, contract enforcement and political instability. For an 
investor considering developing industrial sector projects in Africa, all these 
factors undeniably increase the cost of doing business and thus decrease the de-
sire to invest. 

5. Conclusion 

The objective of this study was to analyze structural change as a factor of eco-
nomic development in the Economic and Monetary Community of Central Africa 
(CEMAC). To meet this objective, we used an econometric methodology. In 
view of the results obtained, we can confirm that the hypothesis presented in this 
reflection has been confirmed in the service sector. Indeed, the results obtained 
have shown that in Cameroon and Congo, structural change can take place through 
the service sector, as it has a positive effect on economic development. 

In the new structural economy, the state plays an important role in structural 
change. This vision of the new structural economy is questionable in its applica-
tion within CEMAC countries, especially since there are still questions as to 
whether governments have moved beyond the neoclassical structural and neoli-
beral approaches to development that recognize the state as benevolent, informed, 
a leader of change and a buffer against market failures. 

The main lesson we have learned from this work is that CEMAC authorities 
should promote, at the subregional level, policies to facilitate and further devel-
op services, including through public-private partnerships (PPPs). Nevertheless, 
as in the case of India and in Ruet (2015), the aim should be to develop high 
value-added service activities with sufficient spillover effects (transport, telecom-
munications, ICT, banking and financial services, tourism, etc.) on other sectors 
and to strengthen human capital and productivity. 

This development should only take place under the impetus not of a rentier 
state but rather of a proactive developmental state capable of embodying trans-
formational political leadership and intervening as a strategic state within the 
framework of state capitalism, as evidenced by the successful experience of the 
emerging countries of East Asia (Dzaka et al., 2019). At the end of our study, a 
question remains to be asked, as a research avenue, given that all CEMAC aspire 
to the status of economic emergence by 2035 (including 2025 for Congo and 
2035 for Cameroon). If this emergence implies structural change, and therefore 
development, is development a credible objective for CEMAC if it skips the stage 
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of the industrialization process that remains, despite everything, at the heart of 
the economic emergence process today? 

This analysis focused on the impact of the production sectors of CEMAC 
member countries on economic development. In future analyses, we can intro-
duce natural resource rents to assess the impact on economic development.  
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