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#### Abstract

This paper points out that delayed or no supply of software can kill potential benefits associated with new mathematical ideas that have led to development of new mathematics in OR. It also points out that it is a self-created situation by the scientific community. This situation needs attention and should be resolved urgently. Many illustrative examples have been given to justify the claim.


## Keywords

Linear and Integer Programs, Software Development, Protean Systems, Analysis of Protean Systems

## 1. Introduction

Many diverse problems that arise in various fields such as psychology, chemistry, industrial engineering, transportation planning, management, marketing, and operations research etc. can be formulated as a linear programming model or an integer programming model. Some of these models can be analyzed by the existing OR methodology, while other models create new challenges for their analysis. For example, mathematical models have given birth to ideas like Extreme Point Mathematical programming (see Kirby and Scobey [1], Kirby et al. [2]) and two-level resource control linear programming (see Narula and Nwosu [3]). Therefore, a demand for an improved methodology or development of new methodology remains as a challenge for the researchers in the field of OR and other fields of science and technology. In response to these new evolving situations and challenges, the field of mathematical programming and associated
analytical tools are always evolving. These changing situations and their mathematical models can be categorized as protean systems. Analysis of these ev-er-evolving systems requires solution approaches also to evolve with them and remain meaningful in the fast-ever-changing environment. The word "Protean" originated from "Proteus"-the legendary God of sea who is believed to have the power of assuming different shapes (see Kalyan and Kumar [4], Kumar [5], Kumar and Arora [6], Kumar and Bappoo [7], and Kumar [8] [9]). Analysis aspect of mathematical models representing complex situations is to improve the existing methods, develop new search strategies and improve search efficiency. The problems arising in business and commerce are always evolving, and to meet these new challenges, methods are also evolving in response to challenges. These complexities are making decision making process more demanding, and generally software dependence is also increasing each day. These new mathematical models create research opportunities for developing new methods and new software for dealing with large-size real-life problems and to obtain their solutions in real-time. A bad decision or a delayed decision can cause a major harm to the very existence of a company. Mathematical methods in Operations Research are developed to deal with these complexities and provide appropriate answers within a reasonable time, highlighting importance of software to deal with large-size problems arising in commerce and industry. The very nature of these methods is such that they are not only evolving in response to emerging situations, the technology and knowledge transfer [10] also brings changes to these methods. Unfortunately, software developers are either not able to keep pace with these advances in mathematical methods or these mathematical upgrades of mathematical methods go unnoticed by them or they turn a blind eye towards them. Whatever may be the reason, consequence is that many of these mathematical advances are not availed by the practitioners, thus killing valuable opportunities for real-life applications. Many mathematical ideas, which have the potential for further exploration, are not advanced further. Unfortunately, this mismatch in advancement of methods and their proper software support is causing hindrance in further refinements of the mathematical methods and stopping use of modified available methods by its potential users. Applications of these new mathematical methods can become meaningful, when they are fully supported by proper software for users to implement them on the real-life, large-size problems faced by them. We live in a protean world, where demand on modelling and analysis is ever changing, knowledge transfer can make some existing methods more versatile and may respond well to new situations. Timely software support from software developers is not coming through. It means, users are deprived of potential benefit they can have from existing methodologies. This hinderance is caused by delayed or no response from software companies to newly developed mathematical methods in OR.

Many mathematical developments go unnoticed when software support is not provided for a newly developed mathematical idea. This is a kind of self-created
injustice to development of mathematics of OR and their users in real life applications.

This paper has been organized in 6 sections. In Section 2, we outline a few reasons for the present situation and in Sections 3 and 4, we also present a few cases to illustrate our claim. In Section 5, we outline a few purposes for these new developments. These cases are from some advances in linear and integer programming methods. We believe, these mathematical ideas have high potential, which has not been realized by its users. These contributions discussed in Sections 3 and 4 have remained as theoretical contributions, as their potential benefits based on the mathematical ideas have been denied to their potential users. Finally, the paper is concluded in Section 6.

## 2. Reasons for Mismatch between Software Development Associated with New Mathematical Ideas

The mathematics behind mathematical methods is usually well documented, therefore researchers can make modifications to the existing methods and make these methods more versatile. However, the situation with software development is not the same. Software companies keep their coding copyrighted and sealed. They only display a limited input and output information. Mathematical developments in methods can be implemented by the software companies, who have full coding access. They can easily add the additional coding to accommodate a defined modification or refinement in a mathematical approach. If software companies do not take this step to upgrade their software within a reasonable time frame, the mathematical developments are not able to reach to their potential users. Many developments do not reach to its users as many users are not necessarily interested in the mathematical developments, but their interest lies in using new mathematical ideas if they are user-friendly. Therefore, the mathematical developments not only go unnoticed, potential subsequent progress based on that conceptual idea is also denied of future advancements based on that idea. Many researchers may argue, why depend on software companies, why not provide the full support, i.e., mathematical algorithm together with its software support. This argument does not go far for two reasons:

1) A new coding will not stand compared to an existing coding developed by the professionals and that has been tested, modified, and eventually has become a bug-free coding.
2) Scientific community does not consider coding of existing methods as a significant scientific contribution.

In other words, mathematical development is like a building block, but an associated software in the present environment is not. Consequences are that many mathematical developments go unnoticed. It is a self-created situation by the scientific community. It is neither helping the users, nor is beneficial for advancing the mathematical of OR. In Sections 3 and 4 we discuss a few developments, which have not been utilized fully by their potential users.

## 3. Considerations of a Linear Programming (LP) Model

### 3.1. Formulation of a Sub-LP Model from a Given LP Model

Consider a general LP model as given by (1)

$$
\begin{align*}
& \operatorname{Max} z=\sum_{j=1}^{n} c_{j} x_{j} \\
& \text { Subject to : } \sum_{j=1}^{n} a_{i j} x_{j} \leq b_{i}, i=1,2, \cdots, m, \quad x_{j} \geq 0, j=1,2, \cdots, n \tag{1}
\end{align*}
$$

It may be noted that from the LP Model (1), one can generate $n_{C_{n_{1}}}$ number of LP models of $n_{1}$ number of variables such that $1 \leq n_{1} \leq n$. For example, one of these models can be expressed as shown by the LP Model (2).

$$
\begin{align*}
& \operatorname{Max} z=\sum_{j=1}^{n_{1}} c_{j} x_{j}  \tag{2}\\
& \text { Subject to : } \sum_{j=1}^{n_{1}} a_{i j} x_{j} \leq b_{i}, i=1,2, \cdots, m, \quad x_{j} \geq 0, j=1,2, \cdots, n_{1}
\end{align*}
$$

All these $n_{C_{n_{1}}}$ number of LP problems share one common property that a feasible solution of the LP Model (2) is also a feasible solution to the LP Model (1). Suppose a feasible solution to the LP Model (2) is given by:

$$
\begin{equation*}
x_{j}=\beta_{j} \geq 0, j=1,2, \cdots, n_{1} \tag{3}
\end{equation*}
$$

From the solution as given by (3), we can develop a new solution as given by (4):

$$
\begin{equation*}
x_{j}=\beta_{j}, j=1,2, \cdots, n_{1} \text { and } x_{j}=0 \text { for } j=n_{1}+1, n_{j}+2, \cdots, n-1, n \tag{4}
\end{equation*}
$$

The solution given by (4) is also a feasible to LP model (1). Proof is immediate as any feasible solution of the LP model (2) can be modified as a feasible solution to the LP model (1) as shown by (4). This conceptual idea was used for solving a mixed-integer programming model by solving a pure integer programming model, see Nyamugure et al. [11]. This simple concept of developing sub-problem from a given LP model can be applied in other situations. This is illustrated in Section 3.2 and some existing models, perceived to be restrictive, are made more versatile.

### 3.2. Large-Scale Linear Optimization by Transforming " n " Variable LP Problem into a 2-Variable LP Problem

Munapo and Kumar [12] considered a LP model of the form given by the LP Model (5):

Maximize $z=C X$
Such that $A X \leq B$
where $A=\left[\begin{array}{ccc}a_{11} & \cdots & a_{1 n} \\ a_{21} & \cdots & a_{2 n} \\ \vdots & \ddots & \vdots \\ a_{m 1} & \cdots & a_{m n}\end{array}\right], B=\left[\begin{array}{c}\beta_{1} \\ \beta_{2} \\ \vdots \\ \beta_{m}\end{array}\right], C=\left[\begin{array}{llll}c_{1} & c_{2} & \cdots & c_{n}\end{array}\right], X=\left[\begin{array}{c}x_{1} \\ x_{2} \\ \vdots \\ x_{n}\end{array}\right]$
$a_{i j} \geq 0$ for all $(i, j), i=1,2, \cdots, m$ and $j=1,2, \cdots, n$;
$\beta_{i} \geq 0, c_{j} \geq 0$ for $i$ and $j$, and $x_{j} \geq 0$ for all $j$.

They transformed the given $n$-dimensional LP Model (5) into a 2-variable LP problem given by (6):

$$
\begin{align*}
& \text { Maximize } C\left[P_{0}+\mu D+\gamma C^{\mathrm{T}}\right] \\
& \text { Such that } A\left[P_{0}+\mu D+\gamma C^{\mathrm{T}}\right] \leq B  \tag{6}\\
& \\
& P_{0}+\mu D+\gamma C^{\mathrm{T}} \geq 0
\end{align*}
$$

Here $P_{0}$ is a known point on one of the given constraints, $D$ and $C^{T}$ are directions of the normal of two known hyperplanes, and $\mu$ and $\gamma$ are the only two unknowns to be determined, where $A$ is the given matrix and $C^{\mathbb{T}}$ is the given column vector. Since $C P_{0}$ is a constant quantity, the Model (6) can be expressed as given by (7):

$$
\begin{align*}
& \text { Maximize } \mu C D+\gamma C C^{\mathrm{T}} \\
& \text { Such that } \mu A D+\gamma A C^{\mathrm{T}} \leq B-A P_{0}  \tag{7}\\
& \\
& \mu D+\gamma C^{\mathrm{T}} \geq-P_{0} \\
& \\
& \mu, \gamma \geq 0
\end{align*}
$$

In this way they transformed a n-variable to a 2 -variable problem. However, the non-negative requirement on all elements was considered restrictive for the real-life applications.

### 3.3. Denied Applications Due to Non-Availability of the Software

It may be noted that the non-negative requirement for all coefficients in (5) seems to be demanding to satisfy for all $n$ variables in a practical situation, but the same non-negative condition may be easily satisfied for a subset of given variables. Suppose the non-negative requirements are met by a sub-set $n_{1}$ of $n$ variables. In other words, a subset of the variables $n_{1} \leq n$ may satisfy non-negative requirements of the LP Model (5). In that case, one can develop a sub-LP problem and solve that sub-problem by the defined transformation developed by Mu napo and Kumar [13] and obtain some useful information concerning the given LP model. Here is a trivial illustration:

Example 1: Consider the LP Model (8)

$$
\begin{align*}
& \text { Max } Z=3 x_{1}+4 x_{2}-x_{3}-x_{4} \\
& \text { Subject to : } x_{1}+x_{2}+x_{3}+x_{4} \leq 2  \tag{8}\\
& \\
& 2 x_{1}+3 x_{2}+x_{3}+x_{4} \leq 6 \\
& \\
& x_{1}, x_{2}, x_{3}, x_{4} \geq 0
\end{align*}
$$

One can easily verify that the optimal solution to the LP Model (8) is given by $x_{2}=2, s_{2}=0, z=8$ and all other variables are zero. The variable $s_{2}$ is a slack variable in the $2^{\text {nd }}$ constraint.

It may be noted that from LP Model (8), one can satisfy restrictions of the LP Model (5) with respect to variables $x_{1}$ and $x_{2}$, which is given as the LP Model (9).

$$
\begin{align*}
& \text { Max } Z=3 x_{1}+4 x_{2} \\
& \text { Subject to }:  \tag{9}\\
& x_{1}+x_{2} \leq 2 \\
& \\
& 2 x_{1}+3 x_{2} \leq 6 \\
& \\
& x_{1}, x_{2} \geq 0
\end{align*}
$$

The Model (9) can be solved by the transformation developed by Munapo and Kumar [12] and verify the optimal solution given by: $x_{2}=2, s_{2}=0, z=8$, which is certainly a lower bound of the LP Model (8).

Munapo, et al. [13] further extended the approach by Munapo and Kumar [11] and developed a one-dimensional search with non-negative restriction limited to objective coefficients only. They further developed a hybrid-search of this one-dimensional search combined with simplex extreme point search. The reformulation of the subproblem from (8) will once again be the same as Model (9) and therefore the problem (9) can also be solved by the one-dimensional search process developed by Munapo et al. [13].

These two methods (Munapo and Kumar [12] and Munapo et al. [13] have scope for real-life applications, particularly in view of the reformulation as illustrated by the LP Models (8) and (9). It raises several questions, such as:

1) Why the software developers have not provided the software support to these two versatile variations to LP approaches, i.e., Munapo and Kumar [12] and Munapo et al. [13]?
2) Why such a useful approach has not been explored further?
3) Why the practitioners have been deprived of using these theoretical ideas in their real-life applications?
4) How are decisions made for software development in the field of OR? Why and how some ideas are deprived to flourish further to reach their justified potential?

Answer to all questions is that the scientific community needs to readdress the problem of software development or supply to researchers existing codes in some limited form. Current regulations are unsatisfactory, and they are not helping advancement of mathematical methods in OR.

## 4. Considerations of Linear Integer Programming Solution Approaches

In this section, we highlight a few linear integer programming solution approaches, which have been subjected to similar fate, as discussed in Section 3.

Young [14] [15] developed an interesting idea for solving a linear integer program. His approach was simple, for example, he selected the source row and column, exactly like it is done in the simplex approach. However, instead of the usual simplex pivot, Young developed a Gomory [16] constraint and selected the pivot element from the Gomory constraint, which has the co-efficient value 1. Therefore, in Young's approach, the pivot element is always 1 . Consequence was that if the simplex matrix was comprised of integer elements, the new matrix after the pivoting, will remain integer elements matrix. It was a breakthrough, as

Young gave birth to an interesting concept of searching for an integer solution along the integer polyhedron. Such an important and fundamental concept has gone unnoticed, and possible reason could be that software support was not provided.

A limitation with Young [15] approach was that with each iteration, the problem dimension was increased by 1 additional constraint and 1 extra variable. This may have been a limitation, but the concept of forcing the pivot element 1 was too good to be ignored. Researchers can overcome difficulties in many ways. A good example is Gomory [16] constraint, which led to many interesting ideas discussed, see Ladanyi et al. [17]. Completely and independently Munapo and Kumar [18] developed a new search process for a linear integer program on extreme points of the integer polyhedron. They developed a 3-step algorithm as follows:

Step 1: Assume that all $b_{i} \geq 0$. Select a pivot element as is selected in the simplex approach. If the pivot is element is $>1$, go to step 2 , else when it is 1 , go to step 3.

Step 2: Consider the pivot element $a_{i j}>1$ and pivot row is given by:

$$
\begin{equation*}
a_{i 1} x_{1}+a_{i 2} x_{2}+\cdots+a_{i j} x_{j}+\cdots+a_{i n} x_{n}+s_{i}=b_{i} \tag{10}
\end{equation*}
$$

The iteration is comprised of replacing the variable $x_{j}$ by the variable $x_{j}^{\prime}$ as shown by the relation (13). Details are given below:

When the elements in the pivot row are divided by the pivot element $>1$, we have:

$$
\begin{equation*}
\frac{a_{i 1}}{a_{i j}} x_{1}+\frac{a_{i 2}}{a_{i j}} x_{2}+\cdots+x_{j}+\cdots+\frac{a_{i n}}{a_{i j}} x_{n}+\frac{1}{a_{i j}} s_{i}=\frac{b_{i}}{a_{i j}} \tag{11}
\end{equation*}
$$

Separating the fractional and integer parts in each term of (11), keeping fractional pars positive, one gets the relation (12):

$$
\begin{align*}
& \left(d_{i 1}+f_{1}\right) x_{1}+\left(d_{i 2}+f_{2}\right) x_{2}+\cdots+x_{j}+\cdots+\left(d_{i n}+f_{n}\right) x_{n}+\left(d_{i}+f_{i}\right) s_{i} \\
& =(d+f) \tag{12}
\end{align*}
$$

From (12), one gets (13):

$$
\begin{equation*}
x_{j}=d-\left(d_{i 1} x_{1}+d_{i 2} x_{2}+\cdots+d_{i n} x_{n}+d_{i} s_{i}\right)-x_{j}^{\prime} \tag{13}
\end{equation*}
$$

Step 3: Apply the usual pivot operation as carried out in the simplex and move to Step 4.

Step 4: Check if the objective row has negative elements? If yes, an optimal integer solution has been found, else return to Step 1.

The interesting part of Munapo, Kumar and Khan [18] approach is that dimension of the model after each iteration is not increasing, as was the case in Young's approach [14] [15]. Pivoting operation is performed on 1, hence all search is free of fractions. Only some substitution relations are maintained for the final answer to be interpreted back in terms of the given variables. Once again, this idea has not been utilized for solving real-life problems raises similar concerns as were discussed in Section 3.3.

## 5. Research Processes and Methods

It may be noted that research process is an ongoing protean process, where reallife problems are attempted by some existing methods supported by user-friendly software. If answers are unsatisfactory, challenges are noted by the researchers, and new methods are developed. Therefore, software plays a central role, and when appropriate software is missing, the ongoing research comes to a halt and all future developments based on that idea do not move further. A typical case is that of the "Extreme Point Mathematical Programming model", which in mathematical form is given by:

$$
\operatorname{Max} Z=C X
$$

Subject to: $A X \leq b$
where $X$ is an extreme point of

$$
\begin{equation*}
D X \leq f, X \geq 0 \tag{14}
\end{equation*}
$$

Several methods were suggested for solve the Model (14), see Kirby and Scobey [1], Kirby et al. [2] and Kumar and Wagner [6]. Applications were pointed by Chandrasekhar et al. [19]. However, no software support was provided and in almost 4 to 5 decades the concept has not progressed much further.

## 6. Concluding Remarks

In this paper, we have pointed out that the OR literature, like any other field of science, evolves but many mathematical methods do not get justice to reach their potential. They are not fully utilized by their users. Many important ideas are not researched for further improvements and not used by their potential users simply due to non-availability of the software for them to experiment with the real-life problem faced by the users.

The process of software development and support needs modification and rethinking. Non-availability of software has killed many good mathematical ideas, see instances discussed in Sections 3 and 4. Present system of software development is failing in providing appropriate software support to new and upcoming methods in OR.

Apparently, many restrictions in mathematical models may have given a wrong impression that it is not suitable for real-life applications, but this kind of thought is untrue, as variations of a model may still provide some important and useful information in manageable real-time. It is a challenge. It calls for further creativity on the part of the user. Restrictions are just challenging their users, which may call further insight to remove them or slightly modify them to obtain some useful information, in real-time. Every situation is different.

The software support for newly developed methods in the current form is unsatisfactory, and it needs attention of the scientific community now. Lots of good ideas have been wasted by paying no attention to software supply situation.
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