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Abstract 
We proposed “a new extension of three-parametric distribution” called the 
inverse power two-parameter weighted Lindley (IPWL) distribution capable 
of modeling a upside-down bathtub hazard rate function. This distribution is 
studied to get basic structural properties such as reliability measures, mo-
ments, inverse moments and its related measures. Simulation studies are 
done to present the performance and behavior of maximum likelihood esti-
mates of the IPWL distribution parameters. Finally, we perform goodness of 
fit measures and test statistics using a real data set to show the performance of 
the new distribution. 
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1. Introduction 

Lindley distribution is one way to describe the lifetime of a wide variety of fields, 
including biology, engineering and medicine. The Lindley distribution with 
one-parameter was proposed by Lindley [1] with the probability density func-
tion (pdf) 

( ) ( ) ( )
2

; 1 exp , 0, 0.
1

f y y y yθθ θ θ
θ

= + − > >
+

              (1) 

Ghitany et al. [2] presented a comprehensive treatment of the mathematical 
properties of the Lindley distribution and showed that the Lindley distribution is 
a better fit than the exponential distribution based on the waiting time at the 
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bank for service. Shanker et al. [3] discussed the two-parameter Lindley distribu-
tion with a probability density function given by 

( ) ( ) ( )
2

; , 1 exp , 0, , 0.f y y y yθβ θ β θ β θ
β θ

= + − > >
+

           (2) 

Ghitany et al. [4] discussed the two-parameter weighted Lindley distribution 
and its structural properties including moments, hazard rate function, mean re-
sidual life function, estimation of parameters and applications to modelling sur-
vival time data. The corresponding probability density function can be obtained 
as 

( ) ( ) ( ) ( ) ( )
1

1; , 1 exp , 0, , 0.f z z z z z
β

βθβ θ θ β θ
β θ β

+
−= + − > >

+ Γ
      (3) 

“Researchers have more interest to generate inverted distributions under in-
verse transformation, i.e. inverted beta by Dubey [5], inverse Gaussian by Folks 
and Chhikara [6] and inverse Weibull by Calabria and Pulcini [7]”. A few in-
verted statistical distributions such as inverted Rayleigh (IR), inverted Weibull 
(IW), and inverted Gamma (IG) are available to model such upside-down bath-
tub data. These distributions have been extensively used in the various real-life 
applications. Recently, the inverse Lindley distribution, proposed by Sharma et 
al. [8], considers the inverse of a random variable with a Lindley distribution. In 
other words, if a random variable Y with pdf (1), then the random variable 

1X Y −=  follows the inverse Lindley distribution with pdf defined by: 

( )
2

3

1; exp , 0, 0.
1

xf x x
xx

θ θθ θ
θ

+   = − > >   +    
                (4) 

Alkarni [9] proposed the extended inverse two-parameter Lindley distribution 
as a statistical inverse model for upside-down bathtub survival data. More spe-
cifically, if a random variable Y with pdf (2), then the random variable 1X Y α−=  
follows the extended inverse two-parameter Lindley distribution with the fol-
lowing pdf 

( )
2

2 1; , , exp , 0, , 0.xf x x
x x

α

α α

αθ β θα β θ β θ
β θ +

 +  = − > >   +   
          (5) 

In this paper, we proposed a new inverse two-parameter weighted Linley dis-
tribution which offers more flexibility with upside-down bathtub or unimodal 
hazard rate named the inverse power two-parameter weighted Lindley (IPWL) 
distribution. Reliability measures such as survival function, hazard rate function 
and reverse hazard function are provided in Section 3. Section 4 explains the sta-
tistical properties of the model for example moments, inverse moments and its 
related measures. Section 5 is about some different estimation methods for ex-
ample, the method of moments, the method of least squares, the method of 
maximum likelihood and approximate confidence intervals. Section 6 explains 
the simulation studies of true parameters estimated from the method of maxi-
mum likelihood estimation. Real-life data set is also provided in Section 7 to ex-
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plain the flexibility of the observed model as compared to some existing models. 
Finally, Section 8 concludes the study. 

2. The Inverse Power Weighted Lindley Distribution 

Let Z be a random variable with pdf (3), then the random variable 1X Z α−=  is 
said to follow the IPWL distribution with pdf 

( ) ( ) ( ) ( )

1

1 1

1; , , exp , 0, , , 0xf x x
xx

β α

αα β

αθ θα β θ α β θ
β θ β

+

+ +

 +  = − > >   + Γ   
     (6) 

and the cumulative distribution function is given by 

( )
( ) ( )

( ) ( )
, 1,

; , ,
x x

F x
α αθ β θ β θ

α β θ
β θ β

− −Γ + Γ +
=

+ Γ
               (7) 

where ( ) ( )1, exp da
x

a x y y y
∞ −Γ = −∫  is the upper incomplete gamma function. 

By omitting the dependence on the positive parameters ,α β  and θ  in (6) 
and (7), we have ( ) ( ); , ,f x f xα β θ =  and ( ) ( ); , ,F x F xα β θ = . The pdf (6) 
can be shown as a mixture of two distributions as follows:  

( ) ( ) ( ) ( )1 21f x pf x p f x= + −  

where ( )p θ θ β= +  and  

( ) ( ) ( )

1

1 1

1 exp
1

i

i i
f x

i xx

β

αα β

αθ θ
β

+ −

+ − +

 = − Γ + −  
 

is the pdf of a generalized inverse gamma distribution with shape parameters 
1,iβ α+ −  and scale parameter θ  where 1,2i = . 

Theorem 1. The probability density function ( )f x  of the IPWL distribu-
tion is unimodal in x.   

Proof. The first derivative of ( )f x  is given by  

( ) ( )
( ) ( )

x
f x f x

g x
ψ

′ = −  

where  

( ) ( ) ( )2 1, 1x ax bx c g x x xα α α αψ += + + = +  

with  

( )1 , 1 1 ,a b cαβ α β θ αθ= + = + + − = −  

Let ( )( ) ( )2
1 1 4 1D α β θ αθ αβ= + + − + +  be the discriminant of ( )xψ . The 

second derivative of ( )f x  given by  

( ) ( ) ( ) ( ) ( ) ( ) ( )1f x g x x f x x f x
g x

ψ ψ ′′ ′ ′ ′= − + +     

where ( ) 2 2 12x a x b xα αψ α α− −′ = + . Clearly, 0D >  and ( )xψ  is a unimodal 
quadratic function with maximum value at the point 0x  since, ( )0f x′′ =

 
( ) ( )( ) ( )0 0 0 0x g x f xψ ′− < , ( )f x  has a global maximum at 0x ; hence, the 

mode of ( )f x  is given by  
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                        □ 

Figure 1 presents the pdf for the IPWL distribution for some values of ,α β  
and θ . 

Special Cases of the IPWL Distribution 

At particular cases, the IPWL distribution contains some special distribution 
model. 
• When 1β = , we have the generalized inverse Lindley distribution (GIL) 

with the pdf is given by  

( ) ( )
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2 1

1 exp , 0, , 0,
1GIL

xf x x
x x

α

α α

αθ θ α θ
θ +

 +  = − > >   +   
 

 

 
Figure 1. Plots of the pdf of the IPWL distribution for different parameter values.  
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and the cumulative distribution function is given by  

( )
( )

1 exp
1GILF x

x xα α

θ θ
θ

   = + −    +   
 

• When 1α β= = , we have the inverse Lindley distribution (IL) with the pdf 
is given by  

( ) ( )
2

3

1 exp , 0, 0,
1IL

xf x x
xx

θ θ θ
θ

+   = − > >   +    
 

and the cumulative distribution function is given by  

( ) ( )
1 exp .

1ILF x
x x

θ θ
θ

   = + −    +   
 

3. Reliability Measures   

In this section, we discuss the survival function, the hazard rate function, the 
reverse hazard rate function and odds function for the IPWL distribution. 

3.1. Survival Function   

Survival function for the IPWL distribution is defined as. According to the cu-
mulative distribution function presented in (7), we have 

( )
( ) ( )

( ) ( )
, 1,

1
x x

S x
α αθ β θ β θ

β θ β

− −Γ + Γ +
= −

+ Γ
                (8) 

3.2. Hazard Rate Function   

The hazard rate function is defined as ( ) ( ) ( )h x f x S x= . Using pdf (6), the 
hazard rate function for the IPWL distribution is given by 

( )
( )

( ) ( ) ( ) ( )

1
1 1

1 exp

, 1,

x
xxh x

x x

α
β

αα β

α α

θαθ

β θ β θ β θ β θ

+
+ +

− −

 +  −   
  =

+ Γ − Γ −Γ +
         (9) 

Figure 2 represents the behavior for the IPWL hazard rate function for dif-
ferent values of its parameters 

3.3. Reverse Hazard Rate Function   

The ratio between the probability density function to its distribution function is 
called reversed hazard function. This concept seems more appropriate for ana-
lyzing censored data and it is also natural in discussing lifetimes with reversed 
time scale. Let X be a random variable follows the IPWL distribution. The re-
versed hazard function of X is defined by: 

( )
( )

( ) ( )

1
1 1

1 exp

, 1,

x
xxr x

x x

α
β

αα β

α α

θαθ

θ β θ β θ

+
+ +

− −

 +  −   
  =

Γ + Γ +
               (10) 
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Figure 2. Plots of the hazard rate function of the IPWL distribution for different parameter values.  

3.4. Odds Function   

The odds function can be written as 

( )
( ) ( )

( ) ( ) ( ) ( )
, 1,

, 1,

x x
O x

x x

α α

α α

θ β θ β θ

β θ β θ β θ β θ

− −

− −

Γ + Γ +
=

+ Γ − Γ −Γ +
         (11) 

4. Statistical Properties   

This section investigates the statistical properties of the IPWL distribution such 
as the moments, inverse moments and the coefficients of skewness and kurtosis. 

Moments   

Let X be a random variable that follows the IPWL distribution with pdf (6), then 
the rth raw moment (about the origin) ( ) , 1, 2,r

r E X rµ′ = =   is given by 
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( )( )
( ) ( )

r

r

rrα αβθ α β θ
αµ

α β θ β

− + − Γ 
 ′ =

+ Γ
               (12) 

It can be noticed that, for the rth raw moment to exist, the constraint r αβ<  
must be satisfied. From (12), the mean and the variance of the IPWL distribu-
tion can be defined, respectively, as 

( )( )
( ) ( )

1 11α αβθ α β θ
αµ

α β θ β

− + − Γ 
 =

+ Γ
 

( ) ( ) ( )( )
( )( )

( ) ( )

2

2
2

11
22

α

αβα β θ
αθ αβσ α β θ

α β θ β α α β θ β

  −  + − Γ   −     = + − Γ −  + Γ + Γ  
  

 

The coefficient of skewness and kurtosis measures can be obtained by moments 
based relations suggested by Pearson and given by;  

( )
( )

23
3 2

1 32
2

3 2
, 3

µ µ µ µ
β αβ

µ µ

′ ′− +
= >

′ −
 

and  

( )
2 4

4 3 2
2 22

2

4 6 3
, 4

µ µ µ µ µ µ
β αβ

µ µ

′ ′ ′− + −
= >

′ −
 

upon substituting for the raw moments in (12). 
The coefficient of variation (CV) is calculated by  

 

( ) ( ) ( ) ( )( )

( )( )

1 22
2 12 1

100
11

CV

αβ αβα β θ α β θ β α β θ
α α

αβα β θ
α

 −  −    + + − Γ Γ − + − Γ              = ×
− + − Γ 

 

 

As we mentioned above, that raw moment of the IPWL distribution will exist 
only when r αβ< . Therefore, the evaluation of inverse moments may be of in-
terest. The rth raw inverse moment (about the origin) is given by 

( )( )
( ) ( )1

r

r

rrα αβθ α β θ
αµ

α β θ β−

− + + + Γ 
 ′ =

+ Γ
               (13) 

Table 1 represents values of mean, variance, coefficient of skewness, coefficient 
of kurtosis, mode and coefficient of variation. It is observed that the shape of the 
IPWL distribution is right skewed for all values of parameters. 

5. Estimation and Inference of the Parameters 

In this section, we consider four methods of estimation and inference techniques 
to estimate the parameters of the proposed distribution. 
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Table 1. Values of some important measures of the proposed distribution at different pa-
rameter combinations.  

Moments µ  2σ  1β  2β  0x  CV 

α  5β =  and 2θ =  

1 0.4286 0.0544 10.834 40.6406 0.2953 54.4331 

1.5 0.5542 0.0339 3.4111 10.9975 0.4591 33.2280 

2 0.6364 0.0235 1.9645 7.2988 0.5653 24.0887 

2.5 0.6937 0.0172 1.3898 5.9656 0.6379 18.9322 

3 0.7355 0.0132 1.0898 5.2979 0.6901 15.6069 

β  5α =  and 4θ =  

1 1.4748 0.2105 12.8181 49.0615 1.2219 31.1092 

1.5 1.2877 0.0751 4.3933 13.5845 1.1444 21.2754 

2 1.1880 0.0406 2.5336 8.6368 1.0905 16.9685 

2.5 1.1224 0.0264 1.7504 6.7687 1.0496 14.4740 

3 1.0745 0.0190 1.3258 5.8052 1.0169 12.8146 

θ  2α =  and 3β =  

1 0.5816 0.0368 5.2168 17.4302 0.4816 32.9653 

1.5 0.7236 0.0597 5.4722 18.0293 0.5949 33.7764 

2 0.8460 0.0843 5.5922 18.2726 0.6920 34.3214 

2.5 0.9554 0.1099 5.6520 18.3749 0.7787 34.7060 

3 1.0553 0.1363 5.6824 18.4154 0.8579 34.9879 

5.1. Method of Moments Estimates 

Let 1 2, , , nx x x  be a random sample of size n is drawn from population of the 
IPWL distribution with pdf (6). In the method of moments, we equate k (num-
ber of parameters) sample moments with the corresponding population mo-
ments. Using Equation (12), the first three moments of the population of the 
IPWL distribution to the corresponding moments of the sample are 

( )( )
( ) ( )

r

r

rr
m

α αβθ α β θ
α

α β θ β

− + − Γ 
  =

+ Γ
                (14) 

where ( )1 , 1, 2,3n r
r iim x n r

=
= =∑  is the first three sample moments . 

The exact solution of the above equations for unknown parameters is not 
possible. Therefore, it is more appropriate to use numerical methods in R or 
MATHEMATICA program. 

5.2. Least Square Estimates 

Swain et al. [10] proposed the least square estimator (LSE) to estimate the para-
meters of Beta distributions in Johnsons translation system. Let ( )( )iF X  be the 
distribution function of the ordered random sample ( ) ( ) ( )1 2 nx x x< < < , where 

1 2, , , nx x x  is a random sample of size n from the IPWL distribution. Then, the 
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expectation of the empirical cumulative distribution function is defined as 

( )( ) ; 1, 2, ,i
iE F X i n

n i
  = =  +

  

The least square estimates (LSEs) ˆLSα , ˆ
LSβ  and L̂Sθ  of ,α β  and θ  are 

obtained by minimizing 

( ) ( )( )
2

1
, , ; , ,

n

i
i

iZ F x
n i

α β θ α β θ
=

 = − + 
∑              (15) 

with respect to ,α β  and θ , Therefore ˆLSα , ˆ
LSβ  and L̂Sθ  can be obtained 

as the solution of the following system of non linear equations: 

( ) ( )

( )

( )( )
1

, , ; , ,
; , , 0

i

n

i
i x x

Z F x iF x
n i

α β θ α β θ
α β θ

α α= =

∂ ∂  = − = ∂ ∂ + 
∑   (16) 

( ) ( )

( )

( )( )
1

, , ; , ,
; , , 0

i

n

i
i x x

Z F x iF x
n i

α β θ α β θ
α β θ

β β= =

∂ ∂  = − = ∂ ∂ + 
∑   (17) 

( ) ( )

( )

( )( )
1

, , ; , ,
; , , 0

i

n

i
i x x

Z F x iF x
n i

α β θ α β θ
α β θ

θ θ= =

∂ ∂  = − = ∂ ∂ + 
∑   (18) 

5.3. Maximum Likelihood Estimates 

Let 1 2, , , nx x x  be a random sample of size n from the IPWL distribution with 
pdf (6). The log-likelihood function is given by 

( ) ( ) ( )

( ) ( )
1 1 1

ln 1 ln ln ln

1 ln ln 1
n n n

i i i
i i i

L n n n n

x x xα α

α β θ β θ β

α αβ θ −

= = =

= + + − + − Γ

− + + + + −∑ ∑ ∑
        (19) 

Now, we take the first derivative of the log-likelihood equation with respect to 
parameters and equate to zero to get the ML estimate of unknown parameters of 
the IPWL distribution. The score functions are: 

( )
1 1 1

ln
1 ln ln

1

n n n
i i

i i i
i i i i

x xL n x x x
x

α
α

αβ θ
α α

−

= = =

∂
= − + + +

∂ +∑ ∑ ∑          (20) 

( )
1

ln ln
n

i
i

L n n n xψ β θ α
β β θ =

∂
= − − + −

∂ + ∑              (21) 

1

n

i
i

L n n n x αβ
θ θ θ β θ

−

=

∂
= + − −

∂ + ∑                 (22) 

where ( ) d ln
d

ψ β β
β

=  is the digamma function. 

The maximum likelihood estimators (MLEs) ˆMLEα , ˆ
MLEβ  and ˆ

MLEθ  are ob-
tained by solving the above three non-linear equations. Here, we used non-linear 
maximization techniques to get the solution. 

5.4. Approximate Confidence Intervals 

For interval estimation of the parameter vector ( )T, ,α β θΘ = ; The elements of 
the expected Fisher information matrix , , 1, 2,3ijI I i j = =   from a single ob-
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servation are given by  

( ) ( ) ( )
( )

2 222
2

11 2 2 2
1 1

ln ln
ln

1 1

n n
i i i i

i i
i i i i

x x x xnI E L x x
x x

α α
α

α α
θ

α α
−

= =

  ∂  = − = + − −   ∂ +   + 
∑ ∑  

( )
( )

2

22 2 2

nI E L nψ β
β β θ

 ∂ ′= − = − ∂ + 
 

( )

2

33 2 2 2 2

n n nI E L β
θ θ θ β θ

 ∂
= − = + − ∂ + 

 

2

12 21
1
ln

n

i
i

I I E L x
αβ =

 ∂
= = − = ∂ 

∑  

2

13 31
1

ln
n

i i
i

I I E L x xα

αθ
−

=

 ∂
= = − = − ∂ 

∑  

( )

2

23 32 2

n nI I E L
βθ θ β θ

 ∂
= = − = − − ∂ + 

 

where ( ) ( )d
d

ψ β ψ β
β

′ =  is the trigamma function. 

From standard large-sample theory of maximum likelihood estimators Leh-
mann and Casella [11], we have as ( )ˆ,n n→∞ Θ−Θ  is asymptotically normal 
with (vector) mean zero and variance matrix 1I − , and Θ̂  is asymptotically 
efficient in the sense that  

( ) ( )1
3

ˆ 0,dn N I −Θ −Θ →  

where d→  denotes convergence in distribution and 1I −  is the inverse of 
the expected Fisher information matrix I. The asymptotic variances and cova-
riance of the MLEs Θ̂  are given by:  

( ) ( ) ( )
2 2 2

22 33 23 11 33 13 11 22 12ˆ ˆˆ , , ,
I I I I I I I I IV V V

n n n
α β θ

− − −
= = =

∆ ∆ ∆
 

( ) ( )
( )

13 23 12 33 12 23 13 22

13 12 11 23

ˆ ˆˆ ˆ, , , ,

ˆ ˆ,

I I I I I I I I
Cov Cov

n n
I I I I

Cov
n

α β α θ

β θ

− −
= =

∆ ∆
−

=
∆

 

where ( )det I∆ =  is the determinant of the matrix I. The corresponding 
asymptotic ( )100 1 %δ−  confidence interval of Θ , are given by  

( )

2
ˆ ˆz VarδΘ ± Θ  

where ( )ˆVar Θ  is the MLE of ( )ˆVar Θ  and 2zδ  is the upper 2δ  quantile 

of the standard normal distribution. 

6. Simulation 

In this section, we perform simulation for different sample sizes to examine the 
performance of the method of maximum likelihood estimation for the IPWL 
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parameters. The simulations are applied as follow: 
• Set initial values of , ,n α β  and θ . 
• Numerically, the data are generated from the equation ( )F x u= , where u is 

uniformly distributed ( )0,1 , and ( )F x  is cumulative distribution function 
of the IPWL distribution. 

• Each sample size is replicated 1000 times.  
Average biases and means squared errors (MSEs) are evaluated in Table 2 in 

which, we indicate that the MSEs of the MLEs of the parameters limit to zero as 
the sample size increases. According to first-order asymptotic theory, the mean 
estimates of the parameters tend to be closer to the true parameter values as the 
sample size n increases. 

 
Table 2. Bias and MSE for the parameter ,α β  and θ .  

n 1α =  2θ =  4β =  

 Bias MSE Bias MSE Bias MSE 

20 0.1061 0.2172 0.1173 0.2370 0.0258 0.0427 

40 0.0813 0.1099 0.0742 0.1356 0.0089 0.0317 

60 0.0406 0.0914 0.0554 0.0944 0.0070 0.0248 

80 0.0372 0.0806 0.0413 0.0744 0.0065 0.0081 

100 0.0212 0.0617 0.0309 0.0503 0.0050 0.0078 

120 0.0188 0.0518 0.0164 0.0394 0.0043 0.0064 

140 0.0097 0.0341 0.0098 0.0214 0.0032 0.0048 

160 0.0072 0.0112 0.0072 0.0091 0.0014 0.0031 

200 0.0034 0.0094 0.0047 0.0063 0.0008 0.0022 

7. Application 

In this section, we perform the goodness of fit of the IPWL distribution using 
maximum likelihood estimate of the parameter to represents the potentiality of 
the new model as compared to some other existing life-time models by using a 
real-life data set. 

The real-life data set was discussed previously by [12] [13] [14]. Data consists 
of 46 observations reported on active repair times (hours) for an airborne com-
munication transceiver. The observed values are  
 

0.2 0.3 0.5 0.5 0.5 0.5 

0.6 0.6 0.7 0.7 0.7 0.8 

0.8 1.0 1.0 1.0 1.0 1.1 

1.3 1.5 1.5 1.5 1.5 2.0 

2.0 2.2 2.5 2.7 3.0 3.0 

3.3 3.3 4.0 4.0 4.5 4.7 

5.0 5.4 5.4 7.0 7.5 8.8 

9.0 10.3 22.0 24.5   
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This data set is used to compare the new generated distribution with other five 
alternative distributions such as: 
• The Rayleigh (R) distribution with the pdf 

( )
2

2 2exp
2

x xf x
λ λ

 −
=  

 
 

where 0, 0x λ> > . 
• The inverted Rayleigh (IR) distribution with the pdf 

( ) 3 2

2 expf x
x x
λ λ− =  

 
 

where 0, 0x λ> > . 
• The Gamma (G) distribution with the pdf 

( ) ( ) ( )1 expf x x x
λ

λθ θ
λ

−= −
Γ

 

where 0, , 0x λ θ> > . 
• The inverted Gamma (IG) distribution with the pdf 

( ) ( )
( )1 expf x x

x

λ
λθ θ

λ
− +  = − Γ  

 

where 0, , 0x λ θ> > . 
• The Weibull (W) distribution with the pdf  

( ) ( )1 expf x x xθ θλθ λ−= −  

where 0>,0,> θλx . 
Goodness of fit measures have been applied for the real data set using the log 

likelihood function (-L), Akaike Information Criterion (AIC), Bayesian Infor-
mation Criterion (BIC), the consistent Akaike information Criterion (CAIC) 
and the sum of squares (SS) defined by: 

AIC 2 2L q= − +  

( )BIC 2 lnL q n= − +  

2CAIC 2
1

qnL
n q

= − +
− −

 

( )
2

1

0.375ˆSS ;
0.25

n

i
i

iF x
n=

− = Θ − + 
∑  

where q is the number of parameters, n is the sample size, and ( )ˆ;iF x Θ  esti-
mated cumulative distribution function of theoretical models. The model with 
the lowest values of goodness of fit measures provides the best fit for data set. 

Tests statistics such as Cramér-von Mises 2
nW , Anderson-Darling 2

nA , Wat-
son 2

nU , Liao-Shimokawa nL  and Kolmogrov-Smirnov K S−  with its re-
spective p-value are considered in order to verify which distribution fits better to 
data set. These tests display the differences between the proposed cumulative 
distribution function and the empirical cumulative distribution function from 
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the data to verify the fit of the distributions (p-value > 0.05). 
Table 3, indicates that inverse power two-parameter weighted Lindley dis-

tribution provides a better fit model for the data set than the other models. 
The tests shown in Table 4 observe that the Rayleigh distribution and the in-
verted Rayleigh distribution not fit the data set (p-value < 0.05) and the pro-
posed distribution shows the lowest test statistics with the largest p-values. 
Thus, the inverse power two-parameter weighted Lindley distribution fits well 
the data set. 

The probability-probability (P-P) plots and cdf plots of the fitted distributions 
for the real data set are presented in Figure 3 and Figure 4. Its provides that the  
 
Table 3. The goodness of fit measures for the data.  

Models Measures 

 MLEs -L AIC BIC CAIC SS 

( ), ,IPWL α β θ  0.3432 7.2347 8.9884 99.6558 205.3116 210.7975 205.8830 0.0476 

( )R λ  --- --- 4.2966 149.8326 301.6653 303.4939 301.7562 3.8821 

( )IR λ  --- --- 0.6059 128.0239 258.0478 259.8765 258.1388 1.9983 

( ),G λ θ  --- 0.9323 0.2585 104.9309 213.8619 217.5192 214.1410 0.1716 

( ),IG λ θ  --- 1.2479 1.4179 100.9410 205.8820 209.5393 206.1611 0.1266 

( ),W λ θ  --- 0.3337 0.8986 104.4697 212.9394 216.5967 213.2185 0.1157 

 

 
Figure 3. P-P plots of the considered distribution for the real data set. 
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Table 4. goodness-of-fit test statistics for the data.  

Models Statistics 

 2
nW  2

nA  2
nU  nL  K S−  p-value 

( ), ,IPWL α β θ  0.0479 0.2871 11.0557 0.6510 0.0818 0.8936 

( )R λ  3.8857 31.6738 15.1384 16.1546 0.4424 1.981E-08 

( )IR λ  1.9956 16.2883 12.8369 11.5062 0.3594 1.001E-05 

( ),G λ θ  0.1753 1.1039 11.2159 1.1818 0.1454 0.2586 

( ),IG λ θ  0.1259 0.7128 11.1054 0.9702 0.1222 0.4614 

( ),W λ θ  0.1205 0.8878 11.1443 0.9934 0.12044 0.4800 

 

 
Figure 4. Fitted cdf plots of the considered distribution for the real data set. 

 
inverse power two-parameter weighted Lindley distribution obtain a greater ap-
proximation between the empirical and the theoretical curves therefore, the 
proposed distribution was the one which best adjusted to the real data set. 

8. Conclusion 

In this paper, we proposed a new three-parameter inverse distribution which 
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shows the upside-down bathtub shape for its hazard rate and studied it in detail. 
This distribution becomes flexible for statistical analysis of positive data and the 
new density function can be expressed as a two-component mixture of a genera-
lized inverse gamma distribution, which provides some explicit expression for 
reliability measures, the moments, and its related measures. The estimation of 
parameters is approached by the method of the moments, least square, maxi-
mum likelihood, and approximate confidence intervals for distribution parameters. 
We also perform the behavior of the estimated parameters by using the method of 
maximum likelihood estimation. The real-life data has been presented for the 
demonstration of enhanced flexibility and better fit of the observed model as 
compared to some other well-known existing models. 
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