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Abstract 
The eigenvalues of the adjacency matrix of a graph are called the eigenvalues 

of the graph. Let the vector ( )T0, ,1, ,0je =    and the all −1 vector 

( )T1,1, ,1j =  , the cosine of the (acute) angle formed by the vector je  and 
the eigensubspace is called an angle of the graph. The cosine of the (acute) 
angle formed by the vector j and the eigensubspace is called a main angle of 
the graph. The angles and main angles are all important parameters on the 
graph, and they can be combined with the eigenvalues of the graph to deter-
mine the degree sequence of the graph, the number of triangles, quadrilaterals 
and pentagons on the graph, and the characteristic polynomials of the com-
plement graph, but there is little study on the angles and main angles of the 
graph. In this paper, we determine the angles and main angles of the com-
plete graph, the cube graph, the Petersen graph, the cycle and the complete 
bipartite graph.  
 

Keywords 
Adjacency Matrix, Eigenvalue, Angle, Main Angle 

 

1. Introduction 

This paper considers only finite undirected simple graphs. Let G be a graph with 
order n, its the adjacency matrix is defined as follows: ( ) ( )ij n n

A G a
×

=  

1 if ~ ,
0 others.ij

i j
a 

= 


 

where i~j denotes that the vertex i and the vertex j are adjacent. Obviously, 
( )A G  is a real symmetric matrix in which all diagonal elements are 0 and all 

other elements are 0 or 1, its eigenvalues are all real numbers. The n eigenvalues 
of ( )A G  are said to be the eigenvalues of the graph G and to form the spec-
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trum of this graph. Let 1 2 mµ µ µ> > >  be the distinct eigenvalues of the 
graph G, and their multiplicities are 1 2, , , mn n n , respectively, then  

1 2 mn n n n+ + + = . Throughout this paper, the spectrum of the graph G is of-
ten labeled as { }1 2

1 2, , , mnn n
mSpec G µ µ µ=  . Let µ  be an eigenvalue of the 

graph G, a subspace of the vector space nC  in the complex field generated by 
all the vectors x that satisfy ( )A G x xµ=  is called the eigensubspace of the ei-
genvalue µ , and we denote it as ( )ε µ . Its dimension is denoted by ( )dimε µ , 
which is equal to the multiplicity of the eigenvalue µ . 

Since the adjacency matrix ( )ijA a=  is a real symmetric matrix, there exists 
a unitary matrix U such that TU AU E= , where ( )1 2, , , nE diag µ µ µ=   is a 
diagonal marix, and the columns of the matrix U are the eigenvetors corres-
ponding to the eigenvalue, and they form a standard orthonormal basis of the 
vector space nC , TU  denotes the conjugate transpose of the matrix U. If this 
basis is constructed by stringing together the orthonormal basis of the eigen-
spaces of A, then 1 1 2 2 m mE E E Eµ µ µ= + + + , where 1 2, , , mµ µ µ  are the 
distinct eigenvalues of A and each iE  has block diagonal form  

( ) ( )0, ,0, ,0, ,0 , 1, 2, ,diag I i m=   . Then A has the spectral decomposition 
[1] [2] 

1 1 2 2 ,m mA P P Pµ µ µ= + + +                    (1) 

where ( )T 1,2, ,i iP UE U i m= =  . For fixed i, if ( )iε µ  has { }1 1, , , nx x x  as a 
unit orthonormal basis, then 

T T T
1 1 2 2 ,i n nP x x x x x x= + + +                  (2) 

and iP  represents the orthonormal projection of nC  on ( )iε µ . Moreover, it 
satisfies 1

m
ii P I

=
=∑ , 2 T

i i iP P P= = , ( )0i jPP i j= ≠ . 
The module i jPe  of the orthonormal projection of the vector 
( )T0, ,1, ,0je =    into the eigensubspace ( )iε µ  is exactly equal to the co-

sine of the (acute) angle between the vector je  and the eigensubspace ( )iε µ , 
in [2], which is defined as the angle of the graph, and we denote it as ijα . The  
matrix ( )ij m n

B α
×

=  formed by the angles is called the angle matrix of the graph 

G. The module iP j
n

 of the orthonormal projection of the unit vector 
1 j
n

  

into the eigensubspace ( )iε µ  is exactly equal to the cosine of the (acute) angle 
between the vector j and the eigensubspace ( )iε µ , in [1], which is defined as 
the main angle of the graph, and we denote it as iβ . The vector  

( )T
1 2, , , mb β β β=   formed by the main angles is called the main angle vector 

of the graph G, where ( )T1,1, ,1j =  . 
For positive integers ,m n , nK , nC  and ,m nK  denote the complete graph 

on n vertices, the n-cycle and the complete bipartite graph on m n+  vertices, 
respectively. 8Q  denotes the cube graph on 8 vertices (as shown in Figure 1), 
and P denotes the Petersen graph (as shown in Figure 2). There are many stu-
dies on the eigenvalues of the graph in [1] [2] [3] [4] [5], since the angles and  
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Figure 1. The eigenvectors corresponding to the eigenvalues 1, −1 and −3 of Q8. (a) The 
weight eigenvectors corresponding to 1; (b) The weight eigenvectors corresponding to −1; 
(c) The weight eigenvectors corresponding to −3. 
 

 
Figure 2. The eigenvectors corresponding to the eigenvalue 1 of P. 

 
main angles are difficult to determine, there is a few study on them. Actually, 
they are all important parameters on the graph, and they can be combined with 
the eigenvalues of the graph to determine the degree sequence of the graph, the 
number of triangles, quadrilaterals and pentagons on the graph, and the charac-
teristic polynomials of the complement graph [1] [2]. In this paper, we deter-
mine the angles and main angles of the complete graph, the cube graph, the pe-
tersen graph, the cycle and the complete bipartite graph. Undefined concepts 
and notations will follow [1].  

2. Some Lemmas 

Lemma 2.1 [1] Any graph is determined by its eigenvalues and a basis of the 
corresponding eigenvectors. 

Let G be a graph on n vertices, and its vertices are labeled as 1,2, ,n . We 
assign a weight ix  to each vertice on the graph, and we get a vector  

https://doi.org/10.4236/am.2020.116035
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( )T
1 2, , , nx x x x=  . 

Lemma 2.2 [1] The nonzero vector ( )T
1 2, , , nx x x x=   is an eigenvector of 

the graph G corresponding to the eigenvalue λ  if and only if  

( )
~

, 1, 2, ,i j
j i

x x i nλ = =∑   

holds, where ∑  is the sum of the weights jx  of all vertices j adjacent to the 
vertice i. 

Remark Lemma 2.2 shows that the nonzero vector ( )T
1 2, , , nx x x x=   is an 

eigenvector of the graph G corresponding to eigenvalue λ  if and only if the λ  
times of the weight ix  of the ( )1,2, ,i n=  th vertice is exactly equal to the 
sum of the weight of each vertice adjacent to it. 

Lemma 2.3 [1] The angles ijα  of a graph satisfy the equalities  

( )2 2

1 1
dim , 1.

n m

ij i ij
j i
α ε µ α

= =

= =∑ ∑  

Lemma 2.4 [1] The main angles iβ  of a graph satisfy the equality  

2

1
1.

m

i
i
β

=

=∑  

3. The Primary Outcomes 

Theorem 3.1 The angle matrix of the complete graph nK  is 

( ) ,
1 1 1

n

n n n
n n nB K

n n n
n n n

 
 
 =
 − − −
 
 





 

the main angle vector is ( ) ( )T1,0nb K = . 
Proof. By [5], we know that the eigenvalues of nK  are 1n −  and −1, the 

multiplicities of them are 1 and 1n − , respectively. So the spectrum of nK  is 

( ) ( ){ }1 11 , 1 ,n
nSpecK n −= − −  

the eigenvector corresponding to the eigenvalue 1n −  is the all −1 vector  

( )T1,1, ,1j =  , and we unify it into 
1 j
n

. So the matrix  

T
T

1
1 1 1P j j jj

nn n
  

= =  
  

, by the definition of the angle,  

T
1 1

1 1 1
j j j

nPe jj e j j
n n n n

α = = = = = . By Lemma 2.3, we can easily get the 

second row of the angle matrix ( )nB K . By the definition of the main angle, and 

i iP j nβ = , T
1 1

1 1P j n jj j n j n n n
n

β = = = = = . By Lem-

ma 2.4, we can easily get the main angle vector ( )nb K .   

Theorem 3.2 The angle matrix of the cube graph 8Q  is 
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( )8

2 2 2
4 4 4
6 6 6

4 4 4 ,
6 6 6

4 4 4
2 2 2

4 4 4

B Q

 
 
 
 
 
 =
 
 
 
 
 
 









 

the main angle vector is ( ) ( )T
8 1,0,0,0b Q = . 

Proof. By [4], we know that the eigenvalues of 8Q  are 3, 1, −1 and −3, the 
multiplicities of them are 1, 3, 3 and 1, respectively. So the spectrum of 8Q  is  

( ) ( ){ }3 11 3
8 3 ,1 , 1 , 3 ,SpecQ = − −  

the eigenvector corresponding to the eigenvalue 3 is the all −1 vector  

( )T1,1,1,1,1,1,1,1j = , and we unify it into 
1
8

j . So the matrix  

T
T

1
1 1 1

88 8
P j j jj  
= =  
  

, by the definition of the angle,  

( )T
1 1

1 1 1 2 , 1,2, ,8
8 8 8 4j j jPe jj e j j jα = = = = = = 

. By the definition of 

the main angle, T
1 1

18 8 8 8 8 1
8

P j jj j jβ = = = = = . So all an-

gles corresponding to the eigenvalue 3 are 
2

4
, the main angle is 1. 

By Lemma 2.1 and Lemma 2.2, we can know that the orthonormal eigenvec-
tors corresponding to the eigenvalue 1 are (as shown in Figure 1(a)) 

( )
( )
( )

T
1

T
2

T
3

1,1,1, 1,1, 1, 1, 1 ,

1,1, 1,1, 1,1, 1, 1 ,

1, 1,1,1, 1, 1,1, 1 ,

ξ

ξ

ξ

= − − − −

= − − − −

= − − − −

  

and we unify them into 1 2 3
1 1 1, ,
8 8 8
ξ ξ ξ , then the orthonormal projection 

matrix 

( )

T T T

2 1 1 2 2 3 3

T T T
1 1 2 2 3 3

1 1 1 1 1 1
8 8 8 8 8 8

1 ,
8

P ξ ξ ξ ξ ξ ξ

ξ ξ ξ ξ ξ ξ

        
= + +        
        

= + +

 

by the definition of the angle, 

( ) ( )T T T
21 2 1 1 1 1 2 2 1 3 3 1 1 2 3

1 1 6 ,
8 8 4

P e e e eα ξ ξ ξ ξ ξ ξ ξ ξ ξ= = + + = + + =  

in the same way, 

( ) ( )22 1 2 3 23 1 2 3
1 6 1 6, ,
8 4 8 4

α ξ ξ ξ α ξ ξ ξ= + − = = − + =  
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( ) ( )24 1 2 3 25 1 2 3
1 6 1 6, ,
8 4 8 4

α ξ ξ ξ α ξ ξ ξ= − + + = = − − =  

( ) ( )26 1 2 3 27 1 2 3
1 6 1 6, ,
8 4 8 4

α ξ ξ ξ α ξ ξ ξ= − + − = = − − + =  

( )28 1 2 3
1 6 .
8 4

α ξ ξ ξ= − − − =  

Since 1 2 3, ,ξ ξ ξ  are orthonormal to the all −1 vector, then 
T T T

2 2 1 1 2 2 3 3 0.P j n j j j nβ ξ ξ ξ ξ ξ ξ= = + + =  

So all angles corresponding to the eigenvalue 1 are 
6

4
, the main angle is 0. 

By Lemma 2.1 and Lemma 2.2, we can know that the orthonormal eigenvec-
tors corresponding to the eigenvalue −1 are (as shown in Figure 1(b)) 

( )
( )
( )

T
1

T
2

T
3

1, 1, 1,1,1, 1, 1,1 ,

1, 1,1, 1, 1,1, 1,1 ,

1,1, 1, 1, 1, 1,1,1 ,

η

η

η

= − − − −

= − − − −

= − − − −

 

and we unify them into 1 2 3
1 1 1, ,
8 8 8
η η η , then the orthonormal projection 

matrix 

( )

T T T

3 1 1 2 2 3 3

T T T
1 1 2 2 3 3

1 1 1 1 1 1
8 8 8 8 8 8

1 ,
8

P η η η η η η

ηη η η η η

        
= + +        
        

= + +

 

then 

( ) ( )31 38 1 2 3 32 37 1 2 3
1 6 1 6, ,
8 4 8 4

α α η η η α α η η η= = + + = = = − − + =  

( ) ( )33 36 1 2 3 34 35 1 2 3
1 6 1 6, .
8 4 8 4

α α η η η α α η η η= = − + − = = = − − =  

Since 1 2 3, ,η η η  are orthonormal to the all −1 vector, then 
T T T

3 3 1 1 2 2 3 3 0.P j n j j j nβ ηη η η η η= = + + =  

So all angles corresponding to the eigenvalue −1 are 
6

4
, the main angle is 0. 

By Lemma 2.1 and Lemma 2.2, we can know that the orthonormal eigenvector 
corresponding to the eigenvalue −3 is ( )T1, 1, 1, 1,1,1,1, 1ζ = − − − −  (as shown in  

Figure 1(c)), and we unify them into 
1
8
ζ . So the orthonormal projection 

matrix 
T

T
4

1 1 1
88 8

P ζ ζ ζζ  
= =  
  

, then 

41 45 46 47

42 43 44 48

1 2 ,
8 4
1 2 .
8 4

α α α α ζ

α α α α ζ

= = = = =

= = = = − =
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T
4 4

18 8 0.
8

P j jβ ζζ= = =  

So all angles corresponding to the eigenvalue −3 are 
2

4
, the main angle is 0. 

  
Theorem 3.3 The angle matrix of the Petersen graph P is  

( )

10 10 10
10 10 10

2 2 2 ,
2 2 2
10 10 10
5 5 5

B P

 
 
 
 

=  
 
 
  
 







 

the main angle vector is ( ) ( )T1,0,0b P = . 
Proof. By [4], we know that the eigenvalues of P are 3, 1 and −2, the multiplic-

ities of them are 1, 5 and 4, respectively. So the spectrum of P is 

( ){ }41 53 ,1 , 2 ,SpecP = −  

the eigenvector corresponding to the eigenvalue 3 is the all −1 vector  

( )T1,1,1,1,1,1,1,1,1,1j = , and we unify it into 
1
10

j . So the matrix  

T
T

1
1 1 1

1010 10
P j j jj  
= =  
  

, then 

( )1 1
1 10 , 1,2, ,10 .

10 10j jPe j jα = = = =   

T
1 1

110 10 10 10 10 1.
10

P j jj j jβ = = = = =   

So all angles corresponding to the eigenvalue 3 are 10
10

, the main angle is 1. 

By Lemma 2.1 and Lemma 2.2, we can know that the eigenvectors corres-
ponding to the eigenvalue 1 are (as shown in Figure 2) 

( ) ( )T T
1 21,0, 1, 1,0,1,0,0,0,0 , 0,1,0, 1, 1,0,1,0,0,0 ,δ δ= − − = − −  

( ) ( )T T
3 41,0,1,0, 1,0,0,1,0,0 , 1, 1,0,1,0,0,0,0,1,0 ,δ δ= − − = − −  

( )T
5 0, 1, 1,0,1,0,0,0,0,1 ,δ = − −  

and we unify and orthogonality them into 
T

1
1 1 1 1,0, , ,0, ,0,0,0,0 ,
2 2 2 2

γ  = − − 
 

 

T

2
1 2 1 3 2 1 2, , , , , , ,0,0,0 ,

2 15 15 2 15 2 15 15 2 15 15
γ  

= − − − − 
 

 

T

3
1 1 1 1 3 3 1 5, , , , , , , ,0,0 ,
15 15 15 2 15 2 15 2 15 15 2 15

γ  
= − − − − 
 
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T

4
1 1 1 1 1 1 1 1 2, , , , , , , , ,0 ,
3 3 3 6 6 6 3 6 3

γ  = − − − − − 
 

 

T

5
1 1 1 1 1 1 1 1 1 1, , , , , , , , , .

3 2 3 2 3 2 3 2 3 2 3 2 3 2 3 2 3 2 2
γ  

= − − − − − − 
 

 

Then the orthonormal projection matrix T T T T T
2 1 1 2 2 3 3 4 4 5 5P γ γ γ γ γ γ γ γ γ γ= + + + + , 

T T T T T
21 2 1 1 1 1 2 2 1 3 3 1 4 4 1 5 5 1

1 2 3 4 5
1 1 1 1 1 2 ,
2 3 22 15 15 3 2

P e e e e e eα γ γ γ γ γ γ γ γ γ γ

γ γ γ γ γ

= = + + + +

= − − − − =
 

in the same way, we have 

( )2
2 , 2,3, ,10 .

2j jα = =   

Since ( )1,2,3,4,5i iγ =  are orthonormal to the all −1 vector j, then 
T T T T T

2 2 1 1 2 2 3 3 4 4 5 510 10 0.P j j j j j jβ γ γ γ γ γ γ γ γ γ γ= = + + + + =  

So all angles corresponding to the eigenvalue 1 are 
2

2
, the main angle is 0. 

By Lemma 2.1 and Lemma 2.2, we can easily know that all angles corres-

ponding to the eigenvalue −2 are 10
5

, the main angle is 0.    

Theorem 3.4 The angle matrix of the n-cycle nC  is  

( ) ,n

n n n
n n n
n n n

B C n n n

n n n
n n n

 
 
 
 
 =  
 
 
 
 
 





   



 

the main angle vector is ( ) ( )T1,0, ,0nb C =  . 
Proof. By [1], we know that the eigenvalues of nC  are  

( )22cos 0,1,2, , 1j j n
n

  = − 
π

 
 , the multiplicities of them are all 1. So the spec-

trum of nC  is  

( )22cos 0,1,2, , 1 ,n
jSpecC j n

n
 π  
  = = −

  


 

when 0j = , the eigenvector corresponding to the eigenvalue 2 is the all −1 

vector ( )T1,1, ,1j =  , and we unify it into 
1 j
n

. So the orthonormal projec-

tion matrix 
T

T
1

1 1 1P j j j j
nn n

  
= =  
  

, then 

( )1 1
1 , 1, 2, , ,j j

nPe j j n
n n

α = = = =   
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T
1 1

1 1.P j n j j j n j n n n
n

β = = = = =  

So all angles corresponding to the eigenvalue 2 are n
n

, the main angle is 1. 

By Lemma 2.1 and Lemma 2.2, we can know that the eigenvectors corres-

ponding to the eigenvalue ( )22cos 1,2, , 1j j n
n

  = − 
 

π
  are 

( )
( )( )

( ) ( )( )( )

T2 1
1

T2 12 4
2

T2 1 1 11
1

1, , , , ,

1, , , , ,

1, , , , ,

n

n

n n nn
n

θ ω ω ω

θ ω ω ω

θ ω ω ω

−

−

− − −−
−

=

=

=









 

where ( )1 111 1,2, , 1n n
j n j nθ ωω ω ω− −= + + + = = −  , then the ortho-

normal projection matrix 
T T T

2 1 1 3 2 2 1 1
1 1 1, , , n n nP P P
n n n
θ θ θ θ θ θ− −= = = , for 

example, when 1j = , we have the orthonormal projection matrix 2P  corres-

ponding to the eigenvalue 
22cos
n
π 

 
 

, 

T
21 2 1 1 1 1 1

T
22 2 2 1 1 2 1

T 1
2 2 1 1 1

1 1 ,

1 1 ,

1 1 .n
n n n

nP e e
n n n

nP e e
n n n

nP e e
n n n

α θ θ θ

α θ θ ωθ

α θ θ ω θ−

= = = =

= = = =

= = = =



 

Since the eigenvectors corresponding to distinct eigenvalues are orthonormal, 
then 

T
2 2 1 1

1 0.P j n j n
n

β θ θ= = =  

So all angles corresponding to the eigenvalue 
22cos
n
π 

 
 

 are n
n

, the main 
angle is 0. 

In the same way, all angles corresponding to the eigenvalue  

( )22cos 1,2, , 1j j n
n

  = − 
 

π
  are n

n
, the main angle is 0.    

Theorem 3.5 The angle matrix of the complete bipartite graph ,m nK  is  

( ),

1 1 1 1
2 2 2 2

1 1 1 1 ,

1 1 1 1
2 2 2 2

m n

m m n n
m m n nB K

m m n n

m m n n

 
 
 
 − − − −

=  
 
 
  
 

 

 

 
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the main angle vector is ( )
( ) ( )

T

, ,0,
2 2

m n

m nm nb K
m n m n

 −+ =
 + + 

. 

Proof. By [2], we know that the eigenvalues of ,m nK  are mn , 0 and 
mn− , the multiplicities of them are 1, 2m n+ −  and 1, respectively. So the 

spectrum of ,m nK  is  

( ) ( ) ( ){ }1 12
, ,0 , .m n

m nSpecK mn mn+ −= −  

The vertices of complete bipartite graph ,m nK  can be divided into two color  

classes X and Y, X m= , Y n= . If we assign a weight 
1
2m

 to each vertex 

of X and a weight 
1
2n

 to each vertex of Y, by Lemma 2.2, we can know that 

the vector 
T

1
1 1 1 1, , , , ,
2 2 2 2m m n n

ρ  
=  
 

   is a unit eigenvector corres-

ponding to the eigenvalue mn , so the orthonormal projection matrix corres-
ponding to the eigenvalue mn  is T

1 1 1P ρ ρ= , then 

( )T
1 1 1 1 1

1 1 , 1,2, , ,
2 2i i iPe e i m

m m
α ρ ρ ρ= = = = = 

 

( )T
1 1 1 1 1

1 1 , 1, 2, , ,
2 2i i iPe e i m m m n

n n
α ρ ρ ρ= = = = = + + +

 

( )
T

1 1 1 1 .
2
m nP j m n j m n

m n
β ρ ρ +

= + = + =
+

 

So all angles corresponding to the eigenvalue mn  are m 
1
2m

s and n 

1
2n

s, the main angle is 
( )2

m n
m n
+

+
. 

If we assign a weight 
1
2m

 to each vertex of X and a weight 
1
2n

−  to each 

vertex of Y, by Lemma 2.2, we can know that the vector  
T

2
1 1 1 1, , , , ,
2 2 2 2m m n n

ρ  
= − − 
 

   is a unit eigenvector corresponding  

to the eigenvalue mn− , so the orthonormal projection matrix corresponding 
to the eigenvalue mn−  is T

2 2 2P ρ ρ= , then 

( )T
2 2 2 2 2

1 1 , 1,2, , ,
2 2i i iP e e i m

m m
α ρ ρ ρ= = = = = 

 

( )T
2 2 2 2 2

1 1 , 1, 2, , ,
2 2i i iP e e i m m m n

n n
α ρ ρ ρ= = = − = = + + +

 

( )
T

2 2 2 2 .
2

m n
P j m n j m n

m n
β ρ ρ

−
= + = + =

+
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So all angles corresponding to the eigenvalue mn−  are m 
1
2m

s and n 

1
2n

s, the main angle is 
( )2

m n

m n

−

+
. 

By Lemma 2.3, all angles corresponding to the eigenvalue 0 are m 1m
m
− s 

and n 1n
n
− s. By Lemma 2.4, the main angle corresponding to the eigenvalue 

0 is 3 0β = .   

4. Conclusion 

In this paper, the angles and main angles of the complete graph, the cube graph, 
the Petersen graph, the cycle and the complete bipartite graph are determined. 
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