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Abstract

The eigenvalues of the adjacency matrix of a graph are called the eigenvalues

of the graph. Let the vector e, =(0,---,1,---,0)T and the all —1 vector

j= (1,1,---,1)T , the cosine of the (acute) angle formed by the vector e and

the eigensubspace is called an angle of the graph. The cosine of the (acute)
angle formed by the vector j and the eigensubspace is called a main angle of
the graph. The angles and main angles are all important parameters on the
graph, and they can be combined with the eigenvalues of the graph to deter-
mine the degree sequence of the graph, the number of triangles, quadrilaterals
and pentagons on the graph, and the characteristic polynomials of the com-
plement graph, but there is little study on the angles and main angles of the
graph. In this paper, we determine the angles and main angles of the com-
plete graph, the cube graph, the Petersen graph, the cycle and the complete
bipartite graph.

Keywords

Adjacency Matrix, Eigenvalue, Angle, Main Angle

1. Introduction

This paper considers only finite undirected simple graphs. Let Gbe a graph with

a..)
( Y Jnxn

order n, its the adjacency matrix is defined as follows: 4(G)

1
a, = 0

where i~j denotes that the vertex 7 and the vertex j are adjacent. Obviously,

ifi~j,

others.

A(G) is a real symmetric matrix in which all diagonal elements are 0 and all
other elements are 0 or 1, its eigenvalues are all real numbers. The 2 eigenvalues

of A(G) are said to be the eigenvalues of the graph G and to form the spec-
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trum of this graph. Let g >, >--->pu be the distinct eigenvalues of the
graph G, and their multiplicities are n,,n,,---,n, , respectively, then
n +n, +---+n, =n. Throughout this paper, the spectrum of the graph G'is of-
ten labeled as Spec G = { YA T ,u,’,’zm} . Let x4 be an eigenvalue of the
graph G, a subspace of the vector space C" in the complex field generated by
all the vectors x that satisfy 4(G)x=ux is called the eigensubspace of the ei-
genvalue 4, and we denote itas &(u). Its dimension is denoted by dime(u),
which is equal to the multiplicity of the eigenvalue .

Since the adjacency matrix 4= (al./.) is a real symmetric matrix, there exists
a unitary matrix U such that U'AU =E, where E =diag(u, i, 1,) is a
diagonal marix, and the columns of the matrix U are the eigenvetors corres-
ponding to the eigenvalue, and they form a standard orthonormal basis of the
vector space C", U" denotes the conjugate transpose of the matrix U. If this
basis is constructed by stringing together the orthonormal basis of the eigen-
spaces of A, then E=puFE +mE, +-+u,E, , where p,pu,,---, 1, are the
distinct eigenvalues of A and each E; has block diagonal form
diag(O,---,O,],O,---,O),(i:1,2,---,m). Then A has the spectral decomposition
(1] [2]

A=/,l1P1+/,l2P2+"'+/Jum, (1)

where P =UEU"(i=1,2,---,m). For fixed i, if &(z) has {x,x,-,x,} asa
unit orthonormal basis, then

—T —T —T
P=xx +xx ++xX (2)

nn

and P, represents the orthonormal projection of C" on 5( ,u,.). Moreover, it
satisfies » " P.=1, P°=P=P', PP =0(i#j).

The module "Rej " of the orthonormal projection of the vector
e :(0,---,1,---,O)T into the eigensubspace &(y;) is exactly equal to the co-
sine of the (acute) angle between the vector e, and the eigensubspace e(u),
in [2], which is defined as the angle of the graph, and we denote it as «; . The

matrix B = (al.j) formed by the angles is called the angle matrix of the graph

mxn

Pj 1
—" l]” of the orthonormal projection of the unit vector —=;

Jn I

into the eigensubspace &(y;) is exactly equal to the cosine of the (acute) angle

G. The module

between the vector j and the eigensubspace &(y;), in [1], which is defined as
the main angle of the graph, and we denote itas S, . The vector

b=(B.B . B, )T formed by the main angles is called the main angle vector
of the graph G, where ;= (l,l,u-,l)T .

For positive integers m,n, K,, C, and K,  denote the complete graph

n?
on 1 vertices, the n-cycle and the complete bipartite graph on m+n vertices,
respectively. O, denotes the cube graph on 8 vertices (as shown in Figure 1),
and P denotes the Petersen graph (as shown in Figure 2). There are many stu-

dies on the eigenvalues of the graph in [1] [2] [3] [4] [5], since the angles and
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(1.-1,1) (1,1,1) (-1,1,-1) 1.1,1) 1 1

(~1,-1,1) 119 (-1,-1,1) (1.-1-1) 1 -1

(1.-1-1) (1,1,-1) (1,-1,-1) ~1,-1,1) 1 -1

AE11-1) 11-9 ] .1,1) Z1.1,-1) L 7

(a) (b) (c)

Figure 1. The eigenvectors corresponding to the eigenvalues 1, —1 and -3 of Q,. (a) The
weight eigenvectors corresponding to 1; (b) The weight eigenvectors corresponding to —1;
(c) The weight eigenvectors corresponding to —3.

(1,0,-1,-1,0)

(1,0,0,0,0)
(0,1,0-1,-1) (0,-1,-1,0,1)

(0,1,0,0,0)

(0,0,0,0,1)

(0,0,0,1,0)

(0,0,1,0,0)

(-1,0,1,0,1) (-1,-1,0,1,0)

Figure 2. The eigenvectors corresponding to the eigenvalue 1 of 2.

main angles are difficult to determine, there is a few study on them. Actually,
they are all important parameters on the graph, and they can be combined with
the eigenvalues of the graph to determine the degree sequence of the graph, the
number of triangles, quadrilaterals and pentagons on the graph, and the charac-
teristic polynomials of the complement graph [1] [2]. In this paper, we deter-
mine the angles and main angles of the complete graph, the cube graph, the pe-
tersen graph, the cycle and the complete bipartite graph. Undefined concepts

and notations will follow [1].

2. Some Lemmas

Lemma 2.1 [1] Any graph is determined by its eigenvalues and a basis of the
corresponding eigenvectors.
Let G be a graph on 1 vertices, and its vertices are labeled as 1,2,---,n. We

assign a weight x, to each vertice on the graph, and we get a vector
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T
x=(x,x,,x,) .
T .
Lemma 2.2 [1] The nonzero vector x=(x,,X,,--,x,) is an eigenvector of

the graph G corresponding to the eigenvalue A if and only if

Ax, =ij,(i=1,2,---,n)
j~i

holds, where )" is the sum of the weights x; of all vertices jadjacent to the
vertice 1

Remark Lemma 2.2 shows that the nonzero vector x=(x,%,,--,x,) is an
eigenvector of the graph G corresponding to eigenvalue A if and only if the A
times of the weight x, of the i(=1,2,---,n)th vertice is exactly equal to the
sum of the weight of each vertice adjacent to it.

Lemma 2.3 [1] The angles «; ofa graph satisfy the equalities

Za,/—dlmg(,u,) i a; =1.

3. The Primary Outcomes

Theorem 3.1 The angle matrix of the complete graph K, is

«/ZJZ___«/E

n ’

n
n

-5
the main angle vector is b(K, )= (I,O)T .
Proof. By [5], we know that the eigenvalues of K, are n—1 and -1, the

1

multiplicities of them are 1 and -1, respectively. So the spectrum of K, is
Speck,, ={(n=1)",(-1)""},

the eigenvector corresponding to the eigenvalue n—1 is the all -1 vector

1
—J . So the matrix

Jn
1 Y 1
P=|—jl||l—Jj| =— "T,b the definition of the angle,

second row of the angle matrix B( ,)- By the definition of the main angle, and
=W 8= 1RANT= [ | N =T = i =1 By vem.

ma 2.4, we can easily get the main angle vector 5(KX,). O

Jj :(1,1,---,1)T , and we unify it into

a, = "P]ei” Hl ji'e; || | =— By Lemma 2.3, we can easily get the

P
‘J] J
n

Theorem 3.2 The angle matrix of the cube graph Q, is
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EGE G
4 4 4
& 6 &
4 4 4
MOl g & G|
4 4 4
N
4 4 4

the main angle vector is 5(Q; ) =(1, 0,0,0)T )
Proof. By [4], we know that the eigenvalues of O, are 3, 1, -1 and -3, the

multiplicities of them are 1, 3, 3 and 1, respectively. So the spectrum of (O, is
SpecQ, = {3‘,13,(—1)3 ,(-3)1},
the eigenvector corresponding to the eigenvalue 3 is the all —1 vector

1
j=(1,1,1,1,1,1,1,1)", and we unify it into —= / . So the matrix

N
1

T
1. I ¢ .
P=|— — =—jj , by the definition of the angle,
() e :

:H%j”:%"j":%,(j:l,z,---,t%). By the definition of

/J§ _|J/B = VB/<E =1. S0 all an-

a, ~re |-

the main angle, £ =||Plj||/\/§=H;]'ij

2
gles corresponding to the eigenvalue 3 are o the main angle is 1.

By Lemma 2.1 and Lemma 2.2, we can know that the orthonormal eigenvec-
tors corresponding to the eigenvalue 1 are (as shown in Figure 1(a))

§1 = (15 15 15_1719_17_15_1)T >

& =(1L,L-1,1,-L1,-1,-1)",

53 = (13_191919_19_1’ 13_1)T 5

1 1 1
and we unify them into —¢&,—=¢&,,—=&,;, then the orthonormal projection
fy \/g g o2 \/g 3 proj

matrix
(o)) Ghelee) (e )
).

1
—gled s el
by the definition of the angle,
1 1 6
&y = "PZel " = Hg(ééfel +&& e+ E e ) = g"(é +6 8 )" = %,

in the same way,

1 J6 1 J6
Oy 25”(51 +8, -6 )" R Q3 25”(51 -5+ )" T
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Xy :%"(_51 +&+8 )" = g’ X5 = %"(51 —& ¢ )" :g’

1 V6 1 V6
2% :§||(_§1 +& =6 )" :T’ Uy :gu(_é &t )" :T’

! NG
Uy = g"(_(:l -5~ & )" = T
Since &,&,,&, are orthonormal to the all -1 vector, then
B, =Pl Nn =&l i+ 68+ &8l N =o.

6
So all angles corresponding to the eigenvalue 1 are ——, the main angle is 0.
By Lemma 2.1 and Lemma 2.2, we can know that the orthonormal eigenvec-

tors corresponding to the eigenvalue —1 are (as shown in Figure 1(b))
m=(L-1,-11,1,-1,-11)",
= (L-1L1,-1,-1,1,-11)",
7y =(L1L-1,-1,-1,-1,1,1)",

and we unify them into then the orthonormal projection

1 1 1
\/gﬂl’\/gnZ’\/gn?&’

matrix
n=(Gn ) () e )
3 \/g 1 \/g 1 \/g 2 \/g 2 8 3 \/g 3
1
= lma' +mm; =),
then

&‘

Oy =03 = l"(771 T, +1; )" :ﬁ’ Uz = Ay :l”(_n1 CREE )" :_6’
8 4 8 4

=

Oy = Oy =l||(—771 +1n,—1, )” :ﬁ’ Oy = Q5 = l"(771 —1h )" =
8 4 8 4

Since n,,7m,,17, are orthonormal to the all ~1 vector, then
By =|Pl|/Nn =l i +n.ms j+ o g fNm = 0.

6
So all angles corresponding to the eigenvalue —1 are ——, the main angle is 0.

By Lemma 2.1 and Lemma 2.2, we can know that the orthonormal eigenvector

corresponding to the eigenvalue -3 is ¢ = (1,—1,—1,—1,1,1,1,—1)T (as shown in

1
Figure 1(c)), and we unify them into —=¢ . So the orthonormal projection

N3

matrix PA‘:(%Q’)(%{J :%Q’Q’T,then

Loy N2
Oy =045 = Qg =0y =§"§"=T>

NS

1
Op =0y =0y =0y = g||_§|| =
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po=IANE= [y

/ﬁzo.

2
So all angles corresponding to the eigenvalue —3 are o the main angle is 0.
d

Theorem 3.3 The angle matrix of the Petersen graph Pis

B(P)=

2‘ IR
2‘ Nl <o

2‘ Nl 2| o

the main angle vector is b(P) = (1,0,0)T .
Proof. By [4], we know that the eigenvalues of Pare 3, 1 and -2, the multiplic-

ities of them are 1, 5 and 4, respectively. So the spectrum of Pis
SpecP = {3‘,15,(—2)“},
the eigenvector corresponding to the eigenvalue 3 is the all —1 vector
T 1
j=(11,1,1,1,1,1,1,1,1) , and we unify it into ——j. So the matrix
T
Lo 1. Lo
P=|—j||—=Jj| =—jj ,then
() -

= e | = o= Y (= 1.2:10).

1
A= IRANT =[5

TG = /TG ~~TG/4F0 -1,

1
So all angles corresponding to the eigenvalue 3 are ﬂ , the main angle is 1.

By Lemma 2.1 and Lemma 2.2, we can know that the eigenvectors corres-
ponding to the eigenvalue 1 are (as shown in Figure 2)

8, =(1,0,-1,-1,0,1,0,0,0,0)" , &, =(0,1,0,-1,-1,0,1,0,0,0)",
8, =(~1,0,1,0,-1,0,0,1,0,0)", &, =(~1,-1,0,1,0,0,0,0,1,0)",
8, =(0,-1,-1,0,1,0,0,0,0,1)",

and we unify and orthogonality them into

11 11 !
7/1 = _909__7__909_70)09090 s
2 22 2

7_(_1 2 13 2 1 zooojT
U 2ViIs VIS T2VisT 25T IsT 2Vis T isT T )
1 L 3.3 15

T
1
=TT > [ [ > s > 7050 s
7 [ VIS 15 W15 2415 2415 2415 /15 2415 J
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11 1 1 1 1 1 1 1 1Y
Vs = .

EN N NN N NN N A NN N
Then the orthonormal projection matrix P, = ,7, + 7,72 +¥37s +VaVa +¥sVe
ay = |Bal=|nre+r.ria+rria+ririea+yie)|

_Hl 1 1 1 1 2

571_2\/E7/2 _E%_gﬂ 3\/575 B

in the same way, we have

>

NG

Qy; :T’(j = 2,3,'--,10).
Since y, (i = 1,2,3,4,5) are orthonormal to the all -1 vector j, then
B, = |BAl/NVO =y + 7 i+ viri i+ vari i+ verd i) [N10 =0

2
So all angles corresponding to the eigenvalue 1 are —, the main angle is 0.
By Lemma 2.1 and Lemma 2.2, we can easily know that all angles corres-

ponding to the eigenvalue -2 are @ , the main angle is 0. [J

Theorem 3.4 The angle matrix of the n-cycle C, is

s &8
=la=1%

the main angle vector is b(Cn) = (1,0,--‘,0)T .
Proof. By [1], we know that the eigenvalues of C, are

i
2cos (ﬂj(] =0,1,2,---,n—1), the multiplicities of them are all 1. So the spec-
n

trumof C, is

2
SpecC, ={200s(ﬂj(j =O,1,2,---,n—1)},
n

when ; =0, the eigenvector corresponding to the eigenvalue 2 is the all -1

1
vector j= (1,1,---,1)T, and we unify it into —=j . So the orthonormal projec-

Jn
1 1 ' 1
—T
tion matrix P =|— —j] =—jj ,then
()

o, =[[Re | =Ll = = 1.20-m)
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1 —
pi=IRANE =7

=L = =1

So all angles corresponding to the eigenvalue 2 are ﬂ , the main angle is 1.
n

By Lemma 2.1 and Lemma 2.2, we can know that the eigenvectors corres-

i
ponding to the eigenvalue 2cos (ﬂj(] =1,2,---,n— 1) are
n

T

>

0, =(l,a),a)2,---,a)"’l)

0, :(l,a)z,a)“,--,a)z("*l))T,

0 = (l’a)n—l’a)z(n—l)"__’a)(nfl)(n—l) )T ’

n-1

P =16’ 0, , for

n

where "49]" = \/li+a)Z)+~~+a)""w”" = \/;(/ =1,2,---,n—1), then the ortho-
I . 1 —r 1 —r

normal projection matrix P, =;91 6 ,P=-6,0, -, 0110,

example, when ; =1, we have the orthonormal projection matrix P, corres-

2
ponding to the eigenvalue 2005(—nj ,
n

1 — 1

ay :"Pzel": _91‘91Tel :_”91”:£3
n n n
1 — 1

(225 =||Pzez||= _‘9101Tez =_||w91||=£a
n n n
1 — Iy .

= I2e | =[L07 | - Lo ] -2
n n n

Since the eigenvectors corresponding to distinct eigenvalues are orthonormal,

then
/J; =0.

2
So all angles corresponding to the eigenvalue 2cos (_ch are ' the main

1 —_
RIS

angle is 0. " "
In the same way, all angles corresponding to the eigenvalue
i
Zcos(ﬂj(j =1,2,---,n—1) are ﬁ, the main angle is 0. [J
n n

Theorem 3.5 The angle matrix of the complete bipartite graph X, is

1 1 1 1
2m Vam - 2n V2n
B(k,,)=| [t b st et
m m n n
1 _ 1 1 1
2m Vam - 2n V2n
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Jnin N J
\/2(m+n) \/2(m+n)

Proof. By [2], we know that the eigenvalues of K, = are +mn, 0 and
—/mn , the multiplicities of them are 1, m+n—2 and 1, respectively. So the

the main angle vector is b(Km’n) = [

spectrumof K, is
SpecK,, , = {(M)l ,0lmen=2) ’(_x/m_n)l }

The vertices of complete bipartite graph K, can be divided into two color

1
classes X and Y, |X| =m, |Y| =n. If we assign a weight — to each vertex

2m

of X and a weight to each vertex of ¥, by Lemma 2.2, we can know that

1
Jan
[1 SR S
oo 2 o

ponding to the eigenvalue ~/mn , so the orthonormal projection matrix corres-

T
the vector p, = j is a unit eigenvector corres-

ponding to the eigenvalue mn is P =pp/,then

a; = ”Plei " = ||p1plTei " =

1 1
—p||l=—,(i=12,---,m),
‘m’)“ o ")

1 1
a; :"PIe[":"plplTei”:HE’DIHZE’(I.:m+1’m+2’.“’m+n)’

B, =|Pil/Nmsn = ool i Nm+ Tﬁ%‘

1
So all angles corresponding to the eigenvalue ~/mn are m s and n
\N2m

Vm+\n
1/2(m+n)

1
—— to each vertex of Xand a weight —
N2m 8

vertex of Y, by Lemma 2.2, we can know that the vector

1
——s, the main angle is

V2n

If we assign a weight to each

1
V20

1 1 | 1Y L .
P, = is a unit eigenvector corresponding

N N I N Y
to the eigenvalue —/mn , so the orthonormal projection matrix corresponding

to the eigenvalue —/mn is P, =p,p, , then
1

2m

1
l_zm P>

pr— — T —
Oy = "Pze[ " = "pzpz ei” = ‘

L

Nan’

a,, :||Pzei||=||p2,02Te,.||=H—ﬁp2 (i=m+1L,m+2,--,m+n),

[Vm
.12(m+n)‘
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So all angles corresponding to the eigenvalue —mn are m s and n

o
s, the main angle is —————.

1
\/ﬂ 2(m+n)

1
\2m

m—1

m

By Lemma 2.3, all angles corresponding to the eigenvalue 0 are m s

/ -1

andn |"—s. By Lemma 2.4, the main angle corresponding to the eigenvalue
n

0is g, =0. O

4. Conclusion

In this paper, the angles and main angles of the complete graph, the cube graph,
the Petersen graph, the cycle and the complete bipartite graph are determined.
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