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Abstract 
 
An improved technique with a fractional sampling based on two samples per chip, according to the Nyquist 
criterion, has been employed by the authors to enhance the performance in the code synchronization of 
UMTS (or W-CDMA) systems. In this paper, we investigate on the theoretical rationale of such a promising 
behavior. The performance is analyzed for several wireless channels, in the presence of typical pedestrian 
and vehicular scenarios of the IMT2000/UMTS cellular systems. 
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1.  Introduction 
 
Initial cell search in the wireless access of the Interna-
tional Mobile Telecommunications-2000/Universal Mo-
bile Telecommunications System (IMT2000/UMTS) is 
the process of the mobile station that includes the search 
for cell and scrambling codes as far as time synchroniza-
tion [1]. In fact, the whole synchronization process in 
Wideband–Code Division Multiple Access (W-CDMA) 
[2] consists of five sequential steps: 1) slot synchroniza-
tion; 2) frame synchronization and scrambling code 
group identification; 3) scrambling code identification; 4) 
frequency acquisition; 5) cell identification. This contri-
bution addresses algorithms for the initial cell search 
before frequency acquisition, i.e. the stages 1-3. The 
combined goal of such stages is to deliver a reliable 
code-time candidate to the frequency acquisition stage. 
Several sequential statistical tests were suggested for 
such purposes [3-9]. In particular, effective non-coherent 
sequential pseudo-noise (PN) code acquisition using 
sliding correlation were proposed and analyzed for both 
chip-asynchronous [7-8] and synchronous [9] direct se-
quence spread-spectrum (DS/SS) communications. Ac-
cording to such attempts, one testing variable is accumu-
lated after correlation (sometimes implemented as the 
output of a matched filter) with each possible PN code 
shifted by each code offset. That is, the decision device 

sequentially examines all the code offsets of all the pos-
sible PN codes. The testing thresholds are optimally set 
to provide the probability of detection and false alarm, 
required for the considered application. 

This paper extends previous analyses (e.g. [2]) that 
made the simplifying assumption of one sample per chip. 
Such choice appears motivated when a rectangular pulse 
waveform is employed for spread-spectrum modulation, 
since finer timing estimation can be confined to subse-
quent acquisition steps [3-4]. Nevertheless, the author of 
the papers [7-8] already discussed some improvement 
from over-sampling. Practical acquisition and signal 
processing requires more than one sample per chip. In 
fact, using only one sample could result in a significant 
performance loss [10]. With a more appropriate discreti-
zation, we are considering the effect of time-sampling 
the chip waveform (and the received signal) at twice the 
chip rate on the performance of detection and acquisition 
schemes. In fact, IMT2000/UMTS standard employs 
raised-cosine spectral waveforms with non-zero roll-off 
[1,11], and it is then necessary to use receivers based on 
a fractional chip sampling, i.e. operating with more than 
one sample per chip. 

The remainder of this paper is organized as follows. 
The use of fractional sampling to improve the perform-
ance of non-coherent sequential cell search procedure for 
PN code acquisition is presented and discussed in Sec-
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tion 2. The numerical results of the presented methods 
for application to the initial cell search (before frequency 
acquisition) of the IMT2000/UMTS cellular system is 
examined in Section 3 by a number of numerical results. 
Our conclusions are finally drawn in Section 4. 

 
2.  Improving the Code Synchronization by 

Fractional Sampling 
 
In this paper, we match the conventional method, based 
on one sample per chip (like the operating cases reported 
in [2]), to the fractional technique operating at twice the 
chip rate. As already noted by [10], such choice matches 
the Nyquist criterion. Unfortunately, this choice doubles 
the computational complexity of receivers. Moreover, 
they must operate twice faster than a conventional re-
ceiver. Nevertheless, the current trend, providing higher 
and higher-speed microprocessors, is going to timely 
compensate for the augmented request of computational 
speed. 

The author of the paper [7] already discussed some 
improvement from over-sampling. In particular, that 
original technique (“scheme 2” in [7]) implements the 
sampling of the received signal at twice the chip rate, but 
averages the samples at odd multiples of the half-chip 
period before a subsequent decimation by the factor 2. 
As a result, the final data clock is always synchronous 
with the chip rate. In practice, the average operation of 
the “scheme 2” in [7] as well as the matched filter corre-
lation by the “averaged” code ( )c t  in [8] are equiva-
lent to using the filter with impulse response h(t) = 
[(t-Tc/2) + (t+Tc/2)] /2, corresponding to the low-pass 
frequency response H(f) = cos(Tcf), before down-sam-
pling, where Tc is the chip period. In fact, it is well 
known [12] that some kind of anti-aliasing filtering is 
required before decimation to avoid the spectral alias 
error, at the cost of missing the information at frequen-
cies higher than 1/2Tc (while the spectrum of a raised 
cosine waveform is actually as large as (1+R)/2Tc, where 
R is the roll-off). Unlike the method based on 2 sam-
ples/chip proposed in this paper, the effect of the 
“scheme 2” in [7] is to filter out (or, at least, attenuate) 
the (significant) signal components in all the transition 
bandwidth [12], that is: 

[(1-R)/2Tc,(1+R)/2Tc], because H(1/2Tc)=0. 

In accordance with the logic scheme [7], let us con-
sider D samples of the complex envelope of the received 
signal after the matched filter {r(iTc-Tc), i = 1, .., D}, 
discretized with the normalized timing offset , being 
=0 (without loss of generality) in the chip-synchronous 
case while (randomly distributed) -0.5≤≤0.5 in chip- 
asynchronous communications. The modified power de-
tector operating at twice the chip rate first estimates the 

cross-correlation w(k’;) (despreading the generic w-th 
data block made of D chips) between an over-sampled 
(by the factor 2) version of the received signal r(t) after 
the matched filter and the code candidate c(t) also for 
half-chip offsets kTc:  

2
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( ; ) ( / 2- ) ( / 2 )
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k r iT T c iT kT
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      c  

with k = -1.5,-1,-0.5,0, 0.5, 1, 1.5         (1) 

As pointed out in [7], the correct timing offset is ran-
domly located (-0.5≤≤0.5) in a chip-asynchronous sys-
tem, being independent of the sampling times (either 
integer or half-integer multiples of the chip period Tc). 
As pointed out in [6], the worst case of erroneous syn-
chronization with the conventional power detector will 
happen if the cross-correlation is computed for an offset 
which is just in the middle between two chips. In such a 
case, an error of half chip will affect the estimates. In our 
method, the worst offset is located at Tc/4 instead of Tc/2. 
In practice, the maximum offset error is the half of the 
conventional detector. As a consequence, the worst case 
can be modeled by testing the null hypothesis H0 against 
the worst positive hypothesis with = Tc/2 (say H0.5), for 
the conventional detector, and the worst positive hy-
pothesis with = Tc/4 (say H0.75) for the devised 
over-sampled detector. In the conventional technique, the 
“middle” hypothesis lies at = Tc/4 far from the correct 
timing offset =0 (say H0.75), while the “middle” positive 
hypothesis for the proposed approach is = Tc/8 far from 
the correct offset=0 (say H0.875). It should be noted that 
the half-chip offset (= Tc/2) correlation could have a 
non-negligible impact on the acquisition performance. 
Nevertheless, in full agreement with the approach by 
Jia-Chin Lin [8], detecting the half-chip correlation sam-
ple (H0.5) is actually a metastable state that may some-
times lead to false-alarm conditions, but such conditions 
can be very easily corrected in the next test immediately. 
The mean acquisition time AT of a serial search proce-
dure over q cells (q>>1) is related to these probabilities 
according the approximate expression [4-5]: 

2
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2
D
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           (2) 

where L=WDTc is the test’s duration for each code offset 
candidate and Tp is the penalty time for an erroneous 
acquisition while the signal does not actually exist. As a 
consequence, the ratio of the mean acquisition times, say 
AT1 and AT2, of two generic CFAR detectors with the 
same duration L, that is: 
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is able to directly evidence the approximate gain in sav-
ing time (on the average) of the latter against the former 
methods when the same signal data blocks are available. 

3.  Application to Initial Synchronization in 
UMTS and Results 

 In the following of this paper, we are going to com-
pare the performance of the two methods with respect to 
the “middle” synchronization conditions, considered here 
as representative of the average operating conditions. 
The results of our computer simulations, conversely as-
suming a uniform distribution of the timing offset, are 
going to show that the “middle” case (defined for one 
given “middle” offset) is representative of such a random 
jitter of actual timing offsets. 

In this section, we aim to show that the analyzed meth-
ods for code synchronization are applicable to the first 
stages of initial cell search in the cellular UMTS system. 
In particular, we are going to evidence that the analytic 
expressions, reported in the previous sections, are able to 
predict the achievable gain on the error probability and 
the mean acquisition time of the over-sampled versus the 
conventional method. The same scenarios as in [2] of 
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Figures 1a-d. Analytic probability of detection versus the probability of false alarm (top: a,b) and the SNR value per chip 

(bottom: c,d) in the “middle” offset case for a frequency uncertainty of 20 kHz (left: a,c) and 200 Hz (right: b,d), matching 

the achieved performance of the conventional (squares) and over-sampled (triangles) methods for W=60 blocks of 64 chips 

(10 ms). 
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cell search have been extensively studied. The frequency 
errors of 20 kHz and 200 Hz, typical of the initial and the 
target cell search, have been considered. In IMT2000/ 
UMTS [2], the pilot symbols available for code synchro-
nization consist of 256 consecutive chips per slot (each 
slot is made of 2560 chips in total). The cross-correlation 

performance of one and more groups of frames (each 
made of 15 slots, i.e. 10 ms), as far as the overall syn-
chronization time in flat fading channels, has been ana-
lyzed. If one directly chooses D=256, the large frequency 
error during the initial search results in a large incoher-
ence loss, especially in the initial search. This problem 
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  c)   Vehicular; Fe = 20 kHz
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Figures 2a-d. Ratio of the experimental mean acquisition time of fractional and conventional procedures in the three initial 
stages (stage 1: diamonds; stage 2: squares; stage 3 triangles) versus the SNR per chip for pedestrian (top: a,b) and vehicular 
(bottom: c,d) scenarios with a random timing jitter for a frequency uncertainty of 20 kHz (left: a,c) and 200 Hz (right: b,d). 



                                       F. BENEDETTO  ET  AL. 5 

Copyright © 2009 SciRes.                                                                Engineering, 2009, 1, 1-54 

 
 
is solved by partial symbol despreading [2], using 
blocks of D=64 contiguous chips and non-coherent 
combining. In particular, the first stage of initial code 
synchronization provides a number of possible candi-
dates of code offsets to the following one [2]. As a con-
sequence, a sequential test can be implemented for such 
a purpose, performed like the procedure described in 
the former part of this paper. In the following (second 
and third) stages, only the most reliable code candidate 
is detected and finally processed by the frequency ac-
quisition system [2]. 

The probability of detection in the “middle” synchro-
nization case of the timing offset, defined in the previous 
section, is derived from the analytic expressions and de-
picted in figures 1a-d versus the probability of fal-
sealarm and the SNR for the two methods, in order to 
assess the validity of the over-sampled testing procedure 
in the presence of frequency uncertainties. The results of  
computer simulations, obtained with a uniformly distrib-
uted random jitter, have confirmed such trend. For sake 
of comparison, we have assumed the same typical pedes-
trian and vehicular scenarios reported in [2]. In particular, 
a uniformly distributed random timing jitter has been 
considered while the channel is affected by flat fading 
and three paths have been simulated, depending on the 
kind of scenario. Namely, pedestrian (speed: 3 Km/h): 
the first path is 0 dB with delay =0 ns, the second one 0 
dB and delay=976 ns, third one 0 dB and delay =20000 
ns; vehicular (speed: 120 km/h): the main path is 0 dB 
with delay 0 ns, the second one -3 dB and delay =260 ns 
and the third one is -6 dB and delay =521 ns. Two possi-
ble constant frequency errors in the initial and target 
search [2] procedure (namely, 20 kHz and 200 Hz) are 
considered. In particular, the figures 2a-d show the ratio 
of the mean acquisition time of the two methods versus 
the SNR per chip, obtained by Monte-Carlo simulations 
of the two reference wireless channels of [2] for 
Pfa=0.001, for the three initial stages of the serial code 
acquisition in UMTS. 

Moreover, the same authors of this paper showed in 
[13], by extensive computer simulations, that the new 
scheme outperforms the conventional approach analyz-
ing also the overall acquisition performance of the 
scrambling code, then including all the three steps of the 
initial synchronization procedure (before frequency ac-
quisition). The authors, in [13], evidenced the significant 
real-time saving of the mean acquisition time (from 12% 
to 21%) of the suggested procedure, compared to the 
conventional technique, in the presence of multi-path 
channels with flat fading and frequency inaccuracy. In 
practice, the benefits on the mean acquisition time of 
using two samples per chip, since the first stage of code 
synchronization, are twofold: first, the cross-correlation 
between the received signal and the code’s candidates 
are better estimated, then increasing the testing power of 

stage 1 (i.e. probability of correct detection for a constant 
false alarm rate); second, the timing error provided to the 
stages 2 and 3 is ideally the half of the conventional 
technique, being maximized by one fourth of the chip 
period. 
 
4.  Conclusions 
 
This paper has addressed algorithms for initial code 
synchronization by sequential cell search, suited for ap-
plication to the first three stages of the IMT2000/UMTS 
cellular wireless access system, i.e. initial cell search 
before frequency acquisition. The basic testing method, 
based on one sample per chip, has been herein matched 
to an improved technique based on a fractional chip 
sampling (and processing) that operates at twice the chip 
rate, according to the Nyquist criterion. The simulation 
analyses have evidenced a significant reduction of the 
mean acquisition time by the suggested procedure, com-
pared to the conventional technique. In perspective, ex-
ploiting the half-chip offset correlation (by devising new 
well-performing testing variables) could further improve 
these schemes. 
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Abstract 
 
The Objective of this paper is to give more insight into CCM Operation of the LCL Converter to obtain op-
timum design using state-space analysis and to verify the results using PSPICE Simulation for wide variation 
in loading conditions. LCL Resonant Full Bridge Converter (RFB) is a new, high performance DC-DC con-
verter. High frequency dc-dc resonant converters are widely used in many space and radar power supplies 
owing to their small size and lightweight.  The limitations of two element resonant topologies can be over-
come by adding a third reactive element termed as modified series resonant converter (SRC).  A three ele-
ment resonant converter capable of driving voltage type load with load independent operation is presented. 
We have used embedded based triggering circuit and the embedded ‘C’ Program is checked in Keil Software 
and also triggering circuit is simulated in PSPICE Software. To compare the simulated results with hardware 
results and designed resonant converter is 200W and the switching frequency is 50 KHz. 
 
Keywords: Continuous Current Mode, High-frequency Link, MOSFET, Zero-Current Switching, Resonant 

Converter 
 
 
1.  Introduction 
 
In Converter applications solid-state devices are operated 
at very high frequency. So the switching losses are more 
than the conduction losses [1] and it becomes a major 
cause of poor efficiency of the converter circuit [2,3]. 
This leads to the search of a converter that can provide 
high efficiency [4], lower component stress [5], high 
power, high switching frequency, lightweight as well as 
low cost and high power operation [6]. In order to keep 
the switching power losses low and to reduce the prob-
lem of EMI, the resonant converter is suggested 
[7-9]. 

The resonant converter is a new high performance 
DC-DC converter [10]. A resonant converter can be op-
erated either below resonant (leading p.f) mode or above 
resonant (lagging p.f) mode. The most popular resonant 
converter configuration is series resonant converter 

(SRC), parallel resonant converter (PRC) and series par-
allel resonant converter (SPRC). A SRC has high effi-
ciency from full load to very light loads [11,12]. Where 
as a PRC has lower efficiency at reduced loads due to 
circulating currents [13,14].  

The limitations of two element resonant topologies can 
be over come by adding a third reactive element, termed 
as modified SRC. SRC has voltage regulation problems 
in light load conditions [15,16]; to over come this prob-
lem the modified SRC is presented. The LCL-resonant 
converter using voltage source type load has nearly load 
independent output voltage under some operating condi-
tions [17]. These converters are analyzed by using 
state-space approach. Based on this analysis, a simple 
design procedure is proposed. Using PSPICE software 
simulates the LCL-Resonant Full Bridge Converter. The 
proposed results are improved power densities in air 
borne applications. 

mailto:2asir_70@pec.edu
mailto:2asir_70@pec.edu
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2.  Modified Series Resonant Converter 
 
A Series Resonant Full Bridge Converter (SRC) modi-
fied by adding an inductor in parallel with the trans-
former primary is presented. This configuration is re-
ferred to as an “LCL Resonance Full Bridge Converter”. 
A three element (LCL) Resonance Full Bridge Converter 
capable of driving voltage type load with load inde-
pendent operation is analyzed. In such a converter has 
load independent characteristics, there is no analysis or 
design procedure available. It is shown in this project 
that these type of converter requires a very narrow range 
of frequencies control from full load to very light loads 
and can operate with load short circuit while processing 
the desirable features of the SRC. The resonance con-
verter operating in the above resonance (lagging power 
factor) mode has a number of advantages (e.g. No need 
for lossy snubbers and di/dt limiting inductors). There-
fore, the proposed converter configuration in the above 
resonance mode, State-space approach is used for the 
converter analysis. A modified SRFB Converter with 
capacity output filter has been presented. 
 
3.  Circuit Description 
 
The resonant tank of this converter consists of three re-
active energy storage elements (LCL) as opposed to the 
conventional resonant converter that has only two ele-
ments. The first stage converts a dc voltage to a high 
frequency ac voltage. The second stage of the converter 
is to convert the ac power to dc power by suitable high 
frequency rectifier and filter circuit. Power from the 
resonant circuit is taken either through a transformer in 
series with the resonant circuit (or) across the capacitor 
comprising the resonant circuit as shown in Fig.1. In 
both cases the high frequency feature of the link allows 
the use of a high frequency transformer to provide volt-
age transformation and ohmic isolation between the dc 
source and the load. 

In Series Resonant Converter (SRC), the load voltage 
can be controlled by varying the switching frequency or 

by varying the phase difference between the two inverts 
where the switching frequency of each is fixed to the 
resonant frequency. The phase domain control scheme is 
suitable for wide variation of load condition because the 
output voltage is independent of load. 

The basic circuit diagram of the full bridge LCL reso-
nant converter with capacitive output filter is shown in 
Figure 1. 

The major advantages of this series link load SRC is 
that the resonating blocks the DC supply voltage and 
there is no commutation failure if MOSFET are used as 
switches. Moreover, since the dc current is absent in the 
primary side of the transformer, there is no possibility of 
current balancing. Another advantage of this circuit is 
that the device currents are proportional to load current. 
This increases the efficiency of the converter at light 
loads to some extent because the device losses also de-
crease with the load current. Close to the resonant fre-
quency the load current becomes maximum for a fixed 
load resistance. If the load gets short at this condition 
very large current would flow through the circuit. This 
may damage the switching devices. To make the circuit 
short circuit proof, the operating frequency should be 
changed. 

The filter circuit has some disadvantage. It is a ca-
pacitor input filter and the capacitor must carry large 
ripple current. It may be as much as 48% of the load 
current. The disadvantage is more severe for large output 
current with low voltage. Therefore, this circuit is suit-
able for high voltage low current regulators. 
 
4.  State – Space Analysis 
 
4.1.  Assumptions in State Space Analysis 

The following assumptions are made in the state spare 
analysis of the LCL Resonant Full Bridge Converter. 

1) The switches, diodes, inductors, and capacitors used 
are ideal. 
2) The effect of snubber capacitors is neglected. 

 

 Figure 1. DC- DC converter employing LCL full bridge operating in CCM. 
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Figure 2. Equivalent circuit model of LCL RFBC. 

3) Losses in the tank circuit and neglected. 
4) Dc supply used is smooth. 
5) Only fundamental components of the waveforms 
are used in the analysis. 
6) Ideal hf transformer with turns ration n =1. 
The equivalent circuit shown in Figure 2 is used for 

the analysis. The vector space equation for the converter 
is: 

X = AX + BU                  (1) 

where m and n take values as shown in Table 1 repre-
senting different modes of continuous and discontinuous 
conduction. 

However, in the discontinuous conduction mode 7, the 
converter operates like a simple SRC with resonant fre-
quency, fo and iLs=iLp. It is interesting to note that in all 
six continuous conduction modes, the voltage VLP is 
clamped and the current iLp is independent of the other 
two state variables.  As a result, the 3rd order matrix (1) 
can be reduced to second order equation for which the 
solutions are readily available [2]. 

The state equation describing period tp-1 < t < tp 

mVg = Ls (diLs/dt) + nVo–Vc            (2) 

(diLs/dt) = (m/Ls)Vg – (nVo/Ls) – (1/Ls)Vc (3) 

(dVCs/dt) = (1/Cs) iLs                      (4) 

(diLp/dt) = (nVo/Lp)                      (5) 

State matrix: X = AX + BU   

     0 1/ 0 / /( )

1/ 0 0 ( ) 0 0

0 0 0 ( ) 0 /

s m s sLs Ls
g

cs s cs

o
pLp Lp

L L ni i t
Vd

V C V t
dt V

i i t

       
      

        
      

       

L

n L







                 (6) 

 

Table 1. Different mode of operation. 

Mode m n So id 

1 +1 +1 ON > 0 

2 0 +1 ON > 0 

3 -1 +1 ON > 0 

4 +1 -1 ON > 0 

5 0 -1 ON > 0 

6 -1 -1 ON > 0 

7 0 - OFF 0 

8 +1 - OFF 0 

9 -1 - OFF 0 

 
The sum of the zero input response and the zero state 

response. 

X(t) = [ (t) [X (o) ] ] + L-1 ( (s) B[U (s) ]      (7) 

The transition matrix 

(t) = L-1 [ (S)]               (8) 

= L-1 [(SI-A) -1]            (9) 

(S I - A) = S3 + S ώ2 

= S (S2 + ώ2)             (10) 

where ώ=1/√LC 
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 Zero state response, = L-1 [( (s) B [U (s)]] 
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1/ ( ) /( ) 0 0 0 [1 cos ( )]
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I Ls(t) = cos ώ1 (t-tp-1) ILs(tp-1) + (sin ώ 1(t-tp-1) / Ls ώ1) VCs(tp-1)+ ( ( mVg-nVo) / Zos) sin ώ1 (t-tp-1)           (11) 

I Ls(t) = ILs ( tp-1 ) cos[ώ1(t - tp-1)] + [(mVg – nVo –Vcs (tp-1) / Zos ] sin[ώos(t - tp-1)]                         (12) 

Vcs(t) = iLs (tp-1) Zos sin [ώos ( t - tp-1)]  + (m Vg - nVo) [1-cos ώ1(t-tp-1)] + Vcs (tp-1) cos [ώ1(t-tp-1)]            (13) 

iLp (t) = iLp ( t p-1) + ( n / Lp ) Vo ( t - tp-1 )                                                          (14) 

where, tp-1  is the time at the start of any, ccm.  tp  is the time at the end of the same ccm. 

Similarly, the solutions for the discontinuous conduction mode are:  iLs = iLp. 

iLs(t) = iLp(t) = iLs ( tp-1 ) cos [ώo ( t – t p-1) ] + [(mVg-Vcs (tp-1) / Zo) sin( t - tp-1)]                         (15) 

VCs(t) = iLs (t p-1) Zo sin [ώo( t - tp-1)] + mVg[1-cos[ώo(t - tp-1)]] + Vcs(tp-1) cos (ώo (t -t p-1)]                   (16) 

where D is the duty cycle =   / (Ts / 2) 

From Mo equation, it can be concluded that the output 
voltage is not dependent on the load resistance and con-
verter gain follows a sine function. These results are 
completely validated experimentally by plotting the 
variation of Mo with duty ratio. At the optimum normal-
ized switching frequency fno, mo is independent of varia-
tions in the load resistance for all pulse widths. The de-
viation increases with reducing values of load resistance 
or increasing values of load current for the given voltage. 
This arises because of sensing resistance of 0.5  used in 
series with the resonant element for monitoring its and 
also finite resistance offered by diodes and MOSFET’S 
in conduction. In order to maintain the output voltage 
constant at desired value against the variations in the 
load resistance and supply voltage variations, the pulse 
width has to be changed in a closed-loop manner. How-
ever, the required change in pulse width to maintain con-
stant output voltage against load variations and constant 
input voltage is very small. 
 
5.  Design Procedure 
 
5.1.  Design: (Operating Switching Frequency = 

50khz) 

It is desired to design the converter with the following 
specifications: 

1) Power output           =200W 

2) Minimum input voltage      =100V 
3) Minimum output voltage   =125V 
4) Maximum load current  = 1.6 A 
5) Maximum overload current = 4A 
6) Inductance ratio (KL)  = 1 
The hf transformer turns ratio assumed to be unity. 

The load resistance: 

RL= Maximum output voltage / maximum output current. 

= 100 / 1.6 
= 62.5 
 63 
 

 
Figure 3. Variation of voltage gain with the duty ratio. 
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The input rms voltage to the diode bridge: 

0( ) 2 2 /LpV V               (17) 

The input rms current at the input of the diode bridge  

0[ /2 2 ]I                 (18) 

The reflected ac resistance on the input side of the di-
ode bridge is 

 /ac LP dR V I                     (19) 

   0 0/ 2 2 / / /2 2LP dV I V I   

          0 02 2 2 2 /V I    

0

 

2

0/ 8 /LP dV I V I                        (20) 

For maximum power output 
2/ 8 /ss LL C R                (21) 

28 75 /   

60.8   

Since the switching frequency is 50 KHz 
                                              

31/2 / 50 10ssL C    

                 60.8 ssL C  

/ 60.8s sC L            (22) 

31/2 / 60.8 50 10s sL L    

360.8 / 2 50 10sL     

from this 

1 / 2 ( )s P sof L L C             (23) 

185sL    

0.052sC F  

From the availability of the capacitors, is in chosen as 
0.05μF.The inductance Ls is obtained as 202μH. In the 
experimental setup, the actual inductance used is 200μH, 
which is close to the designed value. 
 
6.  Simulation of LcLResonant Full  

Bridge Converter 
 

The simulated circuit of LCL Resonant Full Bridge 
Converter is shown in Figure 4. 

Power MOSFET, are used as switches M1, M2, M3 
and M4 in the converters for an operating frequency of 
50KHz. The anti parallel diodes, D1, D2, D3 and D4 
connected across the switches are not need because they 
have inherent anti-parallel body diodes.  The forward 
current and the reverse voltage ratings of the diode are 
the same as the current and voltage ratings of the MOS-
FET. The internal diode is characterized by forward 
voltage drop and reverse recovery parameters like a dis-
crete diode. 

The resistor, inductor, capacitors, the power diodes 
and the power MOSFET’S are represented by their 
PSPICE Model. MOSFET IRF 330 is selected as the 
switching device which meets the peak current and volt-
age requirements. 

 

 

Figure 4. LCL resonant converter circuit. 
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Figure 5. Flow chart for embedded controller 89C51. 

DIN 4001 is chosen as the power diode which meets 
the requirements. Using the datasheets for the POWER 
MOSFET IRF 330 and the power diode – DIN 4001, 
given in appendix (A), the various parameters of the 
model are calculated and used in the circuit file. The 
simulated waveforms of VLs, VLP, VCS, ILP, ICS, VAB, and 
VO found to agree with the analytical results to an appre-
ciable degree. 
 

7.  About Keil 
 
It is software, which is used to check the embedded C 
program and results that whether the program is correct 
or not, which is shown in Figure 6.  
 
8.  Conclusions 
 
A modified SRC which employs a LCL-Resonant Full 
Bridge Converter circuit and operating above resonance 
(lagging power factor) mode has been presented. This 
converter with a voltage type load shows it provide load 
independent operation above the resonance frequency. 
So, the switching power losses are minimized. This new 
DC-DC converter has achieved improved power densi-
ties for air borne applications. This converter analyzed 
by using state space analysis is presented. The LCL 
resonant full bridge converter is potentially suited for 
applications such as space and radar high voltage power 
supplies with the appropriate turns ratio of high fre-
quency transformer. Another good feature of this con-
verter is that the converter operation is not affected by 
the non idealities of the output transformer (magnetizing 
inductance) because of the additional resonance inductor 
LP. 

Table 2. Comparison of PSPICE simulation, theoretical & experimental results obtained from the model for a 133W, 50 KHZ 
DC-DC LCL resonant converter.  

(Ls = 185μH, Cs = 0.052 μF, C = 0.0087 μF, Lp = 200 μH, Co = 1000 μF, Load L=10μH, E=10V, Input Voltage = 100 V) 
 

 

Load Resistance 
(Ohm) 

Load Current  
(ampere) 

Simulation Result 
(Volts) 

Theoretical Results 
(Volts) 

Experimental Results
(Volts) 

1 1.5625 127.9 125 127 

20 1.556 128.5 125 127.5 

30 1.554 128.7 125 128.1 

50 1.55 129 125 128.7 

100 1.548 129.2 125 129 

200 1.548 129.2 125 129 

300 1.548 129.2 125 129 

400-1K 1.548 129.2 125 129 
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From Table 2, it is known that the hardware result for 

open loop LCL resonant converter varies from 127 V to 
129V. But theoretical result should not go beyond 125V. 
So there is a scope for future extension. 

The LCL-resonant full bridge converter is simulated 
by using PSPICE software. The simulation is carried out 
for 120μS which is equivalent to six cycles, and simula-
tion results are obtained. The triggering circuit of 
LCL-RFB converter is also simulated by using PSPICE 
software. The hardware implementation of triggering 

circuit and the power circuit are obtained and the results 
are compared to the simulation results. 
 
9.  Scope of Future Extension 
 
Analysis, design, simulation and fabrication of closed 

loop LCL resonant converter. 

Comparison result of open loop and closed loop LCL 

resonant converter. 

 

 

Figure 6. Program result for embedded controller output using Keil software. 

 

Figure 7. Prototype model -embedded control of LCL resonant converter. 
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Figure 8. Experimental results of gate voltage (X axis represents time in micro seconds and Y axis represents Gate Voltage. 
The amplitude is 5V. If M1 & M4 conduct 0-20µs then M1 & M4 are in OFF State. If M2 & M3 conduct 20µs - 40µs then M2 
& M3 are in OFF State). 

 

Figure 9. Experimental results obtained from the model for a 133W, 50 KHZ DC-DC LCL Resonant Converter output volt-
age = 127. 5 V (Ls = 185μH, Cs = 0.052 μF, C = 0.0087 μF, Lp = 200 μH, R= 20Ω, Co = 1000 μF, Load L=10μH, E=10V, Input 

Voltage = 100 V). 
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Abstract 
 
An active thermo-acoustic network model of regenerator which is a key component to accomplish the con-
version between thermal-and acoustic power in thermo-acoustic system has been established in this paper. 
The experiment was carried out to quantify the network. A method called least square is employed in order to 
identify the H matrix describing the system. The results obtained here show that the active thermo-acoustic 
network can reliably depict the characteristics of a thermo-acoustic system. 
 
Keywords: Regenerator, Active Network, H Matrix, System Identification 
 
 
1. Introduction 
 
The regenerator, which produces thermo-acoustic effects, 
is a key component for thermo-acoustic engines (refrig-
erators), and its performance has a significant impact on 
engine system. In recent years research on regenerators 
has received significant attention due to the complexity 
of oscillating flow. Gary et al. developed a computa-
tional model for a regenerator based upon the bounded 
derivative method by Kreiss [1]. Y. Matsubara studied 
the effect of void volume in regenerator [2]. Kwanwoo et 
al. made use of a novel flow analysis method for regen-
erator under oscillating flow [3] and Chen et al. studied 
the heat transfer characteristics of oscillating flow re-
generator [4]. While their method produces accurate re-
sults, the implementation is difficult. Swift [5] showed 
that regenerators can convert heat into acoustic work, 
and a regenerator with longitude temperature gradient is 
an active network. The regenerator network model [6], 
which is based on linear thermo-acoustic theory, was 
adopted for theoretical analysis and engineering calcula-
tion.  

The system identification is a powerful tool for 

investigation of practical engineering devices. By means 
of fitting experimental data, model parameters can be 
found and applied to the model for use in engineering. 
The objective of this paper is to identify these parameters 
of the thermo-acoustic network describing the regenera-
tor in a thermo-acoustic engine. An active network 
model of regenerator has been established by solving 
transport equations describing the regenerator used in 
this paper. By adopting capillary numbers as identifica-
tion parameter, the transport matrix of the network is 
identified systematically, this includes effects of the re-
sistance and compliance to avoid linear error of the 
model. The results obtained herein will be useful for 
quantifying the network describing the regenerators and 
for the optimal design of real regenerators, although the 
model relies on linearity of the phenomenon, and ignore 
some complexity. 
 
2.  The Acoustic Properties of a Regenerator 
 
The gas flow in the regenerator is considered as periodic 
one-dimensional unsteady flow. The interaction between 
porous material and working medium leads to the fol-
lowing equations that describe the propagation of the 1Corresponding author, Fax:+86-027-87540724. 
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sound waves in a “porous medium”: 
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p f  it denotes the density of the medium inside the 

material; , is air/porous mate-

rial coupling factor. 

2 ( 1p ss R j K    )

  is angular frequency. While the 
porosity and the density of the porous material can be 
measured easily, the definition of sound velocity pc  

needs a hypothesis about the thermodynamic process that 
the fluid undergoes inside the porous material. 

Generally porous materials have a complex propaga-
tion constant 0  and acoustic impedance 0Z . The real 

part of the propagation constant is directly related to 
sound wave attenuation inside the porous material; the 
acoustic impedance is high at low frequency and asymp-
totically tends to that of the medium at higher frequen-
cies. 

A volumetric porosity   is defined simply as the ra-

tio of connected void volume  to the total volume 

of the sample regenerator , and hydraulic diameter 

are defined as follows: 
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These quantities are easy to measure accurately for 
stacked screens. As the frequency increases, the viscous 
penetration depth decreases, so the mesh of stacked 
screens need be chosen with the resonance frequency of 

 

the thermo-acoustic engine. The loss of the regenerator is 
a very difficult term because the heat transfer process has 
some complexity such as the presence of heat exchang-
ers, minor losses associated with an abrupt change in the 
cross section of the flow passage. Its viscous distribution 
function v  and heat distribution function k , mainly 
dependent on the geometry of regenerator channels, their 
expression for cylinders only as follows: 

h h

    

 
 

 
 

 
 

 
 

0 1

0 0

0 1

0 0

( 1) / 2 ( 1) /
,

( 1) / ( 1) / ( 1) /

( 1) / 2 ( 1) /
,

( 1) / ( 1) / ( 1) /

v h
v v

h v h v h v

h

h h

J i r J i r
h f

J i r i r J i r

J i r J i r
h f

J i r i r J i r
 

 

v

h  

 
  

 
  

 
 

  

 
 

  

  

                                          (5) 

vf  and kf  denotes spatial-mean values of viscous 

distribution function and heat distribution function, 

where J is Bessel function. 2 /k k   is the fluid’s 

thermal penetration depth, and 
0 p

K
k

c
  is its thermal 

diffusivity.
2

v




  is the viscous penetration depth. 

 
3.  Active Network for No Isothermal  

Regenerators 
 

An actual regenerator possesses longitude temperature 
oscillation and longitude pressure oscillation, and there 
is transverse temperature oscillation in fluid about a 
thermal penetration depth near the surface of solid 
boundary. The major difference between regenerators 
and stacks is that regenerators tend to be more like a po-
rous medium, consisting of extremely narrow, smaller 
than the viscous penetration depth, tortuous paths. The 
characteristics could not be described by passive network. 
According to linear thermo-acoustic theory [5], regen-
erators can convert energy between thermal and acoustic 
work by coupling longitude sound wave (pressure wave) 
and transverse thermal wave (temperature wave), and 
this can be described by two subsystems , in which sub-
system 1 links with acoustic field in regenerator channels 
and subsystem 2 links with the thermal penetration depth. 
The performance of regenerator depends on the optimi-
zation of the coupling between the two subsystems. 

Nomenclature: P-sound pressure,  -frequency, c-sound velocity, 

s-air/porous material coupling factor, 0 -complex propagation con-

stant,  -volumetric porosity, -hydraulic diameter, -viscous 

distribution function, -heat distribution function, 
hr vh

kh vf -viscous dis-

tribution function, kf -heat distribution function, k  thermal pene-

tration depth, v -viscous penetration depth, J-volumetric flow rate, 

Z-impedance, Y-admittance, -Prandtl number, Pr 0 - mean density, 

A-channel area,  -ratio of specific heats, -average temperature, mT
'A -transport matrix, Re-real of complex number,  -phase shift, 

-temperature difference. T

For an actual regenerator with temperature gradient, a 
capillary model is adopted in regenerator channels. By 
solving basic control equations (mass conversation equa-
tion, momentum equation, energy equation and state 
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equation) under the condition of known boundary, the 
transport equations for no isoentropy oscillation can be 
obtained as follows [6-8]: 

P
ZJ

z
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YP J
z



   
   
 

              (6) 

where P is the ordinary pressure wave and J is volumet-

ric flow rate, 0
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Z is the impedance and Y is admittance per unit length 

of channel , , Pr 0 , A,   ,  ,  are the fluid’s 

Prandtl number, mean density, channel area of regenera-

tor , ratio of specific heats, average temperature and an-

gular frequency respectively. 

mT

The second term of Equation (6) in the right is a 

source, it denotes a flow source, where   is the 

thermo-acoustic source parameter of the regenerator. On 

one hand, it is confirmed by mathematically configura-

tion of Equation (6). On the other hand, position oscilla-

tion of medium results in pressure oscillation of medium 

in control volume physically, temperature variation and 

density variation. The density oscillations in the thermal 

boundary layer act as a volume flow source and result in 

the change of velocity oscillation. The temperature 

variation produces a source in the flow field, and these 

characteristics can be called flow source [6,8]. The input 

power deposited in acoustic field prompts pressure os-

cillation interfering with impedance. So there are a flow 

source in no isothermal capillary network, this is J . 

The thermo-acoustic source parameter   is also called 

as flow amplification factor. The flow gain J  pro-

duced by flow source will increase the acoustic field in 

regenerator medium (acoustic work J ), and in the 

end of the regenerator stable acoustic work output can be 

obtained. 

According to network theory [5,8], flow process of 

no isothermal tubes of ideal small length in terms of 

Equation (6) can be expressed for an active network as 

Figure 1 shown. 

The transport equations responding to Figure 1 are 

expressed as: 
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where  is a transport matrix. For the tube whose 
length is l, its network is made up of many such net-
works shown as Figure 1, so we can obtain: 
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where i and o denote input and output. 

 

Figure 1. Schematic diagram of type network model. 

 
4.  H Matrix Model and Identification 
 
4.1.  H Matrix Model 

Obviously, it is not convenient to use Equation (8) to 
calculate the network. For quantifying the network, 
Equation (6) can be modified as: 
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where  , Y, Z are spacial mean value of responding 
parameter, approximately substitute for middle value in 
the regenerator. Solving Equation (9) with boundary P(0) 
and J0 and from Equation (6), we can obtain: 
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According to above equations, the output of acoustic 
work in the regenerators depends on flow source pa-
rameters . As  =0, above equations are transport 
equations for isothermal regenerator, they are ideal 
transport equations; As 0 , the network is equi- 
valent with self-actuated oscillation shown as Figure 2, 
where direct power supply corresponds to input heat, and 
sound oscillation induced by solid medium cooperating 
with gas micro mass in regenerator channels corresponds 
to self-actuated oscillation.  

Suppose z=l in Equations (10) and (11), transport 
equations for channel length l are obtained: 
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Regenerators can be regarded as capillary bundles 
made up of N capillary. According to network character-
istics: 
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Equation (17) becomes 
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4.2.  Identification of H Matrix 

Capillary number N are regarded as identification pa-
rameter x, Equation (18) becomes 
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The acoustic work of regenerators can be obtained as: 
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Re denotes the real of complex number. i stands for 

 
Figure 2. Self-actuated oscillation. 

experiment number. System identification adopts ex-

treme theory, by solving function ( )W x , the minimum 

of target functional analysis can be obtained. When 

theoretical ( )W x  shows an optimal agreement with 

measured iW  , x is an optimal evaluation. Error law 

function can be expressed as [11]: 

 
2

1
( ) ( )

2
i

i i
i

B
F x A x C W

x i

      
         (21) 

In order to get the minimum of error law function, let 
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There should be 4 solutions. The right one can be 
chosen by mesh numbers and hydraulic diameter. 
 
5.  Experimental Identification 
 
5.1.  Experimental Apparatus 

In order to identify the H matrix, a regenerator test ap-
paratus with external actuator has been established, and 
its configuration is shown as Figure 3 and Figure 4. Input 
work is given by linear compressor, amplified output 
work is measured at the work receiver of an orifice valve 
and a buffer. In experiments, the helium gas as working 
medium is charged at 1.0MPa, while four kinds of dense 
meshes (#120, #150, #200, #250) were tested. Their 
geometric properties are shown as table 1. The pressures 
at two end of regenerator are measured by two piezo-
electricity sensors of type CY-Yd-203, their signals are 
amplified by electric charge amplifier of type YE5853, 
and their phase shift is measured by SR830 DSP lock-in 
amplifier. The working frequency of linear compressor 
can be regulated by signal source. The hot heat ex-
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changer consists of 15mm chinaware with an electrical 
heater. The length of regenerator is 50mm, the cold heat 
exchanger consists of 30mm copper shell tube exchanger. 
The corresponding working frequency is 282Hz. 

where is oscillating pressure behind the valve,  

is the entrance pressure in the network, and their phase 
shift is 

1,inp 1,cp

 . 
This is a lumped parameter RLC model for measure-

ment of acoustic work, its calculation is independent of 
temperature of network components. 

In order to measure the output acoustic work, a small 
orifice valve and compliance are needed. Then  

1 1,c
m

i V
U i Cp p

p




   The pressure and volumetric flow rate measurement of 
regenerator inlet and outlet adopt two sensors method. 
The pressures between two ends of regenerator are 
measured by two pressure sensors. The acoustic power 
flow entering the regenerator is determined by reference 
[9] and [10]. 

1,c        (23) 
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Figure 3. Schematic diagram of the experimental system. 

 

 

Figure 4. Experimental apparatus for system identification of regenerator. 
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Table 1. Geometric properties of regenerator Specimens 
(regenerator length=50mm,inner diameter=22mm). 

Type of wire 
screen 

Mesh num-
ber/cm 

Hole diame-
ter(mm) 

Wire diame-
ter(mm) 

Porosity 
(%) 

Hydraulic diame-
ter(um) 

80 31.5 0.198 0.12 70.3 71.1 

120 47.2 0.132 0.08 70.3 47.4 

150 59.1 0.104 0.065 69.8 37.7 

200 78.7 0.074 0.053 67.2 27.2 

 
The stacked screen is made up of #200 wire meshes 

(Table 1), its porosity is 0.672, and the temperature dif-
ference between the two ends of regenerator is 226K（the 
whole experimental range is 220K~400K）, and the 
oscillating frequency dependence can be found in Ref-
erence [9].  
 
5.2.  Experimental Results  

Based on the experiment, the relation between the capil-
lary number and wire meshes is shown as Figure 5 ac- 
cording to Equation (22). The calculated data and meas-
ured data of output acoustic work in regenerator after 

identification are shown as Figure 6 (for meshes #200). 
The error in the dimension measurements is less than 
1.0%. The thermocouples with an accuracy of  0.75% 
are utilized to measure both fluid and wall temperature. 
The error between measured and calculated acoustic 
work is less than 3% according to Figure 6. 

The output acoustic work and COPR of regenerators 
for different wire meshes are shown as follows: 

From Figure 7, the length of regenerators need be 
chosen accurately. The meshes of regenerators must 
match with the working frequency of thermo-acoustic 
engines. 
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Figure 5. The relation of the identified capillary number 
and wire meshes. 
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Figure 6. The relation of the output work and temperature 
difference of regenerator. 
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Figure 7. The output acoustic work and COPR of regenerators. 
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6.  Conclusions 
 
The lumped parameter H matrix of regenerator network 
is derived by establishing an active thermo-acoustic 
network model of regenerator, and identification pa-
rameters using capillary number N of system network 
are identified. The calculated results and measured data 
of output acoustic work in regenerators show a well 
agreement by identifying H matrix. The identified H 
matrix provides convenience for engineering calculation 
of regenerator, and provided a basis for whole network 
of thermo-acoustic engines. 
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Abstract 
 
A skyhook surface sliding mode control method was proposed and applied to the control on the semi-active 
vehicle suspension system for its ride comfort enhancement. A two degree of freedom dynamic model of a 
vehicle semi-active suspension system was given, which focused on the passenger’s ride comfort perform-
ance. A simulation with the given initial conditions has been devised in MATLAB/SIMULINK. The simula-
tion results were showing that there was an enhanced level of ride comfort for the vehicle semi-active sus-
pension system with the skyhook surface sliding mode controller. 
 
Keywords: Sliding Mode Control, Skyhook Damper, Fuzzy Logic Control, Semi-Active Suspension System 
 
 
1.  Introduction 
 
The ride comfort is one of the most important character-
istics for a vehicle suspension system. By reducing the 
vibration transmission and keeping proper tire contacts, 
the active and semi-active suspension system are de-
signed and developed to achieve better ride comfort per-
formance than the passive suspension system. The active 
suspension is designed to use separate actuators which 
can exert an independent force on the suspension, this 
action is to improve the suspension ride comfort per-
formance. The active suspension system has been inves-
tigated since 1930s, but for the bottle neck of complex 
and high cost for its hardware, it has been hard for a 
wide practical usage and it is only available on premium 
luxury vehicle [1]. Semi-active (SA) suspension system 
was introduced in the early 1970s, it has been considered 
as good alternative between active and passive suspen-
sion system. The conceptual idea of SA suspension is to 
replace active force actuators with continually adjustable 
elements, which can vary or shift the rate of the energy 
dissipation in response to instantaneous condition of mo-
tion. SA suspension system can only change the viscous 

damping coefficient of the shock absorber, it will not add 
additional energy to the suspension system. The SA sus-
pension system is also less expensive and energy cost 
than active suspension system in operation [2]. In recent 
years, research on SA suspension system has been con-
tinuing to advance with respect to their capabilities, nar-
rowing the gap between SA and active suspension sys-
tem. SA suspension system can achieve the majority of 
the performance characteristics of active suspension sys-
tem, which cause a wide class of practical applications. 
Magnetorheological / Electrorheological (MR/ER) [3 
-5] dampers are both of the most widely studied and 
tested components of the SA suspension system. MR/ER 
fluids are materials that respond to an applied mag-
netic/electrical field with a change in rheological behav-
iour. 

Variable structure control (VSC) with sliding mode 
control was introduced in the early 1950s by Emelyanov 
and was published in 1960s [6], further work was devel-
oped by several researchers [7-9]. Sliding mode control 
(SMC) has been recognized as a robust and efficient 
control method for complex high order nonlinear dy-
namical system. The major advantage of sliding mode 
control is the low sensitivity to a system's parameter 
changing under various uncertainty conditions, and it can 
decouple system motion into independent partial com-

*Yi Chen is with the Department of Mechanical Engineering, Univer-
sity of Glasgow, Glasgow, United Kingdom, G12 8QQ. Tel: 
44(0)-141-330-2477, Fax: 44(0)-141-330-4343. 



24 Y. CHEN 
 

Copyright © 2009 SciRes.                                                                Engineering, 2009, 1, 1-54 

ponents of lower dimension, which reduces the complex-
ity of the system control and feedback design. A major 
drawback of traditional SMC is chattering, which is gen-
erally disadvantageous within control system.  

In recent years, a lot of literature has been generated in 
the area of SMC and has covered the improvement for 
traditional SMC, they harnessed to achieve better per-
formance and reduce the chattering problem. A skyhook 
surface sliding mode control (SkyhookSMC) method 
will be developed and applied to the semi-active vehicle 
suspension system for the ride comfort enhancement in 
this paper. 

It has been also well recognized, fuzzy logic control 
(FLC) is effective and robust control method for various 
applications, the FLC’s rule-base comes from human's 
practical experience, however, the linguistic expression 
of the FLC rule-base makes it difficult to make guarantee 
the stability and robustness of the control system [10-11]. 
In order to compare and validate the control effects from 
the SkyhookSMC, a FLC controller is also designed in 
this paper. 
 
2.  Two Degree of Freedom Semi-Active  

Suspension System 
 
The role of the vehicle suspension system is to support 
and isolate the vehicle body and payload from road dis-
turbances, maintain the traction force between tires and 
road surface. The SA suspension system can offer both 
the reliability and versatility including passenger ride 
comfort with less power demand. 

A two degree of freedom model which focused on the 
passenger ride comfort performance is proposed for SA 
suspension system in Figure 1. The SA suspension model 
can be defined by the Equation (1), where, m1 and m2 are 
the unsprung mass and the sprung mass respectively, k1 
is tire deflection stiffness, k2 and c2 are suspension stiff-
ness and damping coefficients respectively, ce is the 
semi-active damping coefficient which can generate 
damping force of fd by MR/ER absorber in Equation (2). 
z1, z2 and q are the displacements for unsprung mass, 
sprung mass and road disturbance respectively, g is the 
acceleration of gravity. In order to observe the SA sus-
pension status, the Equation (1) is re-written as a 
state-space in Equation (3). 

(1) 

                       (2) 

            (3) 

In Equation (3), X is the state matrix for 2-DOF SA 
suspension system, which including tire deformation, 
suspension deformation, unsprung mass velocity and 
sprung mass velocity. Y is the output matrix, which in-
cluding vehicle body acceleration, tire deformation, sus-
pension deformation. U is the control force matrix. Q is 
the external disturbance matrix, which contains two dis-
turbance signals: road profile of velocity and gravity 
acceleration for 2-DOF SA suspension system modelling. 
A, B, C, D, E, F are coefficient matrixes. 

 

 

 

 

 
3.  Sliding Mode Control with Skyhook 

Surface Design 
 
In designing a SkyhookSMC, the objective is to consider 
 

 
Figure 1.  Two degree of freedom semi-active suspension 
system. 
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the non-linear tether system as the controlled plant, and 
therefore defined by the general state-space in Equation 
(4),  where x∈Rn is the state vector, n is the order of the 
non-linear system, and u ∈ Rm is the input vector, m is 
the number of inputs. 

           (4) 

s(e,t) is the sliding surface of the hyper-plane, which is 
given in Equation (5) and shown in Figure 2, where λ is 
a positive constant that defines the slope of the sliding 
surface. 

          (5) 

In the 2-DOF SA suspension system, we let n = 2, 
given that, as it is a second-order system in which s de-
fines the position and velocity errors. 

                  (6) 

From Equations (5) and (6), the second-order tracking 
problem is now being replaced by a first-order stabiliza-
tion problem in which the scalar s is kept at zero by 
means of a governing condition [12]. This is obtained 
from use of the Lyapunov stability theorem, given in 
Equation (7), and it states that the origin is a globally 
asymptotically stable equilibrium point for the control 
system. Equation (7) is positive definite and its time de-
rivative is given in inequality (8), to satisfy the negative 
definite condition, the system should satisfy the inequal-
ity in (8). 

                   (7) 

                (8) 

The ideal Skyhook control strategy was introduced in 
1974 by Karnopp et al. [13], which is known as one of 
the most effective in terms of the simplicity of the con-
trol algorithm. Figure 3 gives the ideal skyhook control 
scheme, the basic idea is to link the vehicle body sprung 

 

Figure 2.  Sliding surface design. 

mass to the stationary sky by a controllable ‘skyhook’ 
damper, which could generate the controllable force of 
fskyhook and reduce the vertical vibrations by the road dis-
turbance of all kinds [14-15]. Their original work uses 
only one inertia damper between the sprung mass and the 
inertia frame. The skyhook control is applicable for both 
a semi-active system as well as an active system. In 
practical, the skyhook control law was designed to 
modulate the damping force by a passive device to ap-
proximate the force that would be generated by a damper 
fixed to an inertial reference as the ‘sky’. 

The skyhook control can reduce the resonant peak of 
the sprung mass quite significantly and thus can achieve 
a good ride quality. By borrowing this idea to reduce the 
sliding chattering phenomenon, in Figure 4, a soft switch-
ing control law is introduced for the major sliding sur-
face switching activity in Equation (9), which is to 
achieve good switch quality for the SkyhookSMC. The 
variable of s is defined in Equation (6), which contains 
the system information. It can be taken as a part of the 
SkyhookSMC control law in Equation (9), where c0 is an 

 

 

Figure 3.  Ideal Skyhook control scheme. 

 

 

Figure 4.  Sliding mode surface design with skyhook con-
trol law. 
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assumed positive damping ratio for the switching control 
law. The SkyhookSMC needs to be chosen in such a way 
that the existence and the reachability of the slid-
ing-mode are both guaranteed. Noting that δ is an as-
sumed positive constant which defines the thickness of 
the sliding mode boundary layer [16]. 

      (9) 

 
4.  Fuzzy Logic Controller Design 
 

Fuzzy logic control is a practical alternative for a vari-
ety of challenging control applications, because it pro-

vides a convenient method for constructing nonlinear 
controllers via the use of heuristic information. The 
fuzzy logic control’s rule-base comes from an operator’s 
experience that has acted as a human-in-the-loop con-
troller. It actually provides a human experience based 
representing and implementing the ideas that human has 
about how to achieve high-performance control. 

The structure of the FLC for the 2-DOF SA suspen-
sion system is shown in Fig. 5, the ‘If-Then’ rule-base is 
then applied to describe the experts' knowledge. Fig. 6 is 
the 2-in-1-out FLC rule-base cloud which can drive the 
FLC inference mechanism. The FLC rule-base is char-
acterized by a set of linguistic description rules based on 
conceptual expertise which arises from typical human 
situational experience. The 2-in-1-out FLC rule-base for 

 

 
Figure 5.  2-in-1-out fuzzy logic control workflow diagram. 

defines the relationship between 2 inputs of the error (E) 
and the change in error (EC) with 1 output of the 
semi-active control force (U). The full 2-in-1-out FLC 
rule-base is given in Table 1, which can map the FLC 
rule-base based on the inputs information of semi-active 
suspension body acceleration to the output control force. 

the ride comfort of the 2-DOF SA suspension system is 
given in Table 1, which came from previous experience 
gained for the semi-active damping force control during 
body acceleration changes for ride comfort. Briefly, the 
main linguistic control rules are: 1) when the body ac-
celeration increases, the SA damping force increases; 2) 
Conversely, when the body acceleration decreases, the 
SA damping force decreases. 

Fuzzification is the process of decomposing the sys-
tem inputs into the fuzzy sets, that is, it is to map vari-
ables from practical space to fuzzy space. The process of 
fuzzification allows the system inputs and outputs to be 
expressed in linguistic terms so that rules can be applied  

Figure 6 is the a rule-base 3D cloud map plot, which 

 

Table 1.  2-in-1-out FLC rule table for 2-DOF SA  
suspension system. 

U    EC     

  NL NM NS ZE PS PM PL

 NL PL PL PM PS PS PS ZE

 NM PL PM PS PS PS ZE NS

E NS PM PS ZE ZE ZE NS NM

 ZE PM PS ZE ZE ZE NS NM

 PS PM PS ZE ZE ZE NS NM

 PM PS ZE ZE ZE ZE NM NL

 PL ZE NS NS NS NM NL NL
Figure 6.  FLC rule-base 3D cloud map. 
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in a simple manner to express a complex system. In the 
FLC for 2-DOF SA suspension system, there are 7 ele-
ments in the fuzzy sets for 2 inputs of Error(E) and Er-
ror-in-Change(EC) and 1 output of FL are: < NL, NM, 
NS, ZE, PS, PM, PL >, the Fuzzy Inference System (FIS) 

of Mamdani-type inference for the FLC is shown in Fig-
ure 8. Defuzzification is the opposite process of fuzzifica-
tion, it is to map variables from fuzzy space to practical 
space. 

 

 
Figure 7.  2-in-1-out FLC inference system. 

Basically, a membership function (MF) is a generali-
zation of the indicator function in classical sets, which 
defines how each point in the input space is mapped to a 
membership value between 0 and 1. The MF for the 
2-DOF SA suspension system is the triangular-shaped 
membership function, the MF for E is shown in Figure 8, 
the MF for EC and U are also triangular-shaped mem-
bership function with same elements range. The inputs of 
E and EC are interpreted from this fuzzy set, and the 
degree of membership is interpreted. 

 

  
Figure 8.  Triangular-shaped membership function for FLC 

controller. 

 
5.  Simulation and Conclusions 
 
In the simulation for the control on 2-DOF SA suspen-
sion system, it is excited by a random road disturbance 
loading which is described by the road profile with the 
parameters of reference space frequency n0 and road 
roughness coefficient P(n0) in Table 2. The numerical 
esults are obtained using a MATLAB/SIMULINK. The 

velocity and acceleration of vehicle body are selected as 
error (e) and change in error (ec) feedback signals for the 
2-DOF SA suspension system control. Unless stated oth-
erwise all the results are generated using the following 
parameters for SA suspension system and controller in 
Table 2. Generally and partly, there are three perform-
ance indexes for vehicle suspension system, which in-
clude body acceleration, suspension deformation and tire 
load. In this context, the three indexes are good enough 
to evaluate the performance of the 2-DOF SA suspension 
system. 

r

Table 2.  2-DOF SA suspension parameters. 

m1 Unsprung mass, kg 36 

m2 Sprung mass, kg 240 

c2 
Suspension damping coefficient, 

Ns/m 1400 

k1 Tire stiffness coefficient, N/m 160000 

k2 
Suspension stiffness coefficient, 

N/m 16000 

g Gravity acceleration, m/s2 9.81 

Ke FLC scaling gains for e −1 

Kec FLC scaling gains for ec −10 

Ku FLC scaling gains for u 21 

C0 SkyhookSMC damping coefficient −5000 

δ Thickness of the sliding mode 
boundary layer 28.1569 

λ Slope of the sliding surface 10.6341 

n0 Reference space frequency, m−1 0.1 

P (n0)
Road roughness coefficient, 

m3/cycle 256 × 10−6

v0 Vehicle speed, km/h 72 
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Figure 9.  MATLAB/SIMULINK block for 2-DOF SA suspension system. 

Figure 9 is the SkyhookSMC and FLC MAT-
LAB/SIMULINK block for 2-DOF SA suspension sys-
tem, which can compare the ride comfort performance 
with both SkyhookSMC and FLC control methods, all 
the post-simulation data analysis and plots are also gen-
erated by this SIMULINK block and its support MAT-
LAB functions. 

Mostly, a road profile is a series of random data in the 
actual surroundings. That is reason to describe the road 
profile by statistical techniques. One practical statistical 
way to generate road input is describing the road rough-
ness in power spectral density (PSD). To generate the 
road profile of a random base excitation for the 2-DOF 
SA suspension simulation disturbance, a spectrum of the 
geometrical road profile with road class roughness-C is 
considered. The vehicle is travelling with a constant 
speed v0, the time histories data of road irregularity are 
described by PSD method [17-19]. According to Inter-
national Standard Organization (ISO)2631 [20], the ride 
comfort is specified in terms of root mean square (RMS) 
acceleration over a frequency range, in this simulation 
the RMS values for SkyhookSMC and FLC are {1.0530, 
1.3134}, respectively, which confirms the validation of 
the SkyhookSMC on the ride comfort enhancement for 
2-DOF SA suspension system. 

The FLC parameters require a judicious choice of the 

scaling gains of {Ke, Kec} for fuzzification and the scal-
ing gain of {Ku} for defuzzification, in which, the {Ku} is 
used to map the control force from the fuzzy space range 
to practical space range that actuators can work practi-
cally. Similarly, the SkyhookSMC damping coefficient c0 
is required to expand the normalised controller output 
force into a practical range. The thickness of the sliding 
mode boundary layer is given by δ = 28.1569, and the 
slope of the sliding surface λ = 10.6341. Both of δ and λ 
value came from previous passive 2-DOF SA suspension 
system simulation results without control. With different 
simulation results of SkyhookSMC and FLC for the 
2-DOF SA suspension system, all the control methods 
have an effect on the ride comfort enhancement for the 
2-DOF suspension system in the given initial conditions. 

Figure 10 gives the vertical behaviour of body accel-
eration - ride comfort performance. The upper subplot in 
Fig. 10 contains the body acceleration plots for SA sus-
pension with FLC and passive suspension system, the 
FLC has body acceleration reducing effects on the pas-
sive suspension system to some extend, which depends 
on the human experience in FLC’s rule-base. Meanwhile, 
the lower subplot in Figure 10 compares the control ef-
fects of SkyhookSMC and FLC control methods, it 
shows SkyhookSMC has better control effect than the 
FLC on body acceleration reducing. 
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Figure 10.  2-DOF SA suspension system body acceleration response with 

SkyhookSMC vs. FLC control. 

 
Figure 11.  2-DOF SA suspension deformation response with SkyhookSMC vs. FLC control methods. 

Figure 11 shows the relative displacement between 
vehicle sprung mass and unsprung mass - suspension 
deformation, both of the plots in the simulation are 
showing the appearance of better and stable ride comfort. 
In Figure 11 the SkyhookSMC has also smaller suspen-

sion deformation than the FLC and passive suspension 
system, which also provides better ride comfort per-
formance. According to Figure 10 and Figure 11, Sky-
hookSMC can provide better body acceleration and sus-
pension deformation at the same time. 
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Figure 12 shows the tire load of the 2-DOF SA sus-
pension system. In the upper subplot of Figure 12, when 
the FLC taking its effects on the SA system, the tire load 
staying in the same level as the passive suspension sys-
tem. In the lower subplot of Figure 12, the tire load per-
forms smaller and better when SkyhookSMC taking ef-
fects on the 2-DOF SA suspension system than FLC act-
ing on the 2-DOF SA suspension system. 

Figure 13 is the body acceleration amplitude in fre-

quency domain, it shows that all the control methods of 
SkyhookSMC and FLC can reduce at two of the key 
resonance peak points (10 and 101 Hz). It also shows the 
SkyhookSMC has better control effects on 2-DOF SA 
suspension system ride comfort enhancement than tradi-
tional FLC and passive suspension system, but in higher 
frequency range, FLC has better performance than the 
SkyhookSMC to some extent in higher frequency range 
(>101Hz). 

 
Figure 12.  2-DOF SA tire load response with SkyhookSMC vs. FLC control methods.

 
Figure 13.  2-DOF SA suspension system body acceleration response in frequency domain. 
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Figure 14.  2-DOF SA suspension system body response phase plot. 

 
 

 
Figure 15.  Sliding surface switching plot. 

 
The phase plot (body velocity vs. body acceleration) is 

shown in Figure 14 as limit cycles with behaviour for 
2-DOF SA suspension body vertical vibration, the curves 
started from the initial value point of (0,g), and gathered 
to the stable points area around (0,0) in close-wise direc-
tion, clearly, SkyhookSMC controller goes faster from 
the start point to steady status point, which corroborated 
the 2-DOF SA suspension system’s SkyhookSMC con-
trollable steady-state. 

6.  Future Work 
 
The further study on the FLC and SkyhookSMC control 
methods by experimental system for the 2-DOF SA sus-
pension system need to be designed. The further control 
methods will be studied to balance the control ability of 
FLC and SkyhookSMC to make obvious enhancement 
for the 2-DOF SA suspension system ride comfort in 
both time and frequency domain. 
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The parameter settings for the FLC and SkyhookSMC, 
including the SkyhookSMC damping coefficient c0, 
thickness of the sliding mode boundary layer δ, slope of 
the sliding surface λ and FLC scaling gains of {Ke, Kec, 
Ku}, need further consideration because the current 
simulation results come from manual parameter selection 
which based on passive suspension system simulation 
results. In order to enhance the parameter selection proc-
ess and validation, some computational intelligence (CI) 
optimisation tools, such as Genetic Algorithms (GA) and 
Artificial Neural Networks (ANN), could be applied for 
parameter selection for the FLC and SkyhookSMC, this 
can hopefully give some reference sets for parameter 
selection. A GA has been used as an optimisation tool for 
parameter selection of the motorised momentum ex-
change tether system payload transfer from low Earth 
orbit to geostationary Earth orbit, and the GA’s optimisa-
tion ability has therefore been reasonably demonstrated 
[21]. 
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Abstract 
 
Time-cost trade off problem (TCTP), known in the literature as project crashing problem (PCP) and project 
speeding up problem (PSP) is a part of project management in planning phase. In this problem, determining 
the optimal levels of activity durations and activity costs which satisfy the project goal(s), leads to a balance 
between the project completion time and the project total cost. A large amount of literature has studied this 
problem under various behavior of cost function. But, in all of them, influence of discount has not been in-
vestigated. Hence, in this paper, TCTP would be studied considering the influence of discount on the re-
source price, using genetic algorithm (GA). The performance of proposed idea has been tested on a medium 
scale test problem and several computational experiments have been conducted to investigate the appropriate 
levels of proposed GA considering accuracy and computational time. 
 
Keywords: Project Management, PERT Networks, Time Cost Trade off, Genetic Algorithm, Discount 
 
 

1.  Introduction 
 
Time-cost trade off problem (TCTP) is an important part 
of the project management in planning phase. It is a sub 
problem of project scheduling when finding the most 
cost effective way to finish a project within time limit is 
desirable. In the TCTP, the objective is to determine the 
duration of each activity in order to obtain the minimum 
costs of the project. All existing patterns of this problem 
satisfy the objective function through expediting the 
activity durations. In this problem, determining the opti-
mal levels of activity durations and activity costs leads to 
a balance between the project completion time and the 
project total cost. There are some procedures in TCTP 
(e.g. extra resource allocation, improvement in technol-
ogy level, increase in the quality of materials, hiring 
highly skillful human resources, etc.) used for expediting 
the activity durations, according to activity characteris-
tics. These procedures can be summarized to a unique 
cost function corresponding to each activity. 

Herroelen and Leus [1] evaluated some stochastic 

models of the TCTP under two main categories: “The 
stochastic discrete time/cost trade-off problem” and 
“Multi-mode trade-off problem in stochastic networks”. 
In the stochastic TCTP, when objective function of the 
model is related to the time, Bowman [2] presents a 
heuristic algorithm based on simulation technique and 
solves a general project compression problem using the 
derivative estimators. Besides, the application of mathe-
matical programming for the stochastic project crashing 
problem was suggested by Abbasi and Mukattash [3], in 
which activities are assumed to have three time estimates. 
Unfortunately, it seems that the proposed approach has 
been developed for a network with a single path and is 
not applicable for the networks with slight differences in 
the path durations. Arisawa and Elmaghraby [4] sug-
gested the use of fractional linear programming for the 
optimal allocation of resources to the activities in order 
to maximize the reduction in project mean duration per 
unit investment in GERT type networks. A novel re-
source-constrained project scheduling problem has been 
modeled by Golenko and Gonik [5] as a knapsack re-
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source reallocation problem in which a heuristic algo-
rithm has been to determine the optimal amount of re-
sources allocated to the activities and their start times.  

Some authors have investigated the stochastic TCTP 
to minimize the project total costs [6-8]. Gutjahr et al. [9] 
studied the discrete model of this problem by using the 
stochastic branch and bound method to improve the 
probability of meeting project deadline. In their work, 
they assumed that the crashing of activity durations (by 
using additional costs) leads to higher direct costs and 
lower penalty costs. In another research, Mitchell and 
Klastorin [10] have formulated the objective function 
with the direct, indirect, and penalty costs. This study 
presents a Stochastic Compression Project (SCOP) heu-
ristic based on decomposition of PERT networks into the 
serial and parallel subnets. Recently, some researchers 
have considered the multi criteria/objective formulation 
for the stochastic TCTP [11-14]. 

In all of the presented papers, TCTP have investigated 
under various behaviors of the cost function such as 
discrete cost function [5,15-19], linear continuous cost 
function [20-22], nonlinear convex cost function [23,24], 
nonlinear concave cost function [25] and linear piece-
wise cost function [26,27]. But, in all of them, influence 
of discount has not been investigated. In this study, we 
develop a new TCTP based on discount in resource price 
to maximize the project completion probability in a pre-
defined deadline using a limited available budget. In 
order to construct the model we assume that activity 
durations follow the normal distribution and the activity 
mean durations represent the decision variables. In order 
to solve this problem, we organize the genetic algorithm 
(GA) technique. Recently, some researchers use the GA 
in order to solve the project scheduling problems such as 
TCTP [11].  

This paper is organized in the following way. The 
mathematical model is presented in Section 2. Section 3 
describes the structure of the proposed approach, which 
is based on the GA algorithm. The characteristics of a 
large scale numerical example and results of applying the 
proposed approach to that example are presented in Sec-
tion 4. The appropriate levels of GA parameters are in-
vestigated in this section. Finally Section 5 consists of 
concluding remarks. 
 
2.  Mathematical Model 
 
Let be an acyclic Activity on Arrow (( , )G N A AOA ) 

graph with arrow set  and node set , where the 

source and sink node are denoted by

A N

s and t , respectively. 

1 2( , ,..., )mN n n n represents the set of events, 

1 2( , ,..., )nA a a a represents the set of activities in a 

project PERT network with m nodes and n  activities.  
Considered notations are presented as follows: 

( , )i j

ijt

ij

  Activity with i head node and j tail node 

       Random variable of activity (i, j) duration 

      Mean duration of activity (i, j) (decisionvariable) 

ij      Standard deviation of activity (i, j) 

ijCS

ijR

dT
u
ij

    Cost slope of activity (i, j) 

      Amount of allocated resource to activity (i, j) 

       Project completion deadline 


      

Upper limit of mean of ith activity. 
l
ij

      
Lower limit of mean of ith activity. 

M
             Total number of paths. 

Amount of available budget (i, j). 
L

rn

rT

r

      Number of activities which lie on path r. 

       Random variable of path r duration. 

       The mean duration of path r. 

r       The standard deviation of path r. 

      Cumulative distribution function (CDF) ofnormal 

standard distribution.  

Generally, the TCTP is a nonlinear optimization prob-
lem. In order to investigate the effect of discount on this 
problem, we extract the objective function (project com-
pletion probability) and constraints, separately. The ob-
jective function (OF) is concerned with the maximization 
of project completion probability. To construct the OF, 
we can write a single path completion probability ac-
cording to the central limit theorem (CLT), in the follow-
ing way:  
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Equation (1) is related to a single path and can’t im-
prove the total project completion probability. Thus, 
considering all of the paths, the following objective func-
tion is suggested: 
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Two type of restrictions should be modeled in a 
mathematical formulation to ensure the obtained solu-
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Using (4) we can formulate the cost function for activ-
ity  as a mathematical representation, in the following way: ),( ji

tions satisfy the budget limitation and real conditions. 
Each activity can be planned between two maximum and 
minimum limit of its mean duration. Following mathe-
matical representation show this type of constraint: 
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It is assumed that each activity needs a unique type of 
resource. Using this assumption, in order to model the 
budget limitation, we can define the effect of discount on 
resource price in a mathematical representation. For this 
purpose, cost slope (CS) due to various levels of ij is 

presented below:  
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Using (4) and (5), we can formulate the second con-
straint that satisfies budget limitation, in the following 
way: 

model help us to use the available extra budget more 
efficiently, when we could find suppliers with discount 
policies. 

                                                      (6) ( )Cij ij 
3.  Applying Genetic Algorithm 

So, the proposed TCTP can be summarized as a 
nonlinear optimization model, as follows: 

     
Genetic Algorithm (GA) is one of the popular metaheu-
ristic algorithms, which can explore the feasible space 
using computational intelligence inspired from natural 
genetics and evolutionary concepts. It is a search method 
based on random selection policy can be used to solve 
the nonlinear mathematical programs. In this technique, 
an initial population containing several feasible solutions 
(chromosome) is generated randomly. Interesting fact is 
that GA does not need a good initial solution. In this 
procedure, algorithm starts from an initial solution and 
then it would be improved through an evolutionary proc-
ess. After production of initial randomly generated popu-
lation, parents are selected from this primary population 
and produce offspring. Second population is a combina-
tion of parent and offspring. The generation procedure 
has been done using two effective operators, cross over 
and mutation. The crossover is a genetic operator used to 
vary the programming of a chromosome or chromo-
somes from one generation to the next and the mutation 
operator can prevent the premature convergence of a new 
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Subject to: 
 

( ) ,Cij ij  M                                                         (8) 

 
l u Activitiy ij rij ij ij                              (9) 

This is a new formulation of TCTP in PERT networks. 
In order to shorten each activity, some amount of extra 
resources is needed. This amount of resources may be 
provided by external suppliers, who may determine some 
incentive policy such as price discount. Our proposed 
TCTP, models this situation. Using this model, project 
manager can increase confidence level of on-time project 
completion and prevent project delay. Also, proposed  
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generation [28]. Desirability of obtained offspring is 
investigated using fitness function which is concerned 
with objective function and feasibility. The most com-
mon steps for GA follow: 
 

 Generate the initial population 
 Evaluate the fitness of all solutions in popula-

tion 
 Repeat: 

Select parents 
 Apply the cross over and mutation operators to 
produce children 
 Evaluate the fitness of children 
 Establish new population using a combination of 
parents and children 

 Until a satisfactory solution has been obtained 
About the proposed GA for the discount based TCTP, we 
develop the chromosome structure as a simple string of 
decision variables. Indeed, each chromosome repre-
sents ij for all of the activities. Proposed GA algorithm 

steps are presented in the following way: 
 Initial random population is generated using 

uniform random number generator. 
 Fitness of individuals is evaluated. 
 Population is ranked in terms of computed fitness. 
 Parents are selected randomly. 
 Cross over and mutation are applied to produce 

children. 
 Produced offspring are evaluated using fitness 

function. 
 Form the new population using half of the fit-

test parent and half of the fittest children. 
About the fitness function some points should be men-

tioned. In order to evaluate a solution (chromosome), 
two parameter should be investigated, goodness of solu-
tion and meaningfulness of solution. The goodness is 
concerned with objective function (project completion 
probability) and the meaningfulness indicates the feasi-
bility. According to these parameters the fitness function 
can be represented as follows: 

1, 2,...,

Td ij
ij r

Fitness Function Min r Lij
ijij project

ij r



 


  
       
       


 

                                (10) 

In which, the first term represents feasibility and sec-
ond one is concerned with project completion probability. 

ij would be equal to one, if l
ij ij ij

u    & 

and otherwise, indicates zero. ( )Cij ij  M
 
4.  Numerical Example 
 
In order to investigate the performance of the presented 
GA approach for the proposed discount based model of 
stochastic TCTP, a numerical example are described in 
this section. We conducted the proposed approach for the 
large scale example with 15 nodes, 20 independent ac-
tivities and 44 interrelated paths to show that how the 
presented approach optimally improves the project com-
pletion probability. Characteristics of this network are 
presented in Table 2. The objective is to obtain optimal 
allocated budget to the activities in order to improve the 
all path completion probability from a risky value to a 
maximum confident one. It is assumed that the time unit 
is in weeks and the cost is in thousand dollars. According 
to the presented characteristics, initial probability of the 
project completion time at Td =150 which can be com-

uted by using the Central Limit Theorem (CLT) is equal 

to 55%. This value is related to a situation that all activi-
ties are planned in their upper bound of

p

ij . The pro-
posed approach attempts to improve this value to a 
maximum level using the limited available budget in 
order to decrease the risk of project tardiness. It is also 
assumed that the available amount of additional budget 
for this purpose is equal to 10,000 thousand dollars. We 
conducted our analysis of the presented example in two 
steps. In first step we run the developed procedure with 
the random initial values for parameters of the proposed 
GA. Then the obtained results are considered to deter-
mine the efficient values of the parameters in terms of 
the accuracy and computation time. For this purpose we 
developed a computer simulation program based on the 
proposed approach and randomly initial values of GA 
parameters have been considered in primary computa-
tional effort. The obtained simulation results for the con-
sidered example are organized in Table 1. 

To investigate efficiency of the proposed GA ap-
proach, best obtained project completion probability and 
CPU time have been considered. In order to make trade 
off between the accuracy and computation time, we also 
solve the example with the different values of popula-
tion size (k), mutation and cross over probabilities, then  
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Table  1. Characteristics of considered example. 

 

compute thecomputation time and efficiency measure. 
The appropriate levels of these parameters can conduct 
the GA toward optimal solution, directly and therefore, 
the analysis of these parameters is an important aspect of 
the proposed GA approach. Tables 2, 3 and 4 provide the 
behavior of the model results according to different lev-
els of parameters, for presented example. 

According to the simulation results provided by Tables 
2, 3 and 4 the best probability of cross over and mutation 
rates are 0.8 and 0.2, respectively and best values of 
considered criteria (accuracy and CPU time) obtained by 
setting population size at 25-30. In this example the 
project completion probability has been improved from 
55% to 0.79%. 

 
5.  Model Validation 
 
The appropriate levels of the GA parameters have been 
investigated in section 4 to reach the accurate results 
with reasonable computation time. By using this proce-
dure we reach the maximum capabilities of the proposed 
GA approach in terms of accuracy and computational 
time, but these maximum capabilities should be compared 

Table  2. Model results (objective function) for different 
levels of  ( k = 25). cP ,2.0mP

cP  Run 1* Run 2 Run 3 Run 4 
Best 
Obj. 

0.1 0.7390 0.7142 0.6952 0.7202 0.7390

0.2 0.6966 0.6414 0.7157 0.7377 0.7377

0.4 0.7222 0.6197 0.7585 0.6726 0.7585

0.6 0.7247 0.6253 0.7822 0.6792 0.7822

0.8 0.7009 0.6957 0.7951 0.7823 0.7951

* Each runs containing 200 iterations 
 

Table  3. Model results (objective function) for different 

levels of  ( k = 25). mP ,7.0cP

mP Run 1 Run 2 Run 3 Run 4 
Best 
Obj. 

0.1 0.7108 0.7561 0.6970 0.7896 0.7896

0.2 0.6876 0.7857 0.7952 0.7396 0.7952

0.4 0.7185 0.6969 0.7355 0.7291 0.7355

0.6 0.6827 0.6873 0.6269 0.7565 0.7565

0.8 0.7007 0.7067 0.7477 0.6900 0.7477
 

Activity l
ij  

1
ij  

ij  
u
ij  2

ijS  1
ijS  

ijS  ij

1 8.51 12.32 13.29 14.26 201.59 250.00 265.95 0.25

2 11.60 - 14.56 16.70 - 195.25 225.45 0.60

3 9.56 - 10.05 15.09 - 302.70 321.28 0.45

4 12.95 15.29 16.09 17.77 259.30 295.52 305.04 0.15

5 11.72 12.56 14.05 16.79 252.27 265.33 294.37 0.51

6 11.14 13.00 15.25 16.34 257.84 301.04 326.65 0.67

7 10.43 - 12.05 15.77 - 254.05 295.73 0.65

8 13.43 14.59 17.05 18.15 194.51 201.36 254.00 0.41

9 13.03 15.05 16.32 17.83 241.08 259.32 294.21 0.62

10 12.61 - 15.02 17.50 - 201.51 285.54 0.57

11 9.46 10.25 12.98 15.01 199.65 209.21 225.31 0.14

12 13.22 - 16.02 17.99 - 295.84 309.74 0.03

13 12.41 - 17.02 17.34 - 229.74 276.48 0.24

14 11.32 - 15.25 16.48 - 207.97 257.54 0.10

15 10.17 14.52 15.02 15.57 154.95 174.04 198.74 0.58

16 8.58 10.21 14.09 14.32 174.00 198.32 254.13 0.36

17 9.00 - 12.06 14.65 - 205.27 211.37 0.50

18 10.50 11.65 14.21 15.84 298.57 314.45 365.36 0.25

19 9.31 - 14.09 14.89 - 302.12 341.91 0.17

20 9.41 11.64 13.92 14.97 157.37 164.18 187.47 0.63
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Table  4. Model results (computational time, objective function) for different levels of k ( ). 0.7,Pc  0.2Pm 

 

with other standard solutions which are available in the 
literature to validate the solution. Since, this paper is 
the first combination of price discount with the TCTP, 
there isn’t any standard test problem for the proposed 
model, in the published literature. We use the global 
optimum solution obtained by LINGO software to evalu-
ate the performance of proposed approach. Indeed, 
LINGO can handle nonlinear programming problems 
involving both continuous and binary variables and solve 
such problem by generalized reduced gradient (GRG). 

For this purpose a mathematical model based on a sin-
gle path of PERT network has been considered. The 
results of comparing the proposed GA’s best objective 
function (obtained by appropriate levels of GA parame-
ters based on the procedure described in section 4) and 

LINGO’s global optimum for a single path are presented 
in Table 5. 

According to the Table 5, the proposed GA approach 
shows a difference with LINGO’s global optimum with 
the average of 1.84%. Such a little difference can be 
reliable and shows the good performance of proposed 
approach. 
 
6.  Conclusions 
 
In this paper, we proposed a new approach based on 
price discount for TCTP in PERT networks in which 
activity durations follow the normal distribution. The 
main objective of the developed model is to improve the 

 
Table 5. Comparing the proposed GA best objective function and LINGO’s global optimum. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Run 1 Run 2 Run 3 Run 4 
k 

CPU 
time 

Obj. 
Func. 

CPU 
Time 

Obj. Func.
CPU 
Time 

Obj. Func.
CPU 
Time 

Obj. Func. 

CPU Time 
Best 
Obj. 

5 10.40 0.692 11.24 0.642 9.80 0.716 15.59 0.701 10.40 0.716 

10 16.10 0.722 15.92 0.707 25.21 0.757 20.65 0.740 15.92 0.757 

12 17.41 0.710 16.10 0.735 29.51 0.740 23.62 0.727 16.10 0.740 

18 30.60 0.731 29.25 0.765 39.74 0.788 45.41 0.751 29.25 0.788 

25 40.25 0.758 45.62 0.761 54.30 0.780 42.20 0.796 40.25 0.796 

30 51.50 0.793 47.26 0.757 59.20 0.798 65.20 0.795 47.26 0.798 

Problem Limited Budget (M) Proposed GA LINGO Differences (LINGO-GA) % Differences

1 10,000 0.7425 0.7489 0.0064 0.8620 

2 15,000 0.7689 0.7909 0.0220 2.8612 

3 20,000 0.7849 0.7981 0.0132 1.6817 

4 25,000 0.8001 0.8214 0.0213 2.6622 

5 30,000 0.8149 0.8236 0.0087 1.0676 

6 35,000 0.8311 0.8544 0.0233 2.8035 

7 40,000 0.864 0.8764 0.0124 1.4352 

8 60,000 0.9049 0.9171 0.0122 1.3482 

Average     1.8402 % 
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project completion probability from a risky amount to a 
maximum value using limited additional budget. To our 
knowledge, this is the first combination of price discount 
as a supplier’s policy, with the TCTP, in the published 
literature. The presented model determines the optimal 
additional resources should be allocated to activities 
using the genetic algorithm. The GA algorithm has or-
ganized to allocate the available budget to activities. In 
order to illustrate the model efficiency, a computer pro-
gram using MATLAB 7.6.0 was developed and the 
model was tested on a medium scale PERT network. Best 
amount of objective function and CPU time have been 
recorded and efficient levels of GA parameters have been 
investigated through the several computational experi-
ments. In order to validate the GA approach, proposed 
model have been compared with the LINGO’s global 
optimum solution and obtained results showed the good 
performance of the proposed solution approach. 
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Abstract 
 
In this paper, a technical review with recent advances of the microstrip antennas loaded with shorting posts is 
presented. The overall size of the antenna is significantly reduced by a single shorting posts and the effect of 
the various parameters of shorting posts on short-circuit microstrip antenna is also discussed. 
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1.  Introduction 
 
An explosive growth of the wireless radio communica-
tion systems is currently observed in the microwave 
band. In the short range communications or contactless 
identification systems, antennas are key components, 
which must be small, low profile, and with minimal 
processing costs [1-4]. The microstrip patch antennas 
are of great interest for aforementioned mentioned ap-
plications due to their compact structure. The flexibility 
afforded by microstrip antenna technology has led to a 
wide variety of design and techniques. The main limita-
tions of the microstrip antennas are low efficiency and 
narrow impedance bandwidth. The bandwidth of the 
microstrip antenna can be increased using various tech-
niques such as by loading a patch, by using a thicker 
substrate, by reducing the dielectric constant, by using 
gap-coupled multi-resonator etc [3-5]. However, using a 
thicker substrate causes generation of spurious radiation 
and there are some practical problems in decreasing the 
dielectric constant. The spurious radiation degrades the 
antenna parameters. Among various antenna bandwidth 
enhancement configurations, the two gap-coupled circu-
lar microstrip patch antenna is most elegant one. So, 
gap-coupling is the suitable method for enhancing the 
impedance bandwidth of the antennas [6,7]. In the con-
figuration of gap-coupled microstrip antennas method, 
two patches are placed close to each other. The gap-
coupled microstrip antennas generate two resonant fre-

quencies and the bandwidth of the microstrip antennas 
can be increased [6]. 

There exist a wide range of basic microstrip antenna 
shapes such as rectangular, circular and triangular patch 
shapes which are commonly used patches. For these 
patches, operating at their fundamental mode resonant 
frequency, are of the dimension of the patch is about 
half wavelength in dielectric. At lower frequencies the 
size of the microstrip antennas becomes large. In mod-
ern communication systems the compact microstrip 
patch antennas are desirable. There are various tech-
niques to reduce the size of the microstrip antennas. A 
common technique to reduce the overall size of a micro-
strip patch antenna is to terminate one of the radiating 
edges with a short circuit. The short circuit can be in the 
form of a metal clamp or a series of shorting posts [1]. It 
was shown that by changing the number of shorting 
posts and the relative position of these posts, the reso-
nance frequency of the short-circuited microstrip patch 
can be adjusted [2]. In fact, by reducing the number of 
shorting posts the resonance frequency of the modified 
patch can be reduced. Thus for a set resonance frequen-
cies, a significantly smaller element can be achieved 
using this technique compared to conventional micro-
strip patches. Further decrease in size can be obtained by 
loading the basic shapes by shorting post or slots [1,8,9].  

In [10,11], circular microstrip patch antenna with dual 
frequency operation is designed by shorting the patch 
and the results are compared with the conventional cir-
cular microstrip antenna (without a shorting post) which 
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shows that the size of the circular microstrip antenna can 
be reduced for the same frequency application. It is also 
observed that the resonant frequency of the circular 
microstrip antenna with shorting post can be varied by 
varying its location. In [12,13], the technique of shorting 
post is used for dual frequency operation.  
 
2.  Need of Loading with Shorting Post 
 
The trend for technology in recent times is towards 
miniaturization and the demand for more compact and 
robust designs has been growing. The revolution in 
semiconductor manufacturing and device design meth-
odologies has helped to achieve very high data rates 
transmission and compact size. In wireless devices, the 
antenna still remains a matter of concern as regards to its 
size. In some applications, operation at two or more 
discrete bands and an arbitrary separation of bands is 
desired. Further, all bands may be required to have the 
same polarization, radiation pattern and input impedance 
characteristics. Therefore, short circuit microstrip anten-
nas are widely used because the short circuit antenna can 
realize the same resonant frequency, at about half the 
size of the standard microstrip antenna [2]. The shorted 
microstrip antenna is constructed by short-circuiting the 
zero-potential plane of an ordinary microstrip antenna 
excited with a dominant mode. Physically, this short 
circuit may be complete, by wrapping a copper strip 
around the edge of the antenna, or it may be simulated 
by shorting posts. From manufacturing point of view, 
construction of shorting posts is much easier than wrap-
ping a copper strip around the edge of the antenna. 

By loading of the microstrip antenna with shorting 
post, the size of the microstrip antennas can be reduced 
as well as multi-frequency operation, change of polari-
zation etc can be achieved [11,14].  Depending on the 
application, the shorting pin may be located at the edge 
or at the center of the patch.  However, the effect of the 
shorting posts depends on different parameters like the 
number of the posts, the radius of each post and the 
thickness of the microstrip antenna which determines the 
length of the posts. 

Basically, the shorting post is modeled as an induc-
tance parallel to the resonant LC circuit describing a 
reference resonant mode of the unloaded (without short-
ing post) patch. In an equivalent circuit, new resonance 
mode (with shorting post) can be viewed as resulting 
from the inductance (due to shorting post) in series with 
static capacitance of the patch configuration. Larger the 
inductive part smaller will be the resulting resonance 

frequency, that is, the larger will be the degree of minia-
turization achieved for a fixed operating frequency [1]. 
This technique is used to reduce the resonance fre-
quency has been proposed first time by Waterhouse [15] 
and has been demonstrated on a variety of different 
patch shapes [16]. Microstrip antennas were miniatur-
ized by using shorting post in [1,17]. As shown in [15], 
the maximum reduction in physical size can be achieved 
if a single shorting post is used. Here the radius of circu-
lar patch was reduced by a factor of three, making the 
antenna size suited for compact communication systems. 
In [10], circular microstrip antenna with dual frequency 
operation is designed by shorting the patch. The results 
are compared with the conventional circular microstrip 
antenna (without a shorting pin). In [11], a rectangular 
microstrip antenna with dual frequency operation is 
designed by shorting the patch.  It is observed that the 
size of the antenna can be reduced by shorting the patch 
at its edge. 
 
3.  Shorting Post Loaded Microstrip Patch 

Antennas for Various Applications 
 
For lower frequencies, the size of the microstrip antenna 
is large. So, reduction in the size of the antenna is de-
sired. The size of the antenna can be reduced by using 
microstrip antennas the size of the antenna can be re-
duced. The microstrip antennas loaded with shorting 
post for various applications are discussed as follows: 
 
3.1.  Circular Microstrip Antennas  

Loaded with Shorting Post 

In [8], the rectangular and the circular microstrip anten-
nas are loaded with shorting pin/post. The rectangular 
and circular microstrip antennas loaded with shorting 
post are shown in Figure 1(a) and Figure 1(b) respec-
tively. The antennas are fed by probe feeding. The sizes 
of the antennas are reduced and the antennas are de-
signed for mobile communication handsets. 

In [1], an analytical theory for the eigenfrequencies 
and eigenmodes of shorting post loaded microstrip an-
tennas is presented. It is shown that the zero mode of the 
unloaded MSA plays a central role for reducing the 
lowest operating frequency of the loaded microstrip 
antenna. For a circular patch loaded with single post, it 
was shown that a larger shorting post radii lead to 
stronger suppression of the inductive part of the short-
ing-post impedance and, therefore, resonates at higher 
resonant frequencies. The lowest values for the resonant 
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frequency are obtained when positioning the shorting 
post at the edge of the patch. In general, the resonant 
frequencies obtainable from a loaded circular patch are 
larger than those of a rectangular patch of equal cross 
section. It is also seen that the sensitivity of the reso-
nance frequency against variations of the shorting-post 
position of the circular patch is stronger than in the rec-
tangular patch.   
 
3.2.  Rectangular Microstrip Antennas  

Loaded with Shorting Post 
 
In [11], the rectangular microstrip antenna is loaded with 
shorting post at the center line of the patch as shown in 
Figure 2. This type of loading produces two lowest 
resonant frequencies with the same polarization. The 
size reduction of the antenna at the lowest frequency is 
roughly 2.6. 
 

 
(a)  

 

 
(b) 

Figure 1. (a) Rectangular microstrip antennas loaded with 
shorting post, (b) circular microstrip antennas loaded with 
shorting post. 

A dual frequency compact antenna capable of receiv-
ing both linearly and circularly polarized radiation has 
been reported in [18]. It generates linear polarization at 
the lower frequency and circular polarization at the up-
per frequency. It consists of a square patch with two 
symmetrical shorting pins. A reduction factor of 5 in 
area has been achieved at the lower frequency end.  

 
3.3.  Triangular Microstrip Antennas  

Loaded with Shorting Post 

In [19] equilateral and 30o-60o-90o triangular micro-
strip antennas are shorted along the zero field to reduce 
the size of the antennas. The equilateral and 30o-60o-
90o triangular microstrip antennas loaded with shorting 
post is shown in Figure3. These equilateral and 30o-60o-
90o triangular microstrip antennas yield shorted 60 and 
30o sectoral microstrip antennas, respectively and result 
in area reduction by factors of 2.5 and 5 respectively. 
 
3.4.  Pin Shorted Microstrip Antenna for 

Mobile Communication 

In [20], pin shorted rectangular antenna is designed for 
mobile communication applications as shown in Figure4. 
The desired resonant frequency is obtained by shorting 
the patch. The designing is performed by simulation 
using Method-of-moments based software (IE3D).  The 
shorting pin diameter as well as location of pin is varied 
and the antenna is made for mobile communication. 

In [21], the size of the gap-coupled microstrip anten-
nas is miniaturized using shorting post. The fed patch is 
loaded and the gap-coupled microstrip antennas produce 
triple frequency operation. The mutual coupling and 
input impedance of the gap-coupled circular microstrip 
antennas loaded with shorting post can be controlled by 
changing the diameter of shorting post [22-24]. In [25], 

 

 

Figure 2. Rectangular microstrip antenna loaded with 
shorting post at the center line. 
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using shorting pin and multi-layer dielectric concept, a 
broadband and small antenna is designed. The designed 
antenna can be used in communication systems. In 
[12,13], the microstrip antennas are loaded with shorting 
post and the antennas are designed for dual frequency 
operation. 
 
4.  Conclusions 
 
The size of the microstrip antennas can be reduced by 
using the concept of loading a microstrip antenna with 
shorting posts. For multi-frequency applications shorting 
posts loaded microstrip antenna can be used. A review 
of shorting post loaded microstrip antenna as well as 
need of the shorting post loaded microstrip antenna is 
presented. The different types of shorting post loaded 
microstrip antennas can be used for different applica-
tions. 
 

 
(a) 

 

 
(b) 

Figure 3. Triangular microstrip antennas loaded with 
shorting post, (a) Equilateral, (b) 30o-60o-90o. 

 

Figure 4. Pin shorted microstrip antenna for mobile com-
munications. 
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Abstract 
 
This paper presents a novel approach based on differential evolution for short-term combined economic 
emission hydrothermal scheduling, which is formulated as a bi-objective problem: 1) minimizing fuel cost 
and 2) minimizing emission cost. A penalty factor approach is employed to convert the bi-objective problem 
into a single objective one. In the proposed approach, heuristic rules are proposed to handle water dynamic 
balance constraints and heuristic strategies based on priority list are employed to repair active power balance 
constraints violations. A feasibility-based selection technique is also devised to handle the reservoir storage 
volumes constraints. The feasibility and effectiveness of the proposed approach are demonstrated and the test 
results are compared with those of other methods reported in the literature. Numerical experiments show that 
the proposed method can obtain better-quality solutions with higher precision than any other optimization 
methods. Hence, the proposed method can well be extended for solving the large-scale hydrothermal sched-
uling. 
 
Keywords: Hydrothermal Power Systems, Economic Load Scheduling, Combined Economic Emission 
Scheduling, Differential Evolution 
 
 

1.  Introduction 
 
One of the major problems existing today on electric 
power systems is the optimum scheduling of hydrother-
mal plants. Short-term hydrothermal scheduling is a 
daily planning task in power systems and its main objec-
tive is to minimize the total operational cost subjected to 
a variety of constraints of hydraulic and power system 
network. As the source for hydropower is the natural 
water resources, the operational cost of hydroelectric 
plants is insignificant. Thus, the objective of minimizing 
the operational cost of a hydrothermal system essentially 
reduces to minimize the fuel cost of thermal plants over a 
scheduling horizon while satisfying various constraints. 
Due to increasing concern over atmospheric pollution, 
harmful emission produced by the thermal units must be 
minimized simultaneously. So a revised economic power 

dispatch program considering both the fuel cost and 
emission is required. But minimizing pollution may lead 
to an increase in generation cost and vice versa. 

The importance of the generation scheduling problem 
of hydrothermal systems is well recognized. Therefore, 
many methods have been devised to solve this difficult 
optimization problem for several decades. Some of these 
methods are dynamic programming methodology [1], 
linear programming [2], and decomposition techniques 
[3]. Recently, aside from the above methods, optimal 
hydrothermal scheduling problems have been solved by 
meta-heuristic approaches such as genetic algorithm 
[4-6], cultural algorithm [7] and particle swarm optimi-
zation [8] etc. Various heuristic methods such as heuristic 
search technique [9], fuzzy satisfying evolutionary pro-
gramming procedures [10] and fuzzy decision-making 
stochastic technique [11] have been applied to solve 
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multi-objective short-term hydrothermal scheduling 
problems. Because these meta-heuristic optimization 
methods are able to provide higher quality solutions, they 
have received more interest. One of these meta-heuristic 
optimization methods is differential evolution (DE) [13]. 

A new optimization method known as DE, which is a 
stochastic search algorithm based on population coopera-
tion and competition of individuals, has gradually be-
come more popular and has been successfully applied to 
solve optimization problems particularly involving 
non-smooth objective function. DE combines the simple 
arithmetic operators with the classical evolution opera-
tors of crossover, mutation and selection to evolve from a 
randomly generated population to a final solution. The 
DE algorithm has been applied to various fields of power 
system optimization such as dynamic economic dispatch 
with valve-point effects [14], hydrothermal scheduling 
[15], economic dispatch with non-smooth and 
non-convex cost functions [16], optimal reactive power 
planning in large-scale distribution system [17], and 
economic dispatch problem [18]. 

This work presents a novel approach based on differ-
ential evolution to solve short-term combined economic 
emission scheduling of cascaded hydrothermal systems. 
Moreover, heuristic rules are proposed to handle the 
water dynamic balance constraints and heuristic strate-
gies based on priority list are employed to handle active 
power balance constraints. At the same time, a feasibil-
ity-based selection technique is devised to handle the 
reservoir storage volumes constraints. The results ob-
tained with the proposed approach were analyzed and 
compared with the results of the differential evolution 
[12] and interactive fuzzy satisfying method based on 
evolutionary programming [10] reported in the literature. 

The remainder of the paper is organized as follows. 
The formulation of the short-term combined economic 
emission scheduling of hydrothermal power systems 
with cascaded reservoirs is introduced in Section 2, while 
Section 3 explains the classical DE. Section 4 describes 
the implementation of the proposed method for solving 
the short-term hydrothermal scheduling and outlines 
heuristic strategies to handle water dynamic balance 
constraints and active power balance constraints. Section 
5 presents the optimization results for the short-term 
hydrothermal power systems scheduling. Lastly, section 
6 draws the conclusions. 
 
2.  Problem Formulation 
 
The hydrothermal scheduling problem combined eco-
nomic emission scheduling is formulated as a bi-objec- 
tive optimization problem. It is concerned with the at-
tempt to minimize the fuel cost and as well as the emis-
sion of thermal units, while making full use of the avail-
ability of hydro-resources as much as possible. In the  
formulation of the hydrothermal scheduling problem, the 

following objectives and constraints must be taken into 
account and the equality and inequality constraints must 
simultaneously be satisfied. 
 
2.1. Notations 
 
In order to formulate the hydrothermal scheduling prob-
lem mathematically, the following notations is intro-
duced first: 

 v
it sitf P  fuel cost of thermal plant  including valve 

point loading 

i

 v
it site P  emission of thermal plant i  including valve 

point loading 
, ,si si sia b c ,si sie f  coefficients of thermal generating 

plant  i
,, , ,si si si si si    

i
T

 emission coefficients of thermal 

plant  
 total time intervals over scheduling horizon 

sN ,  number of thermal and hydro plants respec-
tively 

hN

hjtP  power generation of hydro generating plant j  

at time interval  t
sitP  power generation of thermal generating un t i  

at time interval 
i

t  

DtP  power demand at time interval t  

LtP  total transmission loss at time interval t 

1 2 3 4 5 6, , , , ,j j j j jC C C C C C j  power generation coeffi-

cients of hydro plant j  

hjtV  storage volume of reservoir j at time interval   t

hjtQ  water discharge rate of the j th reservoir at 

time . t
min

siP   minimum and maximum power genera-

tion by thermal plant  

max
siP

i
min

siP max
siP  minimum and maximum power generation 

by hydro plant j  
min ,hjV V max

hj  minimum and maximum storage volumes 

of reservoir j  

hjtI j at time interval    inflow of hydro reservoir t

hjtS  spillage discharge rate of hydro plant j at time 

interval  t
mj  water transport delay from reservoir tom j  

ujR  number of upstream hydro generating plants di-

rectly above reservoir j  

G   current iteration generation 

pN  number of the parameter vectors 

 
2.2.  Objective Functions  
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l 
generating unit with valve-point effects is considered.  

2.2.1.  Economic Scheduling 
In this paper, non-smooth fuel cost function of therma

    2 minsinv
it sit si si sit si sit si si si sitf P a b P c P e f P P             

 m f

(1) 

For a given hydrothermal system, the problem may be 
described as inimization o  total fuel cost associated to 
the on-line N  units for T  intervals in the given time 
horizon as defined by Equation (2) under a set of operat-
ing constraints as follows: 

P         (2) 

 the sum of a quadratic and an 
exponential function.  

 amount of emis-
sion release defined by Equation(4) as 

           (4) 

.3.  Constraints 

 follow-
in ultaneously. 

Active power balance constraint 

     (5) 

ervoir water head, which can be 
expressed as follows: 

 min [ ]
sNT

v
it sit

i

F f


   
1 1t

2.2.2.  Emission Scheduling 
In this study, the amount of emission from each genera-
tor can be described as

   expt sit si si sit si sit si si sit    (3) 

The economic emission scheduling problem can be 
expressed as the minimization of total

2v
ie P P P P           

 
1 1

[ ]
sNT

v
it sit

t i

E e P
 

   

 
2
 
While minimizing the above two objectives, the

g constraints must be satisfied sim

1 1i j 

The hydroelectric generation is a function of water 
discharge rate and res

0
s hN N

sit hjt Dt LtP P P P      

2 2
1 2 3 4 5hjt j hjt j hjt j hjt hjt j hjt j hjt 6 jP C V C Q C V Q C V C Q           C     

(6) 

Generation limits constraint

      (8) 

1) Reservoir storage volume

                  (9) 

2) Discharge rates limit 

          (10) 

3) Water dynamic balance constraints  



s 
min max

si sit siP P P                     (7) 

min max
hj hjt hjP P P               

s constraints 
min max

hjV V V hj hjt

min max
hj hjt hjQ Q Q         

 , 1 , ,
1

uj

mj mj

R

hjt hj t hjt hjt hjt hm t hm t
m

V V I Q S Q S  


       

              (11) 
 
3.  Overview of Differential Evolution  

Algorithm 
 
As a population-based and stochastic global optimizer, 
differential evolution (DE) is one of the latest evolution-
ary optimization methods proposed by Storn and Price 
[13]. In a DE algorithm, candidate solutions are ran-
domly generated and evolved to final individual solution 
by simple technique combining simple arithmetic opera-
tors with the classical events of mutation, crossover and 
selection. One of the most frequently used mutation 
strategies, named “DE/rand/1/bin”, will be employed in 
this paper. 
 
3.1. Mutation Operation 
 
The essential ingredient in the mutation operation is the 
vector difference. For each target vector , 
the weighted difference between two randomly selected 
vectors 

 1,2, ,G
i pX i N 

G
lX and G

mX  is added to a third randomly se-

lected vector G
kX  to generate a mutated vector  

using the following equation. 

G
iV

G G G G
i k l mV X F X X              (12) 

where G
kX , G

lX and G
mX are randomly selected vectors and 

i k l m   ; The mutation factor is a user cho-
sen parameter to control the amplification of the difference 
between two individuals so as to avoid search stagnation. 

0F 

 
3.2 Crossover Operation 
 
Following the mutation phase, the crossover operation is 
performed in order to increase the diversity in the 
searching process.  

   ,

,

,

G
i j jG

i j G
i j

V if CR or j q
U

X otherwise

   


     (13) 

where  0,1j  , generated anew for each value of j , is 
a uniformly distributed random number. The crossover 
factor  0,1CR

,G G
i j i j

 controls the diversity of the popula-

tion. , ,X V

G

and ,  are the th parameter of the 

th target vector, mutant vector and trial vector at gen-
eration , respectively. 

G
i jU j

i

3.3.  Selection Operation 
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Thereafter, a selection operator is applied to compare the 
fitness function value of two competing vectors, namely, 
target and trial vectors to determine who can survive for 
the next generation. 

  1

G G
i iG

i
G
i

U if f U f X
X

X otherwise


  


G
i

      (14) 

where denotes the fitness function under optimization 

(minimization).  

f

 
4.  Implementation of the Proposed Method  

for Solving the Short-Term Hydrothermal 
Scheduling 

 
In this section, the procedures for solving short-term 
scheduling problem of hydrothermal power system are 
described in details. Especially, heuristic strategies will 
be given to handle constraints of hydrothermal schedul-
ing problem. The process of the proposed method for 
solving hydrothermal scheduling can be summarized as 
follows. 

 
4.1. Structure of Parameter Solution Vector 
 
The structure of a solution for hydrothermal scheduling 
problem is composed of a set of decision variables which 
represent the discharge rate of the each hydro plant and 
the power generated by each thermal unit over the 
scheduling horizon. 

11 21 1 11 21 1

12 22 2 12 22 2

1 2 1 2

h s

h s

h s

h h hN s s sN

h h hN s s sN

k

h T h T hN T s T s T sN T

Q Q Q P P P

Q Q Q P P P
P

Q Q Q P P P

 
 
   
 
  

 

 

       

 

 

          (15) 

The elements and hjtQ sitP  sitP ( 1, 2 , ;hj N  i   

1, 2, , sN ) are subjected to the water discharge rate and 

the thermal generating capacity constraints as depicted in 
Equation. (10) and (7), respectively. The water discharge 
rate of the j th hydro plant in the dependent interval 

must satisfy the water dynamic balance constraints in 
Equation (11). 
 
4.2. Initialization Parameter Vectors 
 
During the initialization process, the candidate solution 

of each parameter vector  1,2, ,k pX k  

 min max min
hjt hj q hj hjQ Q r Q Q             (16) 

 min max min
sit si s si siP P r P P              (17) 

where and are the random numbers uniformly dis-

tributed in 
qr sr

 0,1 .  

 
4.3.  Combined Economic and Emission  

Scheduling 
 

The short-term combined economic emission scheduling 
of hydrothermal power systems with cascaded reservoirs 
is a bi-objective problem with the attempt to minimize 
simultaneously fuel cost and emission of thermal plants. 
The bi-objective optimization problem can be trans-
formed into a single objective one by introducing price 
penalty factors . For more details, see Ref. th [12]. 
 
4.4.  Solution Modification 
 
New values of water discharge rate  and power 

generation 
, 1hj tQ 

, 1si tP  are generated through mutation and 

crossover operation according to Equations (12) and (13), 
respectively. The new values are not always guaranteed 
to satisfy the constraints Equations (10) and (7), respec-
tively. If any value violating its constraint is modified in 
the following way: 

min min
, 1

min max
, 1 , 1 , 1

max max
, 1

hj hj t hj

hj t hj t hj hj t hj

hj hj t hj

Q if Q Q

Q Q if Q Q Q

Q if Q Q



  



 
 








      (18) 

min min
, 1

min max
, 1 , 1 , 1

max max
, 1

si si t si

si t si t si si t si

si si t si

P if P P

P P if P P P

P if P P



  



 
 




       (19) 

 
4.5.  Heuristic Strategies to Handle Equality 

Constraints 
 
4.5.1.  Handling Water Dynamic Balance Constraints  
To meet exactly the restrictions on the initial and final 
reservoir storage, the water discharge rate of the th 
hydro plant in the dependent interval d is then calcu-
lated using Equation(21). The dependent water discharge 
rate must satisfy the constraints in Equation (10). As-
suming the spillage in Equation (11) to be zero for sim-
plicity, the water dynamic balance constraints are 

j

N  is ran-

domly initialized within the feasible range as follows:  0 ,
1 1 1 1

uj

mj

RT T T

hj hjT hjt hm t hjt
t t m t

V V Q Q I
   

            (20) 
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where is the initial storage volume of reservoir ; 

 is the final storage volume of reservoir . The pro-

cedures for repairing the water dynamic balance viola-
tions in hydrothermal scheduling are as follows: 

0hjV j

hjTV j

Step 1: Set .  1j 

Step 2: Randomly choose a time interval as a de-
pendent interval and set

d
1count  . 

Step 3: In order to meet equality constraint in Equation 
(11), the water discharge rate of the j th hydro plant 

 in the dependent interval  is then calculated by hjdQ d

 ,
1 1 1 1

uj

mj

RT T T

hjd hjo hjT hjt hm t hjt
t t m t
t d

Q V V Q Q I
   


        (21) 

If the computed doesn’t violate the constraints in 

Equation (10) then go to step 7; otherwise go to the next 
step 

hjdQ

Step 4: Change  using Equation(18). hjdQ

Step 5: A new random time interval  is chosen en-
suring that it is not repeatedly selected 
and . 

d

1count count 
Step 6: If cou , then go to step 3; otherwise go to 

next step. 
nt T

Step 7: if , then go to step 2; other-

wise go to next step. 

1,j j  hj N

Step 8: The modification process is terminated. 
 
4.5.2. Handling Active Power Balance  

Constraints  
The power balance equality constraints in Equation(5) 
still remain to be resolved after the water dynamic bal-
ance constraints are preserved. The heuristic strategy 
based on priority list is proposed for handling the power 
balance constraints. In this paper, priority list is created 
according to each thermal plant parameter. When the 
thermal plant is at its maximum output power, the aver-
age full-load cost it of thermal plant  at time interval 

 is defined by 

i
t

   max max
1 2

max

v v
it si t it si

it
si

f P h e P

P

 


   
      (22) 

where is price penalty factor at time interval , th t

1 and 2  are the weight factors. The detail procedures 

for handling active power balance constraints are as 
follows: 

Step 1: Calculate the average full-load cost it using 

Equation(22) at time interval t . Arrange them in ascend-

ing order of it  to obtain a priority list .  PL t

Step 2: Set . 1t 
Step 3: Set .    _temp PL t PL t

Step 4: The amount of active power balance violation 
at time interval t is calculated 

by
1 1

1 (
s hN N

t )sit hjt
i j

t P P P
 

      DtP . In this paper the 

power loss is not considered for simplicity. 
Step 5: If 0tP 

0t

, go to Step 14; if , go to 

Step 6; if

0tP 
P  , go to Step 10. 

Step 6: Set 1m  . 

Step 7: Set power of the generator unit with highest k

it in  _temp PL t

k temp

 to be .Then delete ther-

mal unit  from . 

mint
k skP P

 t_ PL

Step 8: Calculate the total power t
sumP

t

 generated by 

all thermal units at time interval t . If
1

hN

sumP hjt Dt
j

P


 

)t

P , 

set  and go to step 14; 

otherwise set . 

min

1

(
hN

t
k si hjt Dt m

j

P P P P


   
mint

k skP P

suP

Step 9 : 1m m  . If sm N , then go to Step 7; oth-

erwise go to Step 14 
Step 10: Set 1m  . 

Step 11: Set power of the generator unit k with low-

itest  in  t  to be .Then delete 

thermal unit  from . 

_temp PL

k temp

 maxt
k skP P

 t
t

_ PL

Step 12: Calculate the total power sumP

t

 generated by 

all thermal units at time interval t . If
1

hN

sumP hjt Dt
j

P


 

)

P , 

set  and go to step 14; 

otherwise set . 

max

1

(
hN

k si hjt Dt m
j

P P P P


  
maxt

k skP P

t t
suP

Step 13: 1m m   .If sm N , then go to Step 11; 

otherwise go to Step 14. 
Step 14: 1t t  .If t T , then go to Step 3; otherwise 

go to Step 15. 
Step 15: The modification process is terminated. 

 
4.6. Selection Based Technique for Handling 

Reservoir Storage Volumes Constraints 
 
In this work, the feasibility-based selection rules are 
applied to the proposed approach for handling the ine-
quality constraints of reservoir storage volumes con-
straints. The procedures for repairing the reservoir stor-
age volumes constraints are as follows: 

Step 1: The overall reservoir storage volumes con-
straints violation of solution x  is , which is 

defined as 

 CV x
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and erro t system: 

   max min

1 1

max 0, ,
hNT

hjt hj hj hjt
t j

CV x V V V V
 

      (23) 

Step 2: (1) If both parameter vectors are feasible, then 
the one with the better fitness value wins. (2) Otherwise, 
if both parameter vectors are infeasible, then the one 
with the less value of  wins. (3) Otherwise, the 

feasible parameter vectors always wins. 
 CV x

 
5.  Simulation Results 
 
In this section, a test system consisting of a multi-chain 
cascade of four hydro units and three thermal units is 
studied to demonstrate the feasibility and effectiveness of 
the proposed method for solving short-term hydrother-
mal scheduling with cascaded reservoirs. The entire 
scheduling period is chosen as one day with 24 intervals 
of 1 hour each. The load demand of the system, hydro 
and thermal unit coefficients, reservoir inflows and res-
ervoir limits are taken from the literature [10].  

In order to compare with Ref. [12], the parameters for 
population size and maximum number of generations 
allowed are set as follows: , maximum number 

of iterations , respectively. Before pro-
ceeding to the simulated calculation, careful selection of 
mutation and crossover factor is important to produce a 

competent result. The following values for mutation and 
crossover factor were selected by parameter setting 
through trial r for the present tes  mu-
tation factor 0.44F

70pN 

400Maxiter 

 , crossover factor 0.85CR  . Un-
der the chosen parameters, it has been found to provide 
optimum results. The proposed approach is performed 10 
tri

s for f between fuel cost ission 
cost. 

als for different cases of hydrothermal scheduling. 
According to [12], the total cost can be presented as 

follow  a trade of and em

  1 2 sit tTC F P h E    sitP         (24) 

where 1 and 2  are the weight factors.  
The results of proposed method for obtaining com-

ic emission scheduling (CEES, 

1 1
bined econom
  and 2 1  ) so tion are illustrated as follows. In 
this case, the values it

lu
 of thermal unit 1, 2 and 3 at time 

intervals 1, 2, 3, 4, 5, 6, 24 are 4.8695, 6.2728 and 
13.2897, while at other time intervals they 1634, 
11.8597 and 31.3219. But the priority list is 1,2,3  over 
the entire scheduling horizon. The thermal unit 1 with the 
lowest it

 are 7.

  will have the highest priority to be dis-
patched more generation power. The optimal hydrother-
mal generation schedule for CEES is shown in Figure 1 
and the optimal hourly water discharge rate obtained by 
the proposed method for CEES is presented in Figure 2.  

 
Figure 1. Hydrothermal generation (MW) schedule for CEES. 
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Figure 2. Hourly hydro plant discharge ( ) for CEES. 3m

 
Figure 3. Reservoir storage volumes for CEES. 
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The trajectories of reservoir storage volumes for CEES 

are shown in Figure 3. Table 1 shows that using the pro-
posed method optimal fuel cost is found to be $44265.00, 
while amount emission is found to be 18060.00 lb.  

In Table 1, the optimal solutions of the fuel cost and 
emission cost for economic load scheduling (ELS, 

1 1  and 2 0  ), economic emission scheduling (EES, 

1 0  and 2 1 th  ) and CEES obtained from the pro-
posed approach have been compared with those of DE 
[12]. From the results it is quite evident that the proposed 
method provides better solutions for short-term com-
bined economic emission hydrothermal scheduling with 
cascaded hydro reservoirs. Table 2 presents the best, 
worst and mean value of fuel cost and emission of CEES 
obtained by differential evolution without priority list, 
particle swarm optimization without priority list and the 
proposed approach. From the analysis of results in Table 2, 
it can be seen that the proposed approach can produce 
valuable trade off solutions for CEES. It also shows that 
the two objectives of minimizing the fuel cost and emis-
sion cost are of conflicting nature, that is to say, mini-
mizing pollution increases fuel cost and vice versa. From 
the results of CEES, it clearly sees that with some com-
promise in fuel cost, it is possible to obtain huge reduc-
tion in emission. 

It can be seen clearly from Table 1 that the proposed 
method yields much better results in terms of fuel cost, 
the amount of emission than known optimization meth-
ods reported in the literature. It is also very important to 
note that compared with the results of fuzzy satisfying 
[10] the better results from [12] are obtained based on 
violating the constraints of the test system, such as the 
results of Table 1, Table 3 and Table 5 in Ref. [12], from 
which it is clearly shown that the power generation of 
thermal unit 1sP violates its constraint which 
is 1 at some time intervals. However, in this 
study we obtain even better results while strictly satisfy-
ing all constraints of the test system. 

20 175sP 

 
6.  Conclusions 
 
In this paper, a novel approach in combination with 
novel equality constraint handling techniques has been 
successfully introduced to solve hydrothermal scheduling 
with non-smooth fuel and emission cost functions. The 
major advantages of this novel method are as follows: 1) 
In order to handle constraints effectively, heuristic rules 
are proposed to handle water dynamic balance con-
straints and heuristic strategies based on priority list are 
employed to handle active power balance constraints; 2) 

The feasibility-based selection rules are developed to 
handle the reservoir storage volumes constraints. Addi-
tionally, the improved heuristic strategies can be simply 
incorporated into differential evolution. Hence the pro-
posed method does not require the use of penalty func-
tions and explores the optimum solution at a relatively 
lesser computational effort. Numerical experiments show 
that the proposed method can obtain better-quality solu-
tions with higher precision than any other optimization 
methods reported in the literature. Hence, the proposed 
method can well be extended for solving the large-scale 
hydrothermal scheduling. 
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Table 1. Comparison of cost for ELS, EES and CEES by 
proposed method and DE. 

  

  
Fuel cost 

($) 
Emission 

(lb)

ELS 42766.00 31002.00

EES 46066.00 17655.00The proposed method 

CEES 44265.00 18060.00

ELS 43500.00 21092.00

EES 51449.00 18257.00Differential evolution (DE) 

CEES 44914.00 19615.00

Table 2. Comparison of cost of CEES by  
proposed method, DE and PSO. 

  
Best 
Value 

Worst 
Value

Mean 
Value

Fuel cost($) 44265 45258 44622
The proposed 

method 
Emission(lb) 17797 18255 18069

Fuel cost($) 47999 48792 48390Differential 
evolution without 

priority list Emission(lb) 17076 17716 17362

Fuel cost($) 45670 46895 46530
PSO without 
priority list 

Emission(lb) 16980 17807 17295
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