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Abstract 
 
Self-encoded spread spectrum (SESS) is a unique realization of random spread spectrum. SESS eliminates 
the need for the traditional transmitting and receiving PN code generators. Instead, the time varying, random 
spreading sequence is obtained from the data source. Cooperative diversity (CD) has been attracting increas-
ing attention as a novel and promising diversity technique. This paper analyzes the cooperative SESS for 
Amplify and Forward CD links in Rayleigh channels. The results show that our cooperative SESS improves 
the system performance significantly over MRC-based cooperative systems. 
 
Keywords: Cooperative Diversity, Spread Spectrum, Maximum Ratio Combiner 
 
 

1.  Introduction 
 
Cooperative diversity receives increasing attention as a 
diversity enabler, whereby several partner terminals 
around a given mobile terminal form a distributed coop-
erative network and transmit information collaboratively 
[1]. The advantages of CD are similar to existing diver-
sity technique like MIMO to combat the detrimental ef-
fects of multipath fading. Sendonaris [2,3] has proposed 
a user cooperation model that achieved an increase in 
capacity. As spread spectrum can effectively deal with 
multipath fading, direct-sequence spread spectrum 
transmissions have been considered for implementing a 
novel spectrally efficient cooperative protocol [4]. SESS 
is a unique random spread spectrum that eliminates the 
need for traditional transmit and receive PN code gen-
erators [5]. In this paper, we consider SESS cooperative 
diversity (SESS-CD) communication over fading chan-
nels and analyze its performance in fading channels. Ex-
pressions for the average bit error rate (BER) are derived 
and the result is compared with the repetition scheme 
with maximum ratio combiner (MRC). The mobile radio 
channel suffers from multipath fading, implying that, 
within the duration of any given call, mobile users could 
experience severe variations in signal attenuation. Spread 
spectrum and diversity are methods for combating the 

detrimental effects of fading. Iterative detection with 
SESS-CD receiver is shown to achieve remarkable per-
formance improvement reducing the BER significantly. 
SESS-CD with iterative detection provides both tempo-
ral and spatial diversity while MRC exploits only spatial 
diversity gain. 

In Section 2, we describe the system model. Section 3 
analyzes the performance of SESS-CD and MRC. The 
analytical and simulation results based on SESS-CD 
schemes are presented in Section 4. The conclusion fol-
lows in Section 5. 
 
2.  System Model 
 
Consider the cooperative network where information is 
communicated between a source (S=R1) and a destination 
(D=R0) over a complex channel with fading parameter f10. 
Two relay nodes, R2 and R3, are willing to cooperate to 
provide repeated signals through the complex channels 
with flat fading channel parameters (f12, f13) from (S) to 
(R2, R3), and (f20, f30) from (R2, R3) to (D), respectively. 
Without loss of generality, we assume the relays and 
destination have the same additive white Gaussian noise 
(AWGN) power. We also assume that the values of ran-
dom variables, f10, f12, f13, f20 and f30 have been deter-

ined at the receiver ends by training. We consider the m 
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Figure 1. Cooperative self-encoded spread spectrum structure. 
 
Amplify and Forward (AF) model with a constant aver-
age power. The basic idea in our proposed spatially co-
operative spread spectrum is to implement SESS across a 
cooperative relay network. Figure 1 shows the block 
diagram of SESS-CD system. At the transmitter, the de-
lay registers are constantly updated from N-tap serial 
delay of the data to generate the spreading sequence of 
length N. The current bit is spread by the time varying N 
chip sequence that has been obtained from the previous 
N data bits [6]. The SESS data bit will be transmitted 
through the direct and relay paths simultaneously with 
different fading coefficients as shown in Figure 1. The 
self-encoding operation at the transmitter is reversed at 
the receiver. The recovered data are fed back to the N-tap 
delay registers that provide an estimate of the transmitter 
spreading code required for signal de-spreading. The 
SESS-CD receiver employs iteration decision. The re-
ceiver thus exploits the additional time diversity as well 
as the spatial diversity inherent in relay systems. The 
transmitted signal can be expressed as: 

x=diSi                      (1) 

where di and Si are the data bit and the SESS spreading 
sequence, respectively, during i-th bit duration. In MRC 
scheme, x is a simple data bit. Let the fading amplitude 
be fij with the corresponding mean of Kij. Then, the re-
ceived signals can be expressed as: 

1101 nxfy                 (2) 

2 20 2 12 2( )ry f A f x n n2                  (3) 

3 30 3 13 3( )ry f A f x n n3                 (4) 

where nri is the noise at the relay, and ni is the noise at 
the destination. nri and ni are statistically independent 
Gaussian noise which is distributed as , where 

we assume the same noise power  at relays and the 

destination. A2 and A3 are amplification factors to main-
tain constant average power output of the relays: 

),0( 2
0N
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Then, the output of the decorrelator at the receiver is 
given by 
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where  is the recovered spreading sequences at the 

receiver, which may be different from Si due to detection 
errors. 

*
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for fading and noise power: 
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We can write SESS signals as 
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(8) 
where di are the data bits delayed to form the SESS 
spreading sequences. Since the current bit is spread by N 
previous bits, we can observe that current detecting bit d1 
is also related to previous N information bits, which are 
stored in the delay shift register d−N+1,…, d0. By incor-
porating previous detected bits, we expect to improve the 
performance. Therefore signal energy can be retrieved 
from previous estimated bits(ci) as 

1

N

i i k
k

r c  


                   (9) 

and the bit decision can be made based on 

iii rY                      (10) 

For MRC scheme, we obtain 

332211 yyyYi            (11) 

at the receiver for bit detection. We assume that each 
relay path and direct path are isolated. The isolation can 
be achieved by time division multiplexing. 
 
3.  Performance 
 
1) BER for Relay Channel (MRC): As shown in Figure 1, 
f10, f12, f13, f20 and f30 are the fadings on the relay and di-
rect paths. Let the mean and the second moment (power) 
of the fading, fij are equal to Kij and ζij, respectively. 
Then, the signal-to-noise ratio (SNR) at different nodes 
can be calculated as: 

o

x
ijij N

P                 (12) 

where Px /No is the received SNR in AWGN channels 
without fading. The SNR at receiver with diversity can 
be derived from [1] as 
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which is reduced to 
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at high SNR. In MRC cooperative scheme, information 
bits are repeated in relay paths. We assume binary 
phase-shift keying modulation (BPSK) over Rayleigh 
fading channels. Therefore, the bit error rate with M re-
lay branches is [1]: 
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where K denotes the factor in non-central Chi-squared 
distribution, and K=0 for exponential distribution. The 
constant k depends on the type of modulation, and k =2 
for phase shift keying. C(M) can be obtained as 
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If the relay nodes number M=2, then 
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We observe that the error probability Pe is the function 
of (Eb/No)

-(M+1) where M is the number of relay nodes. 
Therefore, the cooperative network can achieve the full 
diversity order of M +1. 

2) BER for Self-encoded Spread Spectrum Coopera-
tive Diversity (SESS-CD): The performance of SESS- 
CD with iterative detection can be considered as 

0
( ) ( )

ze zP Q k p d z z  


            (18) 

where )( zz
p   is the probability density function of 

z . In this cooperative SESS-CD performance analysis, 

we do not consider the self-interference that comes from 
the erroneous despreading sequences due to the incorrect 
bit decision at the receiver. The self-interference was 
shown to be dominant at low SNR or with small spread-
ing factors [7]. The received energy in each path can be 
considered as 





N

i
iy

1
0                  (19) 

where i  for i=1, ...,N is an exponential random vari-

able (r.v) with parameter c/1 , i.e., 
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i
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
             (20) 

where c  is the chip energy to noise ratio with fading. 

The 0  is an exponential r.v. with parameter c/1 . 

The first term in Equation (19) is the output of the cur-
rent bit despreading and the second term is the iterative 
detection output. We apply the central limit theorem to 
find the approximate probability density function (pdf) 
of y. Since the mean and variance of i , for i = 1,…N, 
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is c  and , respectively, we can approximate the 

mean and variance of y in Equation (19) as 
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Therefore, the approximate pdf of the r.v. y can be 
obtained as 
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Since the first term in Equation (19) is a dominant 
term, Equation (23) may not be the best approximation. 
However, we will find that the result can provide a use-
ful insight regarding the SESS-CD diversity gain. For 
high SNR, py(0) tends to be zero. Therefore, we will find 
the  to be applied to the initial value theorem 

of Laplace Transforms [1] as 
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where b  is the bit energy to noise ratio with fading. 

The SNR at the different nodes can be represented as ij . 

With M cooperating branches, the probability of bit error 
with BPSK can be obtained as 
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where 
1

))2exp(/2( a  from Equation (25). C(M) 

can be obtained as 
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Comparing Equations (15) and (26), we find that the 
effective SNR in SESS-CD with iterative detection is the 
square of the actual SNR. 
 
4.  Simulations and Numerical Results 
 
In Figure 2, we can see that the performance of SESS- 
CD is superior to MRC. The result can be predicted from 
Equations (15) and (26). The BER difference between 
SESS-CD simulation and analysis comes from the gaus-

sian approximation of the received signal power. The 
exact pdf and its gaussian approximation of the received 
signal power over random fading channels are shown in 
Figure 3. We can observe that the gaussian approxima-
tion shifts the probability of low received signal power to 
high received signal power at both Eb/No equal to 5 dB 
and 10 dB, while maintaining the same mean and vari-
ance as the exact pdf. However the slope of SESS-CD 
simulation BER and analytical BER agrees well. The 
diversity gain determines the slope of the BER versus 
average SNR curve, at high SNR, in a log-log scale. On 
the other hand, coding gain (in decibels) determines the 
shift of curve in SNR relative to the benchmark BER 
curve in uncoded communication over a random fading 
channel [8]. We see that the Gaussian approximation 
exhibits a rather accurate diversity gain but not coding 
gain. The diversity gain in Figure 2 portrays well the 
square term of the SNR enhancement in SESS-CD in 
Equation (26). Figure 4 shows the performance of 

 
Figure 2. Simulation BER, SESS-CD (64 chips/bit) and 
MRC, K10=K20=30=1, K12=K13=1. 

 
Figure 3. Probability density function of exact pdf and 
gaussian approximation, 64 chips/bit, Eb/No=5 and 10 dB. 
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Figure 4. Simulation BER of SESS-CD, 64 chips/bit. 

 

 
Figure 5. Simulation BER of MRC and SESS-CD (64 
chips/bit) with K10 = K20 = K30 = 0.5, K12 = K13 = 0.5, for 
various correlation values of correlated channel. 
 
SESS-CD with different relay locations. The relay loca-
tion in the middle of the source and destination (K12 = 
0.5, K20=0.5) exhibits a better BER than the relay loca-
tion near to the source (K12=0.9,K20=0.2). We can also 
see in Figure 5 that SESS-CD is stable in correlated 
channels but MRC degrades rapidly as the channel cor-
relation increases. A similar effect can be observed in 
hostile channels with bit losses in Figure 6 where 
SESS-CD displays much stable BER performance com-
pared to the MRC. 
 
5.  Conclusions 
 
We incorporated SESS with CD in this paper. SESS-CD 
diversity gain is linked to the square of the received SNR. 
The SESS-CD BER is inversely proportional to the 

 
Figure 6. Simulation BER of MRC and SESS-CD (64 chips/ 
bit) with K10=K20=K30=0.5, K12=K13=0.5, under different bit 
loss percentage. 
 
square term of the SNR while the MRC BER is inversely 
proportional to the SNR only. We observe that SESS-CD 
is very stable in highly correlated channels as well as in 
severely fading channels. SESS combined with CD is 
obviously a promising CD technique for the future gen-
eration of wireless communications. 
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Abstract 
 
High speed and ultra-high capacity optical communications have emerged as the essential techniques for 
backbone global information transmission networks. As the bit rate of the transmission system gets higher 
and higher 40 Gb/s to 100 Gb/s the modeling of proposed modulation techniques is very important so as to 
avoid costly practical demonstration. The search for a universal modeling platform for such systems is urgent. 
Matlab Simulink has become the universal mathematical and modeling tools in most universities and re-
search laboratories around the world. This paper thus describes the modeling techniques for advanced 
photonic transmission systems and Simulink is proven to be very effective platform for development of 
photonic communications systems due its comprehensive blocksets. The simulation is based mainly on the 
physical phenomena and understanding of its concepts of communications and photonics. Simulink models 
are given as examples of various sub-systems of the photonic transmission systems. Some simulated trans-
mission performances are demonstrated as examples of final results obtained from Simulink models of the 
transmission systems. 
 
Keywords: Communications Systems, MATLAB Simulink Simulation, Optical Communications 
 
 

1.  Introduction 
 
1.1.  Overview of a Digital Photonic System 
 
Any study on digital photonic transmission systems re-
quires in-depth understanding of operational principles 
of system components which involve: 1) modulation/ 
demodulation or generation/detection of the optical sig-
nals modulated by proposed formats and the detection 
here implies the incoherent direct detection; 2) impair-
ments in either electronic or photonic domains, espe-
cially the dynamics of optical fiber and the noise sources 
contributed by optical amplifiers and receiver electronic 
noise; 3) effects of optical and electrical filters. The 
schematic diagram of a DWDM digital photonic system 
is illustrated in Figure 1. 

The transmission medium may consist a variety of fi-
ber types such as the standard SMF ITU-G.652 or non- 
zero dispersion shifted fibers (NZ-DSF) ITU-G.655 or 

the new type of fiber: Corning Vascade fiber. The dis-
persion and distortion of the lightwave signals are usu-
ally compensated by dispersion compensating fibers 
(DCF). The DCFs are normally accompanied by two 
discrete optical amplifiers, the Erbium-doped optical 
amplifiers (EDFA), one is for pre-amplification to com-
pensate the attenuation of the transmission span, and the 
other is a booster amplifier for boosting the optical 
power of the channels to an acceptable, below the 
nonlinear limit level. It is assumed in this work that the 
amplifiers are operating in the saturation region. 

The receiving sub-system would take on: 1) single de-
tector direct detection optical receiver 2) the balanced 
detector receiving structure. The first type of the receiver 
is widely used for detection of ASK modulated optical 
signals. For the later case, the structure acts as an optical 
phase comparator employing a delay interferometer. De-
tailed description of these direct detection receivers for 
novel modulation formats are presented. In addition, es-
pecially for contemporary systems with high capacity, 
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high bit rate and requiring high performance, electronic 
equalizers can be employed as part of the receiver. Section 5 
gives insight and performance of one of the most effective 
electronic equalizers which is maximum likelihood se-
quence estimation (MLSE) with Viterbi algorithm. 
 
1.2.  Matlab Simulink® Modeling Platform 
 
High speed and high capacity modern digital photonic 
systems require careful investigations on the theoretical 
performance against various impairments caused by ei-
ther electronics or fiber dynamics before they are de-
ployed in practice. Thus, the demand for a comprehen-
sive modeling platform of photonic systems is critical, 

especially a modeling platform that can structure truly 
the photonic sub-systems. A simulation test-bed is nec-
essary for detailed design, investigation and verifica-
tion on the benefits and shortcomings of these ad-
vanced modulation formats on the fiber-optic trans-
mission systems  

Furthermore the modeling platform should take ad-
vantage of any user-friendly software platform that are 
popular and easy for use and further development for 
all the operators without requiring very much expertise 
in the physics of the photonic systems. Besides, this 
platform would offer research community of optical 
communication engineering a basis for extension and 
enhance the linkages between research groups. 
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Figure 1. (a) General block diagram of the DWDM optical fiber transmission system. (b) MATLAB Simulink model.      
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Thus, it is the principal incentive for the development 

of a simulation package based on Matlab Simulink® 
platform1 To the best of my knowledge, this is the first 
Matlab© Simulink-platform photonic transmission test- 
bed for modeling advanced high capacity and long-haul 
digital optical fiber transmission systems. The simulator 
is used mainly for investigation of performance of ad-
vanced modulation formats, especially the amplitude 
and/or phase shift keying modulation with or without the 
continuity at the phase transition. Here, a single channel 
optical system is of main interest for implementation of 
the modeling in this paper. 

Several noticeable advantages of the developed Mat-
lab Simulink® modeling platform are listed as follows: 
·The simulator provides toolboxes and blocksets ade-

quately for setting up any complicated system con-
figurations under test. The initialization process at 
the start of any simulation for all parameters of sys-
tem components can be automatically conducted. The 
initialization file is written in a separate Matlab file 
so that the simulation parameter can be modified eas-
ily. 

·Signal monitoring is especially easy to be carried out. 
Signals can be easily monitored at any point along 
the propagation path in a simulation with simple 
plug-and-see monitoring scopes provided by Simu-
link®. 

·Numerical data including any simulation parameters 
and the numerical results can be easily stored for 
later processing using Matlab toolboxes. This offers a 
complete package from generating the numerical data 
to processing these data for the achievement of final 
results. 

·A novel modified fiber propagation algorithm has 
been developed and optimized to minimize the simu-
lation processing time and enhance its accuracy. 

·The transmission performance of the optical trans-
mission systems can be automatically and accurately 
evaluated with various evaluation methods. These 
methods, especially proposal of novel statistical 
evaluation techniques are to be presented in Section 6. 

Several Matlab Simulink® modeling frameworks are 
demonstrated in the Appendix of this paper. A Simulink 
model of a photonic transmission system can be shown 
in Figure 1(b). 
 
2.  Optical Transmitters 
 
The transmitters would consist of a narrow linewidth 
laser source to generate lightwaves of wavelength con-
formed to the ITU grid. These lightwaves are combined 
and then modulated. This form is for laboratory experi-

ments only. In practice each laser source would be 
modulated by an external modulation sub-system. The 
MZIM can bee a single or dual drive type. The schematic 
of the modulator is shown in Figure 2(a) and the Simu-
link model is in Figure 2(a) for generation of photonic 
signals by multi-level amplitude and phase shift keying 
modulation formats. 

In 1980s and 1990s, direct modulation of semicon-
ductor lasers was the choice for low capacity coherent 
optical systems over short transmission distance. How-
ever, direct modulation induces chirping which results in 
severe dispersion penalties. In addition, laser phase noise 
and induced from non-zero laser linewidth also limit the 
advance of direct modulation to higher capacity and 
higher bit rate transmission. 

Overcoming the mentioned issues, external modula-
tion techniques have been the preferred option for digital 
photonic systems for over the last decade. External 
modulation can be implemented using either elec-
tro-absorption modulator or electro-optic modulators 
(EOM). The EOM whose operation is based on the prin-
ciples of electro-optic effect (i.e. change of refractive 
index in solid state or polymeric or semiconductor mate-
rial is proportional to the applied electric field) has been 
the preferred choice of technology due to better per-
formance in terms of chirp, extinction ratio and modula-
tion speed. Over the years, the waveguides of the electro- 
optic modulators are mainly integrated on the material 
platform of lithium niobate (LiNbO3) which has been the 
choice due to their prominent properties of low loss, ease 
of fabrication and high efficiency [4]. 

These LiNbO3 modulators have been developed in the 
early 1980s, but not popular until the advent of the Er-
bium-doped optical fiber amplifier (EDFA) in the late 
1980s. Prior to the current employment of LiNbO3 
modulators for advanced modulation formats, they were 
employed in coherent optical communications to miti-
gate the effects of broad linewidth due to direct modula-
tion of the laser source. These knowledges have recently 
been applied to the in-coherent advanced modulation 
formats for optically amplified transmission systems. 

EOMs are utilized for modulation of either the phase 
or the intensity of the lightwave carrier. The later type is 
a combination of two electro-optic phase modulators 
(EOPMs) forming an interferometric configuration. 
 
2.1.  Optical Phase Modulator 
 
Electro-optic phase modulator employs a single electrode 
as shown in Figure 3. When a RF driving voltage is ap-
plied onto the electrode, the refractive index changes 
accordingly inducing variation amount of delays of the 
propagating lightwave. Since the delays correspond to 
the phase changes, EOPM is used to carry out the phase 

odulation of the optical carrier. m 
1http://www.mathworks.com/, access date: August 22, 2008. 
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Figure 2. Structure of external modulation for generation of advanced modulation format lightwave signals. (a) Schematic. (b) 
imulink model of pre-coder and modulation. (c) Details of MZIM. S 
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The induced phase variation is governed by the fol-

lowing equation: 

   



V

tVRFt1                (1) 

where Vπ is the RF driving voltage required to create a π 
phase shift of the lightwave carrier and typically has a 
value within a range of 3V to 6V. The optical field at the 
output of an EOPM is generated given in following equa-
tion: 

 tjEE 1ei0
                 (2) 

where Eo is the transmitted optical field at the output the 
MZIM and noted in the low pass equivalent representa-
tion i.e the carrier is removed from the expression; V(t) 
is the time-varying signal voltage, Vbias is the DC bias 
voltage applied to the phase modulator. 

Recently, EOPMs operating at high frequency using 
resonant-type electrodes have been studied and proposed 
in [2,3]. Together with the advent of high-speed elec-
tronics which has evolved with the ASIC technology 
using 0.1µm GaAs P-HEMT or InP HEMTs [4], the 
contemporary EOPMs can now exceed 40Gb/s operating 
rate without much difficulty. 

Such phase modulation can be implemented in MAT-
LAB Simulink as shown in Figure 2(b) using a phase 
shift block of the Common Blockset. The phase bias is in 
one phase shift block and then the signal modulation or 
time dependent is fed into another phase shift block. The 
signals of the two parallel phase shift/modulation blocks 
are then combined to represent the interferometric con-
struction and destruction, thus an intensity modulation 
can be achieved as described in the next sub-section. 
 
2.2.  Optical Intensity Modulator 
 
Optical intensity modulation is operating based on the 
principle of interference of the optical field of the two 
lightwave components. A LiNbO3 optical intensity 
modulator thus employs the interferometric structure as 
 
 

 
 
 
 
 
 
 
 
 
 
 

Figure 3. Electro-optic optical phase modulator. 

shown in Figure 4 and is most popularly well-known as 
the Mach-Zehnder interferometer (MZIM). The opera-
tional principles are briefly explained in the following 
paragraph. For the rest of the chapters in this paper, 
unless specifically indicated, the term of optical modu-
lator is referred to the external LiNbO3 MZIM modu-
lator. 

The lightwave is split into two arms when entering the 
modulator. The power slitter is normally a 3-dB type i.e 
equally splitting the power of the optical signals. Each 
arm of the LiNbO3 modulator employs an electro-optic 
phase modulator in order to manipulate the phase of the 
optical carrier if required. At the output of the MZIM, 
the lightwaves of the two arm phase modulators are cou-
pled and interfered with each other. The transfer curve of 
an MZIM is shown in Figure 4(c). A LiNbO3 MZIM 
modulator can be a single or dual drive type. 

In the case of single-drive MZIM, there is only a sin-
gle RF voltage driving one arm of the MZIM. For in-
stance, there is no RF driving voltage on arm 1, hence 
V1(t) = 1 and the RF voltage V2(t) applied on arm 2 is 
noted as V(t). The transmitted optical field E(t) at the out-
put a single-drive MZIM as a function of the driving volt-
age V(t) and a bias DC voltages Vbias can be written as 
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where Vπ. is the required driving voltage to obtain a π 
phase shift in the lightwave carrier. 

It can be seen that the phase term in Equation (1) im-
plies the existence of the modulation of the optical car-
rier phase and commonly known as the chirping effect. 
Thus, by using a single-drive MZIM, generated optical 
signals is not chirp-free. Furthermore, it is reported that 
a z-cut LiNbO3 MZIM can provide a modest amount of 
chirping due to its asymmetrical structure of the electri- 
cal field distributions whereas its counterpart x-cut 
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MZIM is a chirp-free modulator thanks to the symmetri-
cal or push-pull configuration of the electrical fields. 
Furthermore, also having a push-pull arrangement, com-
plete elimination of chirping effect in modulation of the 
lightwave can be implemented with use of a dual-drive 
MZIM. The transmitted optical field E(t) at the output a 
MZIM as a function of the driving and bias voltages can 
be written as 

     
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In a dual-drive MZIM, the RF driving voltage V1(t) 
and V2(t) are inverse with each other i.e V2(t)=-V1(t). 
Equation (4) indicates that there is no longer phase 
modulation component, hence the chirping effect is to-
tally eliminated. 
 
3.  Fiber Transmission Dynamics 
 
3.1.  Chromatic Dispersion (CD) 
 
This section briefly presents the key theoretical concepts 
describing the properties of chromatic dispersion in a 
single-mode fiber. Another aim of this section is to in-
troduce the key parameters which will be commonly 
mentioned in the rest of the paper. 

The initial point when mentioning to the chromatic 
dispersion is the expansion of the mode propagation con-
stant or “wave number” parameter, β, using the Taylor 
series: 
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where ω is the angular optical frequency, n(ω) is the 
frequency-dependent refractive index of the fiber. The 
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2) β1determines the group velocity νg which is related to 
the mode propagation constant β of the guided mode by 
[5,6]  
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Figure 5. Typical values of dispersion factor for different 
types of fiber. 

 
And 3) β2 is the derivative of group velocity with re-

spect to frequency. Hence, it clearly shows the fre-
quency-dependence of the group velocity. This means 
that different frequency components of an optical pulse 
travel at different velocities, hence leading to the 
spreading of the pulse or known as the dispersion. β2 is 
therefore is known as the famous group velocity disper-
sion (GVD). The fiber is said to exhibit normal disper-
sion for β2>0 or anomalous dispersion if β2<0. 

A pulse having the spectral width of   is broad-
ened by   LT 2 . In practice, a more commonly 
used factor to represent the chromatic dispersion of a 
single mode optical fiber is known as D (ps/nm.km). The 
dispersion factor is closely related to the GVD β2 and 

given by: 22

c2 
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



D  at the operating wavelength λ; 

where β3 defined as 

3  d

d 2  contributes to the calcu-

lations of the dispersion slope,  S  , which is an essen-

tial dispersion factor for high-speed DWDM transmis-
sion.  S   can be obtained from the higher order de-

rivatives of the propagation constant as 
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       (7) 

A well-known parameter to govern the effects of chro-
matic dispersion imposing on the transmission length of an 
optical system is known as the dispersion length LD. Con-
ventionally, the dispersion length LD corresponds to the 
distance after which a pulse has broadened by one bit in-
terval. For high capacity long-haul transmission employ-
ing external modulation, the dispersion limit can be esti-
mated in the following Equation [8]. 


              (6) 
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where B is the bit rate (Gb/s), D is the dispersion factor 
(ps/nm km) and LD is in km. 

Equation (8) provides a reasonable approximation 
even though the accurate computation of this limit that 
depends the modulation format, the pulse shaping and 
the optical receiver design. It can be seen clearly from (8) 
that the severity of the effects caused by the fiber chro-
matic dispersion on externally modulated optical signals 
is inversely proportional to the square of the bit rate. 
Thus, for 10 Gb/s OC-192 optical transmission on a 
standard single mode fiber (SSMF) medium which has a 
dispersion of about ±17 ps/nm.km, the dispersion length 
LD has a value of approximately 60 km i.e corresponding 
to a residual dispersion of about ±1000 ps/nm and less 
than 4 km or equivalently to about ± 60 ps/nm in the case 
of 40Gb/s OC-768 optical systems. These lengths are a 
great deal smaller than the length limited by ASE noise 
accumulation. The chromatic dispersion therefore, be-
comes the one of the most critical constraints for the 
modern high-capacity and ultra long-haul transmission 
optical systems. 
 
3.2.  Polarization Mode Dispersion (PMD) 
 
Polarization mode dispersion (PMD) represents another 
type of the pulse spreading. The PMD is caused by the 
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Figure 6. Demonstration of delay between two polarization 
states when lightwave propagating optical fiber. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7. The Maxwellian distribution is governed by the 
following expression: Equation (9). 

differential group delay (DGD) between two principle 
orthogonal states of polarization (PSP) of the propagat-
ing optical field. 

One of the intrinsic causes of PMD is due to the asym-
metry of the fiber core. The other causes are derived 
from the deformation of the fiber including stress applied 
on the fiber, the aging of the fiber, the variation of tem-
perature over time or effects from a vibration source. 
These processes are random resulting in the dynamic of 
PMD. The imperfection of the core or deformation of the 
fiber may be inherent from the manufacturing process or 
as a result of mechanical stress on the deployed fiber 
resulting in a dynamic aspect of PMD. 

The delay between these two PSP is normally negli-
gibly small in 10Gb/s optical transmission systems. 
However, at high transmission bit rate for long-haul and 
ultra long-haul optical systems, the PMD effect becomes 
much more severe and degrades the system performance  
[9-12]. The DGD value varies along the fiber following 
a stochastic process. It is proven that these DGD values 
complies with a Maxwellian distribution as shown in 
Figure 7 [10,13,14]. 
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where   is differential group delay over a segment of 

the optical fiber z . The mean DGD value   is 

commonly termed as the “fiber PMD” and normally 
given by the fiber manufacturer. 

An estimate of the transmission limit due to PMD ef-
fect is given as: 

22max
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
               (10) 

where R is the transmission bit rate. Therefore,  =1 

ps/km (older fiber vintages); Bit rate = 40 Gbit/s; 
Lmax=12.5 Km; Bit rate =10 Gbit/s; Lmax=200 Km; 

 =0.1 ps/km (contemporary fiber for modern optical 

systems); Bit rate = 40 Gbit/s; Lmax=1250 Km ; thence 
for Bit rate = 10 Gbit/s ; Lmax=20.000 Km. 

Thus PMD is an important impairment of ultra long 
distance transmission system even at 10 Gb/s optical 
transmission. Upgrading to higher bit rate and higher 
capacity, PMD together with CD become the most two 
critical impairments imposing on the limitation of the 
optical systems. 
 
3.3.  Fiber Nonlinearity 
 
The fiber refractive index is not only dependent of 
wavelength but also of intensity of the lightwave. This 
well-known phenomenon which is named as the Kerr 
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effect is normally referred as the fiber nonlinearity. The 
power dependence of the refractive index nr is shown in 
the following expression 

'
2 ef( / )r rn n n P A  f              (11) 

P is the average optical intensity inside the fiber, 2n  

is the nonlinear-index coefficient and Aeff is the effective 
area of the fiber. 

There are several non-linearity phenomena induced 
from the Kerr effects including intra-channel self-phase 
modulation (SPM), cross phase modulation between in-
ter-channels (XPM). four wave mixing (FWM), stimu-
lated Raman scattering (SRS) and stimulated Brillouin 
scattering (SBS). SRS and SBS are not main degrading 
factors compared to the others. FWM effect degrades 
performance of an optical system severely if the local 
phase of the propagating channels are matched with the 
introduction of the ghost pulse. However, with high local 
dispersion parameter such as in SSMF or even in NZ- 
DSF, effect of the FWM becomes negligible. XPM is 
strongly dependent on the channel spacing between the 
channels and also on local dispersion factor of the optical 
fiber [refs]. [ref] also report about the negligible effects 
of XPM on the optical signal compared the SPM effect. 
Furthermore, XPM can be considered to be negligible in 
a DWDM system in the following scenarios: 1) highly 
locally dispersive system e.g SSMF and DCF deployed 
systems; 2) large channel spacing and 3) high spectral 
efficiency [15-19]. However, the XPM should be taken 
in to account for the systems deploying Non-zero disper-
sion shifted fiber (NZ-DSF) where the local dispersion 
factor is low. The values of the NZ-DSF dispersion fac-
tors can be obtained from Figure 5. Among nonlinearity 
impairments, SPM is considered to be the major short-
falls in the system. 

In this paper, only the SPM non-linearity is generally 
considered. This is the main degradation factor for high 
bit rate transmission system where the signal spectrum is 
broadened. The effect of SPM is normally coupled with 
the nonlinear phase shift which is defined as 

eff
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2 eff

eff

( )

/( )

(1 ) /

L
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c

L

P z dz L P

n A c

L e 

  

 



 



 


          (12) 

where c is the lightwave carrier, Leff is the effective 
transmission length and α is the attenuation factor of a 
SSMF which normally has a value of 0.17-0.2 dB/km for 
the currently operating wavelengths within the 1550nm 
window. The temporal variation of the non-linear phase 
NL while the optical pulses propagating along the fiber 
results in the generation of new spectral components far 
apart from the lightwave carrier c implying the broad-

ening of the signal spectrum. The spectral broadening  
which is well-known as frequency chirping can be ex-
plained based on the time dependence of the nonlinear 
phase shift and given by the expression: 

eff
NL L

T

P

T 






 


            (13) 

From (13), the amount of  is proportional to the 
time derivative of the signal power P. Correspondingly, 
the generation of new spectral components may mainly 
occur the rising and falling edges of the optical pulse 
shapes, i.e. the amount of generated chirp is larger for an 
increased steepness of the pulse edges. 
 
4.  Modeling of Fiber Propagation 
 
4.1.   Non-linear Schrodinger Equation (NLSE) 
 
Evolution of the slow varying complex envelope A(z,t) of 
the optical pulses along a single mode optical fiber is 
governed by the well-known nonlinear Schroedinger 
equation (NLSE): 
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  (14) 

where z is the spatial longitudinal coordinate, α accounts 
for fiber attenuation, 

1  indicates the differential group 

delay (DGD), 
2  and 

3  represent 2nd and 3rd order 

factors of the group velocity dispersion (GVD) and   is 

the nonlinear coefficient. Equation (14) involves the fol-
lowing effects in a single-channel transmission fiber: 1) 
the attenuation, 2) chromatic dispersion, 3) 3rd order dis-
persion factor i.e the dispersion slope, and 4) self phase 
modulation nonlinearity. Other critical degradation fac-
tors such as the non-linear phase noise due to the fluctua-
tion of the optical intensity caused by ASE noise via 
Gordon-Mollenauer effect [20] is mutually included in 
the equation. 
 
4.2.  Symmetrical Split Step Fourier Method 
 
In this Paper, solutions of the NLSE and hence the model 
of pulse propagation in a single mode optical fiber is 
numerically solved by using the popular approach of the 
split step Fourier method (SSFM) [5] in which the fiber 
length is divided into a large number of segments of 
small step size z . 

In practice, dispersion and nonlinearity are mutually 
interactive while the optical pulses propagate through the 
fiber. However, the SSFM assumes that over a small 
length z , the effects of dispersion and the nonlinearity 
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on the propagating optical field are independent. Thus, in 
SSFM, the linear operator representing the effects of 
fiber dispersion and attenuation and the nonlinearity op-
erator taking into account fiber nonlinearities are defined 
separately as 

ˆ ˆ( )
A

D N A
z


 


                 (16) 

and the complex amplitudes of optical pulses propagat-
ing from z to z+ z  is calculated using the approxima-
tion as given: 

2

3

3
3

2
2

ˆ
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
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



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

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
         (15)        TzANhDhThzA ,ˆexpˆexp,        (17) 

Equation (14) is accurate to second order in the step 
size z . The accuracy of SSFM can be improved by 
including the effect of the nonlinearity in the middle of 
the segment rather than at the segment boundary as illus-
trated in Equation (17) can now modified as 

where A replace s ( , )A z t for simpler notation and 

T=t-z/vg is the reference time frame moving at the group 
velocity. The NLSE Equation (14) can be rewritten as 
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Figure 8. (a) Schematic illustration of the split-step Fourier method. (b) MATLAB Simulink model.   
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This method is accurate to third order in the step 
size z . The optical pulse is propagated down segment 
from segment in two stages at each step. First, the optical 
pulse propagates through the first linear operator (step of 

z /2) with dispersion effects taken into account only. 
The nonlinearity is calculated in the middle of the seg-
ment. It is noted that the nonlinearity effects is consid-
ered as over the whole segment. Then at z+ z /2, the 
pulse propagates through the remaining z /2 distance of 
the linear operator. The process continues repetitively in 
executive segments z  until the end of the fiber. This 
method requires the careful selection of step sizes z  
to reserve the required accuracy. 

The Simulink model of the lightwave signals propaga-
tion through optical fiber is shown in Figure 8(b). All 
parameters required for the propagation model are fed as 
the inputs into the block. The propagation algorithm 
split-steps and FFT are written in .m files in order to 
simplify the model. This demonstrates the effectiveness 
of the linkage between MATLAB and Simulink. A Mat-
lab program is used for modeling of the propagation of 
the guided lightwave signals over very long distance is 
given in the Appendix. 
 
4.3.  Modeling of Polarization Mode Dispersion 

(PMD) 
 
The first order PMD effect can be implemented by split-
ting the optical field into two distinct paths representing 
two states of polarizations with different propagating 
delays  , then implementing SSFM over the segment 

z before superimposing the outputs of these two paths 
for the output optical field. 

The transfer function for first-order PMD is given by 
[21]. 

     fHfHfH fff             (19) 
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2exp
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with   is the splitting ratio. The usual assumption is 
 =1/2. Finite impulse response filter blocks of the digi-
tal signal processing blocksets of Simulink can be ap-
plied here without much difficulty to represent the PMD 
effects with appropriate delay difference. 

4.4.  Fiber Propagation in Linear Domain 
 
Here, the low pass equivalent frequency response of the 
optical fiber, noted as H(f) has a parabolic phase profile 
and can be modeled by the following equation, [22] 

2

( ) D
c

j f
H f e

                (20) 

where,  represents the Group Velocity 

Distortion (GVD) parameter of the fiber and L is the 
length of the fiber. The parabolic phase profile is the 
result of the chromatic dispersion of the optical fiber [23]. 
The 3rd order dispersion factor 3 is not considered in this 
transfer function of the fiber due to negligible effects on 
40Gb/s transmission systems. However, if the transmis-
sion bit rate is higher than 40Gb/s, the 3 should be taken 
into account. 

22
2 , LD 

In the model of the optical fiber, it is assumed that 
the signal is propagating in the linear domain, i.e. the 
fiber nonlinearities are not included in the model. 
These nonlinear effects are investigated numerically. It 
is also assumed that the optical carrier has a line spec-
trum. This is a valid assumption considering the state- 
of-the-art laser sources nowadays with very narrow 
linewidth and the use of external modulators in signal 
transmission. 

A pure sinusoidal signal of frequency f, propagating 
through the optical fiber, experiences a delay of |2πfD2L|. 
The standard fibers used in optical communications have 
a negative 

2  and thus, in low pass equivalent repre-

sentation, sinusoids with positive frequencies (i.e. fre-
quencies higher than the carrier) have negative delays, i.e. 
arrive early compared to the carrier and the ones with 
negative frequencies (i.e. frequencies lower than the car-
rier) have positive delays and arrive delayed. The disper-
sion compensating fibers have positive 

2  and so have 

reverse effects. The low pass equivalent channel impulse 
response of the optical fiber,  has also followed a 

parabolic phase profile and is given as, 

( )h tc

2 2 /( ) Dj t
c

D

h t e
j

 


             (21) 

 
5.  Optical Amplifier 
 
5.1.  ASE Noise of Optical Amplifier 
 
The following formulation accounts for all noise terms 
that can be treated as Gaussian noise 

( 1)ASE sp oN mn hv G B             (22) 

G =amplifier gain; nsp = spontaneous emission factor; m 
=number of polarization modes (1 or 2); PN =mean noise 
n bandwidth; OSNR at the output of EDFA. i  
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Figure 9. Simulink model of an optical amplifier with gain and NF. 

 
5.2.  Optical Amplifier Noise Figure 
 
Amplifier Noise Figure (NF) is defined at the output of 
the optical amplifier as the ratio between the output 
OSNR on the OSNR at the input of the EDFA. 

2  for Gin
N sp

out

OSNR
F n

OSNR
   1         (23) 

A Simulink model of the optical amplifier is shown in 
that represents all the system operational parameters of 
such amplifier. Only blocks of the Common Blockset of 
Simulink are used. 
 
6.  Optical Filter 
 
In this paper, optical filtering of the noise-corrupted op-
tical signals is conducted with a Gaussian-type filter 
whose 3dB bandwidth is governed by 

2

2
( )1 2( )

2
Gauss

t

h t e 




            (24) 

where 
 

BT


2

2ln
  in which B is the Gaussian filter’s 

3-dB bandwidth and T is the bit rate. The BT product 
parameter is B times the input signal’s bit period. 

The modeling of an electrical filter can also use a 
Gaussian filter with similar impulse response as defined 
in (24) or a conventional analog 5th order Bessel filter 
which can be easily designed using filter design toolbox 
in Matlab. The Matlab pseudo-codes for designing an 
analog 5th order Bessel filter are shown as follows: 
[b,a] = besself(5thorder,2*pi*BTb/os_fac); %Analog filter 

[bz,az] = impinvar(b,a,1); %Digital filter  

[hf t1] = impz(bz,az,2*delay*os_fac+1,os_fac); 

In the above pseudo-codes, the BT product parameter 
is defined similarly to that in the case of a Gaussian filter. 
Alternatively, the transfer function of an analog 5th order 
Bessel filter can be referred from [24]. 
 
7.  Optical Receiver 
 
The demodulation of the original message is carried out in 
electrical domain, thus the conversion of lightwaves to 
electrical signals is required. In digital optical communica-
tion, this process has been widely implemented with a PIN 
photodiode in a coherent or incoherent detection. The first 
type requires a local oscillator to coherently down-convert 
the modulated lightwave from optical frequency to IF fre-
quency. The second type which has been the preferred 
choice for currently deployed systems is the incoherent 
detection which is based on square-law envelop detection 
of the optical signals. For incoherent detection, the recov-
ery of clock timing is critical. In the rest of this Paper and 
in the simulations, ideal clock timing is assumed. 

After detection, the electrical current is normally am-
plified with a trans-impedance amplifier before passing 
through an electrical filter which is normally of Bessel 
type. The bandwidth of the electrical filter generally var-
ies between 0.6 and 0.8 R. At this point, electrical eye 
diagrams are normally observed for the assessment of 
signal quality. Sampling of electrically filtered received 
signals is next carried out. Without use of electronic 
equalizers, hard decision which compares the received 
signal level to a pre-set threshold for making the decision 
is implemented. 

For advanced phase modulation formats such as DPSK, 
CPFSK or MSK, a MZDI-based balanced receiver with 
two photodiodes connected back-to-back is required. 
Excluding the distortions of waveform due to fiber dy-
namics and from the analytical point of view, the re-
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ceived electrical signals are corrupted with noise from 

several sources including 1) shot noise ( ), 2) elec-

tronic noise  of trans-impedance amplifier, 3) dark 

current noise  and 4) interactions between signals 

and ASE noise ( ) and between ASE noise itself 

 as 

2
shot

2
elec

2
dark

 2
signal ,ASE

2
,ASEASE

2
,

2
,

2222
ASEASEASEsignaldarkelecshottotal     (25) 

These noise sources are usually modeled with normal 
distributions whose variances representing the noise 
power are defined as 

1) Shot noise is caused by the intrinsic electro-optic 
phenomenon of the semiconductor photodiode in which a 
random number of electron-hole pairs is generated with 
the receipt of photons causing the randomness of the 
induced photo-current. The shot noise is given in the 
following formula: 

es Biq 22
shot                 (26) 

where Be is the 3dB bandwidth of the electrical filter, 
<is> is the average signal-only photo-current after the 
photodiodes. 

2) The electronic noise source  is injected from 

the trans-impedance amplifier. It is modeled with an 
equivalent noise current density iNeq over the bandwidth 

of the electrical filter. The unit of iNeq is A/

2
elec

Hz  and 

the value of  is obtained as (iNeq) 2Be. 2
elec

3) Value of dark current idark is normally specified 
with a particular photo-diode and has the unit of A/Hz. 

Hence, the noise power  is calculated as idark Be. 2
dark

4) The variances of amplitude fluctuations due to the 
beating of signal and ASE noise and between ASE noise 
itself are governed by the following expressions: 

opt

e
NSASEsignal B

B
ii 42

,               (27) 
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2
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where Bopt is the 3dB bandwidth of the optical filter and 
iN is the noise-induced photo-current. In practice, the 

value of  is normally negligible compared to 

the value of  and can be ignored without af-

fecting the performance of the receiver. 

2
,ASEASE

2
signal , ASE

It is worth noting that in an optically pre-amplified re-
ceiver, i.e. the optical signal is amplified at a stage before 

the photo-detector,  is the dominant factor 

compared to other noise sources. 

2
, ASEsignal

8.  Performance Evaluation 
 
Performance evaluation of an optical transmission sys-
tem via the quality of the electrically detected signals is 
an essential aspect in both simulation and experiment 
scenarios. The key metrics reflecting the signal quality 
include optical signal to noise ratio (OSNR) and OSNR 
penalty, eye opening (EO) and eye opening penalty (EOP) 
where as bit error rate (BER) is the ultimate indicator for 
the performance of a system. 

In an experimental set-up and practical optical sys-
tems, BER and the quality factor Q-factor can be ob-
tained directly from the modern BERT test-sets and data 
can be exported to a portable memory for post-process-
ing. However, it is noted that these experimental systems 
need to be run within at least a few hours so that the re-
sults are stable and accurate. 

For the case of investigation of performance of an op-
tical transmission system by simulation, several methods 
have been developed such as  

1) Monte Carlo numerical method 
2) Conventional method to calculate Q-factor, Q dB 

and hence BER based on assumption of Gaussian distri-
bution of noise. 

3) Methods based on statistical processes taking into 
account the distortion from the dynamic effects of the 
optical fibers including the ISI induced by CD, PMD and 
tight optical filtering. 
·The first statistical technique implements the Expected 

Maximization theory in which the pdf of the obtained 
electrical detected signal is approximated as a mixture 
of multiple Gaussian distributions. 

·The second technique is based on the Generalized Ex-
treme Values theorem. Although this theorem is well- 
known in other fields such as financial forecasting, 
meteorology, material engineering, etc to predict the 
probability of occurrence of extreme values, it has not 
much studied to be applied in optical communications. 

 
8.1.  Monte Carlo Method 
 
Similar to the bit error rate test (BERT) equipment 
commonly used in experimental transmission, the BER 
in a simulation of a particular system configuration can 
be counted. The BER is the ratio of the occurrence of 
errors (Nerror) to the total number of transmitted bits Ntotal 
and given as: 

 error

total

N
BER

N
                 (29) 

Monte Carlo method offers a precise picture via the 
BER metric for all modulation formats and receiver 
ypes. The optical system configuration under a simula- t 
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Figure 10. Simulink model of an optical balanced receiver. 

 
tion test needs to include all the sources of impairments 
imposing to signal waveforms including the fiber im-
pairments and ASE (optical)/electronic noise. 

It can be seen that a sufficient number of transmitted 
bits for a certain BER is required and leading to exhaus-
tive computational time. In addition, time-consuming 
algorithms such as FFT especially carried out in sym-
metrical SSFM really contribute to the long computa-
tional time. A BER of 1e-9 which is considered as ’error 
free’ in most scientific publications requires a number of 
at least 1e10 bits transmitted. 

However, 1e-6 even 1e-7 is feasible in Monte Carlo 
simulation. Furthermore, with use of forward error cod-
ing (FEC) schemes in contemporary optical systems, the 
reference for BERs to be obtained in simulation can be 
as low as 1e-3 provided no sign of error floor is shown. 
This is normally known as the FEC limit. The BERs ob-
tained from the Monte Carlo method is a good bench-
marking for other BER values estimated in other tech-
niques. The time required for completion of the simula-
tion may take several hours to reach BER of 1e-9. Thus 

statistical methods can be developed to determine the 
BER of transmission systems to save time. This is ad-
dressed in the next section. 
 
8.2.  BER and Q-Factor from Probability  

Distribution Functions (PDF) 
 
This method implements a statistical process before cal-
culating values of BER and quality Q-factor to determine 
the normalized probability distribution functions (PDF) 
of received electrical signals (for both “1” and “0” and at 
a particular sampling instance). The electrical signal is 
normally in voltage since the detected current after a 
photo-diode is usually amplified by a trans- impedance 
electrical amplifier. The PDFs can be determined statis-
tically by using the histogram approach. 

A particular voltage value as a reference for the dis-
tinction between “1” and “0” is known as the threshold 
voltage (Vth). The BER in case of transmitting bit “1” 
(receiving as “0” instead) is calculated from the well- 
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known principle [25], i.e. the integral of the overlap of 
normalized PDF of “1”exceeding the threshold. Similar 
calculation for bit “0” is applied. The actual shape of the 
PDF is thus very critical to obtain an accurate BER. If 
the exact shape of the PDF is known, the BER can be 
calculated precisely as: 

('1') ('0 ' | '1') ('0 ') ('1' | '0 ')BER P P P P       (30) 

where:  is the probability that a “1” is sent;  '1'P

 '1''0'P  is the probability of error due to receiving “0” 

where actually an “1” is sent;  is the probability 

that a “0” is sent; 

 '0'P

 '0''1'P  is the probability of error due 

to receiving “1” where actually a “0” is sent; As com-
monly used, the probability of transmitting a “1” and “0’ 
is equal i.e .     2/1'0''1'  PP

A popular approach in both simulation and commer-
cial BERT test-sets is the assumption of PDF of “1” and 
“0” following Gaussian/normal distributions, i.e noise 
sources are approximated by Gaussian distributions. If 
the assumption is valid, high accuracy is achieved. This 
method enables a fast estimation of the BER by using the 
complementary error functions [25]: 
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where 1  and 0  are the mean values for PDF of “1” 

and “0” respectively whereas 1  and 0  are the vari-

ance of the PDFs. The quality factor - Q-factor which 
can be either in linear scale or in logarithmic scale can be 
calculated from the obtained BER through the expres-
sion: 

 
  BERerfcQ

BERerfcQ

db 22log20

22
1

1









         (32) 

8.2.1.  Improving Accuracy of Histogram 
The common objective is to search for the proper values 
for number of bins and bin-width to be used in the ap-
proximation of the histogram so that the bias and the 
variance of the estimator can be negligible. According to 
[26], with a sufficiently large number of transmitted bits 
(N0), a good estimate for the width (Wbin) of each equally 

spaced histogram bin is given by: 
0binW N . 

 
8.3.  Optical Signal-to-Noise Ratio (OSNR) 
 
The optical signal-to-noise ratio (OSNR) is a popular 
benchmark indicator for assessment of the performance 
of optical transmission systems, especially those limited 
by the ASE noise from the optical amplifiers – EDFAs. 
The OSNR is defined as the ratio of optical signal power 

to optical noise power. For a single EDFA with output 
power, Pout, the OSNR is given by: 

( 1)
out out

ASE

P P
OSNR

N NF G hf
 

  f
        (33) 

where NF is the amplifier noise figure, G is the amplifier 
gain, hf is the photon energy, f  is the optical meas-

urement bandwidth. 
However, OSNR does not provide good estimation to 

the system performance when the main degrading 
sources involve the dynamic propagation effects such as 
dispersion (including both CD and PMD) and Kerr 
nonlinearity effects (eg. SPM). In these cases, the degra-
dation of the performance is mainly due to waveform 
distortions rather than the corruption of the ASE or elec-
tronic noise. When addressing a value of an OSNR, it is 
important to define the optical measurement bandwidth 
over which the OSNR is calculated. The signal power 
and noise power is obtained by integrating all the fre-
quency components across the bandwidth leading to the 
value of OSNR. In practice, signal and noise power val-
ues are usually measured directly from the optical spec-
trum analyzer (OSA), which does the mathematics for 
the users and displays the resultant OSNR versus wave-
length or frequency over a fixed resolution bandwidth. A 
value of  = 0.1 nm or f =12.5GHz is widely used 

as the typical value for calculation of the OSNR. 
OSNR penalty is determined at a particular BER when 

varying value of a system parameter under test. For ex-
ample, OSNR penalty at BER=1e-4 for a particular opti-
cal phase modulation format when varying length of an 
optical link in a long-haul transmission system configu-
ration. 
 
8.4.  Eye Opening Penalty (EOP) 
 
The OSNR is a time-averaged indicator for the system 
performance where the ratio of average power of optical 
carriers to noise is considered. When optical lightwaves 
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Figure 11. Demonstration of multi-peak/non-Gaussian dis-
tribution of the received electrical signal. 
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propagate through a dispersive and nonlinear optical fi-
ber channel, the fiber impairments including ISI induced 
from CD, PMD and the spectral effects induced from 
nonlinearities cause the distortion of the waveforms. An-
other dynamic cause of the waveform distortion comes 
from the ISI effects as the results of optical or electrical 
filtering. In a conventional OOK system, bandwidth of 
an optical filter is normally larger than the spectral width 
of the signal by several times. 

The eye-opening penalty (EOP) is a performance 
measure defined as the penalty of the “eye” caused by 
the distortion of the electrically detected waveforms to a 
reference eye-opening (EO). EO is the difference be-
tween the amplitudes of the lowest mark and the highest 
space. 

The benchmark eye opening is usually obtained from a 
back-to-back measurement when the waveform is not 
distorted at all by any above impairments. The eye 
opening penalty at a particular sampling instance is nor-
mally calculated in log scale (dB unit) and given by: 

( ) ref
samp

received

EO
EOP t

EO
             (34) 

The EOP is useful for noise-free system evaluations as 
a good estimate of deterministic pulse distortion effects. 
The accuracy of EOP indicator depends on the sampling 
instance in a bit slot. Usually, the detected pulses are 
sampled at the instance giving the maximum eye opening. 
If noise is present, the calculation of the EOP become 
less precise because of the ambiguity of the signal levels 
which are corrupted by noise. 
 
9.  MATLAB Statistical Evaluation 

Techniques 
 
The method using a Gaussian-based single distribution 
involves only the effects of noise corruption on the de-
tected signals and ignores the dynamic distortion effects 
such as ISI and non-linearity. These dynamic distortions 
result in a multi-peak pdf as demonstrated in Figure 11, 
which is clearly overlooked by the conventional single 
distribution technique. As the result, the pdf of the elec-
trical signal can not be approximated accurately. The 
addressed issues are resolved with the proposal of two 
new statistical methods. 

Two new techniques proposed to accurately obtain the 
pdf of the detected electrical signal in optical communi-
cations include the mixture of multi-Gaussian distribu-
tions (MGD) by implementing the expectation maximi-
zation theory (EM) and the generalized Pareto distribu-
tion (GPD) of the generalized extreme values (GEV) 
theorem. These two techniques are well-known in fields 
of statistics, banking, finance, meteorology, etc. The im-
plementation of required algorithms is carried out with 
MATLAB functions. Thus, these novel statistical meth-

ods offer a great deal of flexibility, convenience, 
fast-processing while maintaining the errors in obtaining 
the BER within small and acceptable limits. 
 
9.1.  Multi-Gaussian Distributions (MGD) via 

Expectation Maximization (EM)Theorem 
 
The mixture density parameter estimation problem is 
probably one of the most widely used applications of the 
expectation maximization (EM) algorithm. It comes from 
the fact that most of deterministic distributions can be 
seen as the result of superposition of different multi dis-
tributions. Given a probability distribution function 

(p x )  for a set of received data, (p x )  can be 

expressed as the mixture of M different distributions: 

1

( ) (
M

i i i
i

p x w p x )


               (35) 

where the parameter are 
1 1( ,..., , ,..., )Mw w M    such 

that  and each 
i

1
1

 

M

i iw p  is a PDF by 
i  and each 

pdf having a weight 
iw , i. robability of that PDF. e p

As a particular case adopted for optical communica-
tions, the EM algorithm is implemented with a mixture 
of multi Gaussian distributions (MGD). This method 
offers great potential solutions for evaluation of per-
formance of an optical transmission system with follow-
ing reasons: 1) In a linear optical system (low input 
power into fiber), the conventional single Gaussian dis-
tribution fails to take into account the waveform distor-
tion caused by either the ISI due to fiber CD and PMD 
dispersion, the patterning effects. Hence, the obtained 
BER is no longer accurate. These issues however are 
overcome by using the MGD method. 2) Computational 
time for implementing MGD is fast via the EM algorithm 
which has become quite popular. 

The selection of Number of Gaussian distributions for 
MGD Fitting can be conducted as follows. The critical 
step affecting the accuracy of the BER calculation is the 
process of estimate of the number of Gaussian distribu-
tions applied in the EM algorithm for fitting the received 
signal pdf. This number is determined by the estimated 
number of peaks or valleys in the curves of 1st and 2nd 
derivative of the original data set. Explanation of this 
procedure is carried out via the well-known “Hemming 
Lake Pike” example as reported in [27,28]. In this prob-
lem, the data of five age-groups give the lengths of 523 
pike (Esox lucius), sampled in 1965 from Hemming Lake, 
Manitoba, Canada. The components are heavily over-
lapped and the resultant pdf is obtained with a mixture of 
these 5 Gaussian distributions as shown in Figure 12(a). 
The figures are extracted from [29] for demonstration of 
the procedure. 
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Figure 12. Five contributed Gaussian distributions. 
 

Estimation of number of Gaussian distributions in the 
mixed pdf based on 1st and 2nd derivatives of the original 
data set (courtesy from [29]). As seen from Figure 12, 
the 1st derivative of the resultant pdf shows clearly 4 
pairs of peaks (red) and valleys (blue), suggesting that 
there should be at least 4 component Gaussian distribu-
tions contributing to the original pdf. However, by taking 
the 2nd derivative, it is realized that there is actually up to 
5 contributed Gaussian distributions as shown in Figure 12. 

In summary, the steps for implementing the MGD 
technique to obtain the BER value is described in short 
as follows: 1) Obtaining the pdf from the normalized 
histogram of the received electrical levels; 2) Estimating 
the number of Gaussian distributions (NGaus) to be used 
for fitting the pdf of the original data set; 3) Applying 
EM algorithm with the mixture of NGaus Gaussian distri-
butions and obtaining the values of mean, variance and 
weight for each distribution; 4) Calculating the BER 
value based on the integrals of the overlaps of the Gaus-
sian distributions when the tails of these distributions 
cross the threshold. 
 
9.2.  Generalized Pareto Distribution (GPD) 
 
The GEV theorem is used to estimate the distribution of 
a set of data of a function in which the possibility of ex-
treme data lengthen the tail of the distribution. Due to the 
mechanism of estimation for the pdf of the extreme data 
set, GEV distributions can be classified into two classes 
consisting of the GEV distribution and the generalized 
Pareto distribution (GPD). 

There has recently been only a countable number of 
research studies on the application of this theorem into 
optical communications. However, these studies only 
reports on the GEV distributions which only involves the 

effects of noise and neglect the effects of dynamic dis-
tortion factors. 

Heming Lake Pike: Distribution by Age Groups 

Unlike the Gaussian-based techniques but rather 
similar to the exponential distribution, the generalized 
Pareto distribution is used to model the tails of distribu-
tion. This section provides an overview of the general-
ized Pareto distribution (GPD). The probability density 
function for the generalized Pareto distribution is defined 
as follows: 

1st Derivative 
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where k is shape parameter k ≠ 0, σ is scale parameter 
and the threshold parameter θ. 

Equation (36) has significant constraints given as 
·When k>0: x  i.e there is no upper bound for x 

· When k<0: 
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·If k = 0 and θ = 0, the generalized Pareto distribution 
is equivalent to the exponential distribution. 

·If k > 0 and θ = σ, the generalized Pareto distribution 
is equivalent to the Pareto distribution. 

The GPD has three basic forms reflecting different 
class of underlying distributions. 

·Distributions whose tails decrease exponentially, 
such as the normal distribution, lead to a generalized 
Pareto shape parameter of zero. 

·Distributions with tails decreasing as a polynomial, 
such as Student’s t lead to a positive shape parameter. 

· Distributions having finite tails, such as the beta, 
lead to a negative shape parameter. 

GPD is widely used in fields of finance, meteorology, 
material engineering, etc… to for the prediction of ex-
treme or rare events which are normally known as the 
exceedances. However, GPD has not yet been applied in 
optical communications to obtain the BER. The follow-
ing reasons suggest that GPD may become a potential 
and a quick method for evaluation of an optical system, 
especially when non-linearity is the dominant degrading 
factor to the system performance. 

1) The normal distribution has a fast roll-off, i.e. short 
tail. Thus, it is not a good fit to a set of data involving 
exeedances, i.e. rarely happening data located in the tails 
of the distribution. With a certain threshold value, the 
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' 
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generalized Pareto distribution can be used to provide a 
good fit to extremes of this complicated data set. 

2) When nonlinearity is the dominating impairment 
degrading the performance of an optical system, the sam-
pled received signals usually introduce a long tail distri-
bution. For example, in case of DPSK optical system, the 
distribution of nonlinearity phase noise differs from the 
Gaussian counterpart due to its slow roll-off of the tail. 
As the result the conventional BER obtained from as-
sumption of Gaussian-based noise is no longer valid and 
it often underestimates the BER. 

3) A wide range of analytical techniques have recently 
been studied and suggested such as importance sampling, 
multi-canonical method, etc. Although these techniques 
provide solutions to obtain a precise BER, they are usu-
ally far complicated. Whereas, calculation of GPD has 
become a standard and available in the recent Matlab 
version (since Matlab 7.1). GPD therefore may provide a 
very quick and convenient solution for monitoring and 
evaluating the system performance. Necessary prelimi-
nary steps which are fast in implementation need to be 
carried out the find the proper threshold. 

4) Evaluation of contemporary optical systems re-
quires BER as low as 1e-15. Therefore, GPD can be seen 
quite suitable for optical communications. 
 
9.2.1.  Selection of Threshold for GPD Fitting 
Using this statistical method, the accuracy of the ob-
tained BER strongly depend on the threshold value (Vthres) 
used in the GPD fitting algorithm, i.e. the decision where 
the tail of the GPD curve starts. 

There have been several suggested techniques as the 
guidelines aiding the decision of the threshold value for 
the GPD fitting. However, they are not absolute tech-
niques and are quite complicated. In this paper, a simple 
technique to determine the threshold value is proposed. 
The technique is based on the observation that the GPD 
tail with exceedances normally obeying a slow exponen-
tial distribution compared to the faster decaying slope of 
the distribution close to the peak values. The inflection 
region between these two slopes gives a good estimation 
of the threshold value for GPD fitting. This is demon-
strated in Figure 13. 

Whether the selection of the Vthres value leads to an 
adequately accurate BER or not is evaluated by using the 
cumulative density function (cdf-Figure 14) and the 
quantile-quantile plot (QQ plot Figure 15). If there is a 
high correlation between the pdf of the tail of the original 
data set (with a particular Vthres) and pdf of the GPD, 
there would be a good fit between empirical cdf of the 
data set with the GPD-estimated cdf with focus at the 
most right region of the two curves. In the case of the 
QQ-plot, a linear trend would be observed. These guide-
lines are illustrated in Figure 14. In this particular case, 
the value of 0.163 is selected to be Vthres. 

Furthermore, as a demonstration of improper selec-
tion of Vthres, the value of 0.2 is selected. Figure 16 and 
Figure 17 show the non-compliance of the fitted curve 
with the GPD which is reflected via the discrepancy in 
the two cdfs and the nonlinear trend of the QQ-plot. 

 

 

Figure 13. Selection of threshold for GPD fitting. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 14. Comparison between fitted and empirical cumu-
lative distribution functions. 
 

 
 

 
 
 
 
 
 
 
 
 
 
 

Figure 15. Quantile-quantile plot. 
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Figure 16. Comparison between fitted and empirical 
cumulative distribution functions. 
 

 

 

 

 

 

 

 

 
Figure 17. Quantile-quantile plot. 

 
9.3.  Validation of the Statistical Methods 
 
A simulation test-bed of an optical DPSK transmission 
system over 880 km SSMF dispersion managed optical 
link (8 spans) is set up. Each span consists of 100 km 
SSMF and 10 km of DCF whose dispersion values are 
+17 ps/nm.km and -170 ps/nm.km at 1550 nm wave-
length respectively and fully compensated i.e zero resid-
ual dispersion. The average optical input power into each 
span is set to be higher than the nonlinear threshold of 
the optical fiber. The degradation of the system per-
formance hence is dominated by the nonlinear effects 
which are of much interest since it is a random process 
creating indeterminate errors in the long tail region of the 
pdf of the received electrical signals. 

The BER results obtained from the novel statistical 
methods are compared to that from the Monte-Carlo 
simulation as well as from the semi-analytical method. 
Here, the well-known analytical expression to obtain the 
BER of the optical DPSK format is used, given as [30]. 
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where   is the obtained OSNR and  is the vari-

ance of nonlinear phase noise. 

2
NLPEmpirical and GPD-estimated CDF 

 1 
In this case, in order to calculate the BER of a opti-

cal DPSK system involving the effect of nonlinear 
phase noise, the required parameters including the 
OSNR and the variance of nonlinear phase noise etc 
are obtained from the simulation numerical data which 
is stored and processed in Matlab. The fitting curves 
implemented with the MGD method for the pdf of bit 0 
and bit 1 (input power of 10 dBm) as shown in Figure 18 
and illustrated in Figure 19 for bit 0 and bit 1 respec-
tively. 
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The selection of optimal threshold for GPD fitting fol-
lows the guideline as addressed in detail in the previous 
section. The BER from various evaluation methods are 
shown in Table 1. The input powers are controlled to be 
10 dBm and 11 dBm. 

Quantile-Quantile PlotQuantile-Quantile Plot 
0.25

Table 1 validates the adequate accuracy of the pro-
posed novel statistical methods with the discrepancies 
compared to the Monte-Carlo and semi-analytical BER 
to be within one decade. In short, these methods offer a 
great deal of fast processing while maintaining the ac-
curacy of the obtained BER within the acceptable lim-
its. 
 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 18. Demonstration of fitting curves for bit ‘0’ with 
MGD method. 

 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 19. Demonstration of fitting curves for bit ‘0’ with 
MGD method. 
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Table 1. The BER from various evaluation methods. 
Evaluation 

Methods 
Input 
Power 

Monte-
Carlo 

Method 

Semi- 
analytical 
Method 

MGD 
method 

GPD 
method

10 dBm 1.7e-5 2.58e-5 5.3e-6 3.56e-4
11 dBm  1.7e-8 2.58e-9 4.28e-8

 
10.  Conclusions 
 
We have demonstrated the Simulink modeling of ampli-
tude and phase modulation formats at 40 Gb/s optical 
fiber transmission. A novel modified fiber propagation 
algorithm has been used to minimize the simulation 
processing time and optimize its accuracy. The principles 
of amplitude and phase modulation, encoding and 
photonic-opto-electronic balanced detection and receiv-
ing modules have been demonstrated via Simulink mod-
ules and can be corroborated with experimental receiver 
sensitivities. 

The XPM and other fiber nonlinearity such as the Ra-
man scattering, four wave mixing are not integrated in 
the Matlab Simulink models. A switching scheme be-
tween the linear only and the linear and nonlinear models 
is developed to enhance the computing aspects of the 
transmission model. 

Other modulations formats such as multi-level M- 
DPSK, M-ASK that offer narrower effective bandwidth, 
simple optical receiver structures and no chirping effects 
would also be integrated. These systems will be reported 
in future works. The effects of the optical filtering com-
ponents in DWDM transmission systems to demonstrate 
the effectiveness of the DPSK and DQPSK formats, have 
been measured in this paper and will be verified with 
simulation results in future publications. Finally, further 
development stages of the simulator together with simu-
lation results will be reported in future works. 

We have illustrated the modeling of various schemes 
of advanced modulation formats for optical transmission 
systems. Transmitter modules integrating lightwaves 
sources, electrical pre-coder and external modulators can 
be modeled without difficulty under MATLAB Simulink. 
As the popularity of MATLAB becoming a standard 
computing language for academic research institutions 
throughout the world, the models reported here would 
contribute to the wealth of computing tools for modeling 
optical fiber transmission systems and teaching under-
graduates at senior level and postgraduate research 
scholars. The models can integrate photonic filters or 
other photonic components using blocksets available in 
Simulink. Furthermore we have used the developed 
models to assess the effectiveness of the models by 
evaluating the simulated results and experimental trans-
mission performance of long haul advanced modulation 
format transmission systems. 
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Appendix: A Matlab program of the split-step propaga-
tion of the guided lightwave signals 

function output = ssprop_matlabfunction_raman(input) 
 
nt = input(1); 
u0 = input(2:nt+1); 
dt = input(nt+2); 
dz = input(nt+3); 
nz = input(nt+4); 
alpha_indB = input(nt+5); 
betap = input(nt+6:nt+9); 
gamma = input(nt+10); 
P_non_thres = input(nt+11); 
maxiter = input(nt+12); 
tol = input(nt+13); 
%Ld = input(nt+14); 
%Aeff = input(nt+15); 
%Leff = input(nt+16); 
  
tic; 
%tmp = cputime; 
  
%----------------------------------------------------------- 
%----------------------------------------------------------- 
% This function ssolves the nonlinear Schrodinger equa-
tion for 
% pulse propagation in an optical fiber using the 
split-step 
% Fourier method 

% 
% The following effects are included in the model: group 
velocity 
% dispersion (GVD), higher order dispersion, loss, and 
self-phase 
% modulation (gamma). 
%  
% USAGE 
% 
% u1 = ssprop(u0,dt,dz,nz,alpha,betap,gamma); 
% u1 = ssprop(u0,dt,dz,nz,alpha,betap,gamma,maxiter); 
% u1 = 
ssprop(u0,dt,dz,nz,alpha,betap,gamma,maxiter,tol); 
% 
% INPUT 
% 
% u0 - starting field amplitude (vector) 
% dt - time step - [in ps] 
% dz - propagation stepsize - [in km] 
% nz - number of steps to take, ie, ztotal = dz*nz 
% alpha - power loss coefficient [in dB/km], need to 
convert to linear to have P=P0*exp(-alpha*z) 
% betap - dispersion polynomial coefs, [beta_0 ... 
beta_m] [in ps^(m-1)/km] 
% gamma - nonlinearity coefficient [in (km^-1.W^-1)] 
% maxiter - max number of iterations (default = 4) 
% tol - convergence tolerance (default = 1e-5) 
% 
% OUTPUT 
% 
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% u1 - field at the output 
%--------------- 
% Convert alpha_indB to alpha in linear domain 
%--------------- 
alpha = 1e-3*log(10)*alpha_indB/10;          % al-
pha (1/km) - see Agrawal p57 
%--------------- 
%P_non_thres = 0.0000005; 
  
ntt = length(u0); 
w = 2*pi*[(0:ntt/2-1),(-ntt/2:-1)]'/(dt*nt); 
%t = ((1:nt)'-(nt+1)/2)*dt; 
  
gain = numerical_gain_hybrid(dz,nz); 
  
for array_counter = 2:nz+1 
    grad_gain(1) = gain(1)/dz; 
    grad_gain(array_counter) = 
(gain(array_counter)-gain(array_counter-1))/dz; 
end 
gain_lin = log(10)*grad_gain/(10*2); 
  
clear halfstep 
  halfstep = -alpha/2; 
    for ii = 0:length(betap)-1; 
        halfstep = halfstep - 
j*betap(ii+1)*(w.^ii)/factorial(ii); 
    end 
  
     square_mat = repmat(halfstep, 1, nz+1); 
     square_mat2 = repmat(gain_lin, ntt, 1); 
     size(square_mat); 
     size(square_mat2); 
     total = square_mat + square_mat2; 
      
 clear LinearOperator 
    % Linear Operator in Split Step method 
    LinearOperator = halfstep; 
    halfstep = exp(total*dz/2); 
 u1 = u0; 
ufft = fft(u0); 
% Nonlinear operator will be added if the peak power is 
greater than the 

% Nonlinear threshold 
iz = 0; 
while (iz < nz) && (max((gamma*abs(u1).^2 + 
gamma*abs(u0).^2)) > P_non_thres) 
  iz = iz+1; 
  
  uhalf = ifft(halfstep(:,iz).*ufft); 
     
  for ii = 1:maxiter, 
    uv = uhalf .* exp((-j*(gamma)*abs(u1).^2 + 
(gamma)*abs(u0).^2)*dz/2); 
    ufft = halfstep(:,iz).*fft(uv); 
    uv = ifft(ufft); 
     
    if (max(uv-u1)/max(u1) < tol) 
      u1 = uv; 
      break; 
    else 
      u1 = uv; 
    end 
     
  end 
 % fprintf('You are using SSFM\n'); 
  if (ii == maxiter) 
       
   fprintf('Failed to converge to %f in %d itera-
tions',tol,maxiter); 
  end 
   
  u0 = u1; 
 end 
  
if (iz < nz) && (max((gamma*abs(u1).^2 + 
gamma*abs(u0).^2)) < P_non_thres) 
    
%  u1 = u1.*rectwin(ntt);   
   ufft = fft(u1); 
   ufft = ufft.*exp(LinearOperator*(nz-iz)*dz); 
   u1 = ifft(ufft); 
   
   %fprintf('Implementing Linear Transfer Function of 
the Fibre Propagation'); 
end 
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Abstract 
 
The mobile geospatial information service involves the domain of mobile communication, mobile computing, 
geospatial information service and other techniques. This paper focuses on the integration of spatial informa-
tion and mobile communication technologies. The author proposes the architecture of mobile geospatial in-
formation service based on the Ad Hoc network. On the basis of this architecture, a system is developed, and 
applied in correlative fields. 
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1.  Introduction 
 
With the development of electronic technology, espe-
cially in the fields of computer and internet technology, 
mobile communication has made a rapid progress in re-
cent years. More and more mobile phones with powerful 
functions have emerged in our daily life. At the same 
time, cell phone users are not satisfied with the only 
function of call service while more and more mobile ser-
vices have emerged. So the proportion of mobile services 
rate in the communications revenue has increased year 
by year. 

According to statistics in the resource management, 
socio-economic activities and public life, more than 80 
percent of information involves in the geographic infor-
mation with spatial localization feature. The fast devel-
opment of technological and subject matter has got much 
attention in recent years, which are used as an important 
means of communication for acquiring, arranging, ana-
lyzing and managing geospatial data in productive ac-
tivities and Geographic Information System. Meanwhile, 
the users are not satisfied with acquiring GIS Services in 
the use of computer equipments and Geographic Infor-
mation System. Nowadays, computer network and wire-
less communication technology have become so wide-
spread. It offers a new direction in the development of 
GIS. 

2.  Mobile Geographic Information Service 
 
Geographic Information System (GIS for short) is a kind 
of technology for saving and analyzing spatial informa-
tion, integrated with computer graphics and data. GIS is 
the spatial information system that has been compiled in 
purpose of specific application. Under the help of com-
puter hardware, software facilities and network, it is user 
for collect, input, store, process, display, update and pro-
vide kinds of dynamic geographic information applica-
tion, with the method of geographic models [1]. 

GIS has passed through two great changes: from the 
stage of GISystem to GIScience, then transferred to the 
stage of GIService [2,3]. In modern society, network 
technology and wireless communication technology are 
developing rapidly. With the development of GIS and the 
two technologies, a new spatial information service and 
application model was born, i.e. (Mobile Geographic 
Information Service, MGIS) [4]. MGIS offers mobile 
sharing with geographic information in the integration of 
computer, telecommunication and 3S technologies. It can 
help the users to acquire the maximum amount of infor-
mation in a finite-range space. At the same time, it truly 
meets the users’ needs in geography information query 
and decision making. It is an important content of GIS-
ervice research that how to make users satisfied with 
geographic information conveniently geo-information for 
anyone and anything at anywhere and anytime [5]. 
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Nowadays, Internet-centered information network has 
basically satisfied the need for information in anytime. 
However, Internet builds on fixed cable network failed to 
meet the need for acquiring the information services in 
mobile. 

In the research of mobile geospatial information ser-
vice, we should take such factors into account as: 

1) The limited bandwidth and frequently disconnec-
tion in wireless networks 

The disconnection and transmission delay don’t need 
consideration in geospatial information service in tradi-
tional networks. The delay, bandwidth, signal intensity 
and communication protocol may be changing in the 
wireless networks. As a result，mobile geospatial in-
formation service must be fit for the technique status in 
the face of communication field in modern time. 

2) Enhancement adaptability of service providing 
methods 

Compare to cable network，wireless network has a 
more flexible deployment. It has many different ways in 
which can be connected to the network: from Infrared 
Ray to Bluetooth within a few-mile limit, from WLAN 
to satellite relay and other communication modes cover-
ing the whole world. All these factors can be considered 
in application system design. What’s more, the cable can 
be used as an auxiliary method. 

3) Low security in data transmission 
Mobile geospatial information service applies elec-

tromagnetic wave to send or receive data through the air. 
It can work without cable and other transmission media. 
But we have to note that the process is easily perturbed 
by external environment because of transmission media’s 
vulnerability. Meanwhile, the data transferred will be 
stolen by illegal users for uncertainty in the transmission 
process. Therefore, we should try to avoid long distance 
wireless transmission in the architecture design. 

4) Limited energy and resources of mobile terminal 
The mobile terminal is supplied from storage batteries. 

Due to the requirement of power supply, mobile equip-
ment can not work for a long time. On one hand, the re-
source in mobile terminal would differ from fixed hosts 
in the increase of portability. On the other hand, it has a 
limited computational power. As a result, rational alloca-
tion of the data is necessary, especially between mobile 
terminal and fixed hosts. In this way, it can enhance the 
rates of resource utilization efficiency in querying, proc-
essing and store management. 

5) Multiplicity in architecture design 
Traditional systems are mostly based on Client/Server 

mode, as indicated in Figure 1. While in mobile envi-
ronment，dynamic computing resource and network joint 
nodes are full of uncertainty. The mobile terminal is of 
versatile features and configuration. According to dif-
ference between wireless networks connectivity and the 
type and capability of mobile terminal equipment, mo-

bile geospatial information service should design differ-
ent architecture to achieve the full potential of hardware 
and networks [6]. 

The basic network configuration of mobile geospatial 
information service and application environment have 
experienced great changes for traditional geospatial in-
formation service. Although wireless network is the 
similar as the extension of wired network, there is a big 
difference between them both in technologies and system 
design. So research on mobile geospatial information 
service must make a concrete analysis for these features. 
 
3.  Ad Hoc Network 
 
Wireless network offers the users the data exchange and 
acquisition in anytime and any place. And it has the 
function of keeping connecting in moving state. In gen-
eral, mobile communication network has a center. It only 
works in presupposition based network establishment. In 
some special occasions, such as on the battlefields，the 
rescue attempt after flood and earthquake, field opera-
tions and so on, traditional centered cellular networks 
can not meet the requirements of communication. In this 
way, a new network technology-Ad Hoc network has 
emerged, which need not rely on fixed telecommunication. 
 

(a) Cellular telecommunication network. 

 

 
(b) Ad hoc network. 

 

Figure 1. The comparison of cellular telecommunication 
network and ad hoc network. 
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DSR (Dynamic Source Routing) generates routes only 
when desired. When a packet needs to be sent to a desti-
nation whose route doesn’t exist, a route discovery proc-
ess is initiated. If the route has been existed, a route 
maintenance procedure is invoked. AODV (Ad hoc 
On-demand Distance Vector Routing) is a pure 
on-demand routing protocol. It is based on DSDV pro-
tocol. 

Ad Hoc network is made up of a group of wireless 
communication and connecting network module, with-
out any fundamental establishment. When the cable 
network can not work in order, like on the battlefield 
and in the task of emergency relief, Ad Hoc network 
offers a feasible technology of communication and in-
formation storage. When two mobile terminals are in 
each other’s covering range, they can communicate 
directly in Ad Hoc network [7]. But the communication 
coverage of mobile terminal is limited. The two hosts 
which are far away from each other can be linked by 
other nodes’ forwarding. 

 
4.  Geospatial Information Service Architec- 

ture Based on Ad Hoc Network 
 In Ad Hoc network, the moving node changes the to-

pology of network. Routing in ad hoc wireless networks 
has to cope with specifics such as limited bandwidth, 
high error rates, dynamic topology, resource poor de-
vices, power constraints and hidden and exposed termi-
nal problems. It is the essential part for Ad Hoc network 
that how to choose the routes to destination accurately 
and quickly. The typical routing algorithms are as fol-
lows [8]. 

In wireless environment of geographic information ser-
vice, spatial data transmission focuses on wireless net-
work and mobile equipments in different environments. 

The transmission scale of wireless local area network 
is relatively small. If we want to enlarge the transmis-
sion coverage, we can apply the method of adding an-
tennas. The user end can work in the mode of Ad Hoc if 
a user wants to set up his own network without the help 
of access points. As for the problem faced by mobile 
geographic information service, it is necessary to apply 
Ad Hoc network into the architecture, as indicated in 
Figure 1. 

DSDV (Destination-Sequenced Distance-Vector) is a 
Table driven routing protocol based on the classical 
Bellman-Ford routing algorithm. by improving freedom 
from loops in routing tables by using sequence numbers. 

GIS Server 1

Mobile data 
management Spatial database 1

GIS Server n

Wired networks, e.g. 
Internet

Ad Hoc network 
gateway

Cellular 
telecommunication 

network(GSM/GPRS...)

Ad Hoc network 
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Mobile data 
management

Spatial database n

 
 
  Figure 2. Geospatial information service architecture based on ad hoc network. 
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As indicated in Figure 1，geospatial information ser-

vice is made up of mobile terminal, mobile unit, mobile 
supporting station, fixed host and wired networks. 

The data transmission among mobile nodes in Ad Hoc 
network adopts the advanced technology of distributed 
computing. It can break the limits of transmission dis-
tance in traditional WLAN. High speed wired network 
forms the connecting backbone with fixed nodes includ-
ing file server, communications server, file server and 
database service. Wireless data transmission by mobile 
terminals with the Ad-Hoc routing mode is an effective 
method to realize wireless GIS. With the help of this 
technology, it can offer a network linked by many wire-
less node in short distance, the nodes in large scale can 
also be linked by multi-hop in nearby nodes to build a 
large Ad hoc network. In addition, traditional wireless 
Ad Hoc routing protocols needs to be optimized in ap-
plication to mobile geospatial information service. 

First the mobile terminal needs to find the Ad Hoc 
network gateway to connect with the cellular telecom-
munication network or Internet. The network gateway 
periodically transmits package all around to broadcast 
own existence. If the mobile terminal is within one-hop 
distance from the gateway the, the mobile terminal may 
find the mobile gateway through the received broadcast 
information. If the distance is beyond one hop, the mo-
bile terminal will send the control package to seek the 

gateway, then this mobile terminal will receive from one 
or more than one reply from the Ad Hoc network gate-
way. The mobile terminal will select the gateway with 
least hop number to connect with the cellular telecom-
munication network or Internet. By using the gateway 
router, several Ad Hoc network may be interconnected to 
enable the mobile node to reach Internet. 

 
5.  The Experimental System 
 
Based on the above architecture, the author carries out a 
platform of urban public administration and service in-
formation management. It is designed to gather the urban 
management related data, position the accurate location 
of emergencies, carry on the effective dispatch promptly, 
direct the related personnel to process the accident. The 
client interface on intelligent mobile phone is indicated 
as in Figure 3. 

The success of experimental system proves that the 
spatial data transmission mechanism among the mobile 
terminals by Ad Hoc network proposed in our paper is 
feasible. From the angle of experiment, it is feasible to 
prove the rationality of this architecture. It not only can 
save the resources of cellular telecommunication system, 
but also overcome the limit of geographic information 
service implementation created by mobile environment. 

 

  

Figure 3. The client interface on intelligent mobile phone. 
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6.  Conclusions 
 
The emphasis of the research on mobile geospatial in-
formation service is how to organize and transmit the 
kinds of geographic information with less network re-
source and higher transmission efficiency. This paper 
explores the geospatial information service based on Ad 
Hoc network aiming to realize the geographic data shar-
ing among mobile terminals, furtherly to increase the 
data safety and quality in large-scale wireless data 
transmission process. But there are both advantages and 
disadvantages on kinds of protocols in network per-
formance. We need to further our research on how to 
optimize the protocols to obtain the better network per-
formance according to the features of mobile geospatial 
information service. 
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Abstract 
 
With the advance of wireless communication technologies, small-size and high-performance computing and 
communication devices are increasingly used in daily life. After the success of second generation mobile 
system, more interest was started in wireless communications. A Mobile Ad hoc Network (MANET) is a 
wireless network without any fixed infrastructure or centralized control; it contains mobile nodes that are 
connected dynamically in an arbitrary manner. The Mobile Ad hoc Networks are essentially suitable when 
infrastructure is not present or difficult or costly to setup or when network setup is to be done quickly within 
a short period, they are very attractive for tactical communication in the military and rescue missions. They 
are also expected to play an important role in the civilian for as convention centers, conferences, and elec-
tronic classrooms. The clustering is an important research area in mobile ad hoc networks because it im-
proves the performance of flexibility and scalability when network size is huge with high mobility. All mo-
bile nodes operate on battery power; hence, the power consumption becomes an important issue in Mobile 
Ad hoc Network. In this article we proposed an Energy Aware Clustered-Based Multipath Routing 
(EACMR), which forms several clusters, finds energy aware node-disjoint multiple routes from a source to 
destination and increases the network life time by using optimal routes. 
 
Keywords: Clustering, CONID, MANET, Mutlipath, AODVM 
 
 
1.  Introduction 
 
The history of wireless networks started in the 1970s and 
the interest has been growing ever since. Based on infra-
structure, the wireless networks broadly classified into 
two types, first type infrastructure networks contains 
base-stations; an example of this wireless network is the 
cellular-phone network where a phone connects to the 
base-station with the best signal quality. When the phone 
moves out of range of a base-station, it does a “hand-off” 
and switches to a new base-station within reach, the sec-
ond type is called as Mobile Ad hoc Network without 
any fixed infrastructure or centralized control; it contains 
mobile nodes that are connected in an arbitrary manner. 
It enables the users to communicate without any physical 
infrastructure regardless of their geographical location. 
All nodes in the Mobile Ad hoc Network (MANET) are 

mobile and can be connected dynamically in an arbitrary 
manner. Each node behaves as a router, takes part in 
discovery and maintains the routes to other nodes. The 
nodes are the main components of the network; these 
nodes can move freely at any time and can leave or join 
the network so the network structure changes dynami-
cally due to mobility [1]. 
 
1.1.  Clustering and Multipath Routing 
 
In a clustering scheme the mobile nodes in a MANET 
are divided into different virtual groups based on certain 
rules. The mobile nodes may be assigned a different 
status such as clusterhead, clustergateway or cluster-
member. A clusterhead normally serves as a local coor-
dinator for its cluster, performing intra-cluster transmis-
sion arrangement, data forwarding, and so on. A cluster-
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gateway is a non-clusterhead node with inter-cluster 
links, so it can access neighboring clusters and forward 
information between clusters. A clustermember is usu-
ally called an ordinary node [2]. 

A fundamental problem in the MANET is how to de-
liver data packets among nodes efficiently without pre-
determined topology or centralized control, which is the 
main objective of ad hoc routing protocols. Because of 
the dynamic nature of the network, ad hoc routing faces 
many unique problems not present in wired networks. 
Particularly in MANETs where routes become obsolete 
frequently because of mobility and poor wireless link 
quality. The Multipath routing addresses these problems 
by providing more than one route to a destination node. 
Multipath routing appears to be a promising technique 
for ad hoc routing protocols, the multiple paths can be 
useful in improving the effective bandwidth of commu-
nication, responding to congestion and heavy traffic, 
increasing delivery reliability and security. The traffic 
can be distributed among multiple routes to enhance 
transmission reliability, provide load balancing, and se-
cure data transmission [3]. 

Most existing routing protocols for MANET build and 
utilize only one single route for each pair of source and 
destination nodes. Due to node mobility, node failures, 
and the dynamic characteristics of the radio channel, 
links in a route may become temporarily unavailable and 
making the route invalid. The overhead of finding alter-
native routes may be high and extra delay in packet de-
livery may be introduced. Multipath routing addresses 
this problem by providing more than one route to a des-
tination node. Source and intermediate nodes can use 
these routes as primary and backup routes. Alternatively, 
source node can distribute traffic among multiple routes 
to enhance transmission reliability, provide load balanc-
ing, and secure data transmission. 
 
2.  Related Work 
 
This work falls under three areas in the MANET: clus-
tering algorithms, multipath routing protocols and energy 
aware routing protocols, this section reviews these areas 
focusing on their relationship to the proposed protocol. 

Jane Y. et al. [2] surveyed the different clustering 
mechanisms and described the advantages and disadvan-
tages of each clustering scheme. The clustering schemes 
broadly classified into six categories Dominating Set 
based clustering schemes, Low maintenance clustering 
schemes, Mobility aware clustering schemes, Energy 
efficient clustering schemes, Load balancing clustering 
schemes and Combined-metrics based clustering 
schemes. The Energy efficient clustering avoids unnec-
essary energy consumption or balancing energy con-
sumption for mobile nodes in order to prolong the life-
time of mobile nodes and the network. 

The on-demand routing is the most popular approach 
in the MANET. Instead of periodically exchanging route 
messages to maintain a permanent route table of the full 
topology, the on-demand routing protocols build routes 
only when a node needs to send the data packets to a 
destination. The standard protocols of this type are Dy-
namic Source Routing (DSR) [4] and the Ad hoc On- 
demand Distance Vector (AODV) routing [5]. However, 
these protocols do not support multipath. 

The several multipath on-demand routing protocols 
were proposed, some of the standard protocols are, the 
Ad hoc On-demand Multipath Distance Vector 
(AOMDV) [6] is an extension to the AODV protocol for 
computing multiple loop-free and link-disjoint paths. The 
Split Multipath Routing (SMR) [7] is an on-demand 
Multipath source routing protocol can find an alternative 
route that is maximally disjoint from the source to the 
destination. The Multipath Source Routing (MSR) [8] is 
an extension of the DSR protocol to distribute traffic 
among multiple routes in a network. The Ad hoc On- 
demand Distance Vector Multipath Routing (AODVM) 
[9] is an extension to the AODV for finding multiple 
node disjoint paths. These protocols build multiple routes 
based on demand but they did not consider energy. 

Several energy aware multipath on-demand routing 
protocols have been proposed [10-14], but these proto-
cols are not based on clustering. The Cluster Based Mul-
tipath Dynamic Source Routing CMDSR) [15] was de-
signed to be adaptive according to network dynamics. It 
uses the hierarchy to perform route discovery and dis-
tributes traffic among diverse multiple paths, but it does 
not consider energy in the route selection. 

The Grid-Based Energy Aware Node-Disjoint Multi-
path Routing Algorithm (GEANDMRA) [16] considers 
energy aware and node-disjoint multipath, it uses grid 
head election algorithm to select the grid-head which is 
responsible for forwarding routing information and 
transmitting data packets. The routing is performed in a 
grid-by-grid manner, the network area is partitioned into 
non-overlapping square zones with the same size, each 
zone is named with a unique ID(x,y) as the conventional 
coordinate. At any time each node can obtain its location 
information from Global Position System (GPS) to know 
in which zone it is located. But the disadvantages of GPS 
are as follows [17]. 
·There are several factors that introduce error to GPS 

position calculations. A major source of error arises 
from the fact that radio signal speed is constant only 
in a vacuum. it means that distance measurements 
may vary as the values of the signal speed vary in 
the atmosphere. Water vapor and other particles in 
the atmosphere can slow signals down, resulting in 
propagation delay. 

·Another source of errors due to multipathfading, 
which occurs when a signal bounces off a building 
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or terrain before reaching the receiver’s antenna, 
also can reduce accuracy. 

·Another factor affecting the precision is satellite 
geometry. 

·The largest source of potential error is selective 
availability, an intentional degradation of L1, the 
civilian GPS signal. SA was originally intended to 
prevent a hostile force or terrorist group from ex-
ploiting the technology. 

·An location fix can only be identified if a ‘fix’ from 
at least 3 satellites are available. 

·In addition, distance measurements are less reliable 
when the receiver of satellite locks on to or closely 
oriented with respect to each other. Atomic clock 
discrepancies, receiver noise, and interruptions to 
ephemeris monitoring can result in minor errors. 

·GPS does not work effectively if the ‘line of sight’ 
between a device and the satellites is obscured. Not 
only does this render GPS ineffective indoors but 
also if any material gets in the way of this ‘line of 
sight’. It is fair to assume therefore that a worker in 
a vehicle or in a station or operating in a dense ur-
ban area with tall buildings may struggle to get a 
location fix from GPS. 

·The device needs a dedicated GPS antenna, chipset 
and software, so there is a additional cost for this 
hardware and software. 

·Power consumption in the device is significant for 
using GPS. 

We proposed novel approach without using GPS; this 
approach is very suitable and applicable for the cluster 
based mobile ad hoc networks. 
 
3.  Energy Aware Clustered-Based Multi-p

ath Routing (EACMR) 
 
The HELLO messages are already in usage in on demand 
routing, each node maintains only the status of its 
neighbors. Periodically, each node broadcasts a hello 
message to all its neighbors to indicate its active status. 
Each node receives the hello messages from its 
neighbors and updates its neighbor information table. In 
the EACMR, the clusters are formed by using hello 
messages, this result in less overhead. The EACMR finds 
node-disjoint multiple routes from a source to destination 
and increases the network life time by using optimal 
routes. 
 
3.1.  Network Model 
 
A MANET is represented by undirected graph, G=(V,E) 
where V is the set of nodes and E is the set of bidirec-
tional links. It is assumed that, at any time, nodes are 

situated randomly throughout the network area in accor-
dance with a two-dimensional uniform random variable 
distribution. Each node is equipped with a single network 
interface card (NIC) and has a transmission radius of r. 
Each node has mobility, the speed is uniformly chosen 
between the minimum and maximum speeds. When the 
node reaches to its destination, it stays there for a certain 
pause time, after which it chooses another random desti-
nation point and repeats the process, the mobility is de-
fined as the distance moved per unit time by a node in 
the network. Suppose at time t1 the node ni is at (x1, y1) 
and by time t2 the node ni has moved to (x2, y2), then the 
mobility of the node ni denoted by 

     212
2

12
12

1
yyxx
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All mobile node relay on battery, the energy con-
sumption varies from 240mA at receiving mode and 
280mA in the transmitting mode using 0.5V energy. 
Thus,when calculating the energy consumed to transmit 
a packet p is Etx(p)=I×V×tp. Joules are needed [18], 
here, I is the current, V is the voltage and tp is the time 
taken to transmit the packet p. 

The energy required to transmit a packet p is given by 
Etx(p)=280mA×V×tp .The energy is required to receive 
a packet p is given by Erx(p)=240mA×V×tp. The energy 
consumption of overhearing the data transmission may 
be assumed as equivalent to energy consumption of re-
ceiving of the packet. When a packet is transmitted by ni 
at time t then it updates its residual battery capacity by 
using the following formula ( )

t t
R R E ptxi i  .when 

packet is received by ni at time t then it updates its resid-
ual battery capacity by using the following formula 

( )
t t

R R E prxi i  . 

 
3.2.  Cluster Formation and Maintenance 
 
The Combined Higher Connectivity Lower ID (CONID) 
clustering algorithm [19] is used generates the clusters in 
the network. It is an extension of the lowest ID algorithm; 
the lowest ID algorithm does not take into account the 
connectivity (degree) of nodes, and therefore may pro-
duce more number of clusters than necessary. The pure 
connectivity based clustering algorithm modified version 
the lowest ID algorithm, in which ID is replaced by node 
degree, but it does not work properly because of numer-
ous ties between nodes. The CONID uses node degree as 
the primary key and ID as the secondary key in cluster 
decisions. It is generalized the connectivity to count all 
k-hop neighbors of the given node. For k=1, the connec-
tivity is equivalent to node degree, whenever the connec-
tivities are the same, IDs are compared to make the deci-
sion.The clustering algorithm, refereed to as the k-CO-
NID (k-hop connectivity ID) algorithm, works as follows. 
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Each node is assigned with clusterhead priority. A pair is 
denoted by did=(d,ID), where d is its connectivity and ID 
is its IP address. 

Let did’= (d’, ID’) and did”= (d”, ID”). Then 
did’>did’ if d’> d” or d’=d” and ID’ < ID”. That is, a 
node has clusterhead priority over the other node if it has 
higher connectivity or in case of equal connectivity and 
has lower ID. The cluster formation and cluster mainte-
nance are clearly explained in [19], after applying clus-
tering algorithm the network is shown Figure 1. After 
running CONID, each clusterhead finds its all neighbor 
clusterheads, for example, clusterheads 18 and 10 are the 
neighbor clusterheads of clusterhead 2 in Figure 1. 
 
3.3.  Route Selection 
 
The route selection is based on cost function; the main 
objective is to give more weight (or) cost to node with le- 
ss energy to prolong its life time. Let Ri

t be the battery 
capacity of a node ni at time t. Let fi(Ri

t) be the cost func-
tion of node ni, it is also considered as node’s cost or 
weight of node ni at time t, the cost of node ni at time t is 
inversely propositional to its residual energy i.e. fi(Ri

t))= 
1/Ri

t). As the battery capacity decreases, the value of cost 
for node ni will increase. The main objective of route 
selection is to select an optimal path based on costs of 
clusterheads, because clusterhead normally serves as a 
local coordinator for its cluster, performing intra-cluster 
transmission arrangement, data forwarding. So cluster-
head is important node within cluster and spends its en-
ergy for other nodes. 

We define the following cost function to a clusterhead. 
Let Ci be ith cluster whose clusterhead at time t is de-
noted by CHi. The Cost of CHi at time t as follows 

( ) ( )i
i i i it

i

F
Cost CH w N C

R


 
    

 
 

where 
ρi: Transmit power of CHi 
Fi: Full-charge capacity of CHi 
Ri

t: Remaining battery capacity of CHi at time t. 
wi: weight factor of CHi, which depends upon various 

factors, like battery’s quality, battery’s capacity, life time, 
battery’s back up, price. 

N(Ci):the size of cluster Ci, it is the total number of all 
the nodes(clustermembers, gateways and clusterhead) in 
Ci, it is directly proportional to the cost of the node. 

Let Pj be the path from source node S to destination 
node D via clusterheads CH1, CH2,CH3 …………..CHn 
at time t, it is denoted by 

1 2 3 nP S CH CH CH CH Dj              

On the above path, in between two clusterheads, either 
gateway or clustermember (non-clusterhead nodes) may 
exist, however they are not consider in the evaluation of  

 

Figure 1. Network with clusters. 
 

cost of the path. Because main intension is to consider the 
total cost of path through clusterheads only, we define the 
cost of path Pj at time t via clusterheads is the sum of the 
costs of all the clusterheads on Pj, it is denoted by 

   



n

i
ij CHostCPostC

1

 

3.3.1  Optimal Path Selection 
Let k be number of node disjoint paths from source S to 
destination D, an optimal path is a path whose cost is 
least among k paths. 

The optimal path is also called primary path. Initially 
it is used for data transmission, if it fails, then the secon-
dary path (whose cost is least among k-1 paths) is used 
for data transmission. For example in figure 2,there are 
three node disjoint paths from source S to destination D 
via clusterheads; the paths are 1-2-3-4-5, 1-7-6-5 and 
1-8-9-10-5. 

If source node S belongs to ith cluster whose cluster-
head is CHi then it is called as source clusterhead. Simi-
larly, If destination D belongs to jth cluster whose clus- 
terhead is CHj then it is called as destination clusterhead 
in Figure 2. Clusterhead 1 is called as source clusterhead  
and clusterhead 5 is called as destination clusterhead. If 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Node-disjoint paths through Clusterheads. 
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two clusterheads are neighbors then they are called as 
1-hop neighbor clusterheads.In Figure 2, the clusterheads 
3, 7, 8 are neighbors of the clusterhead 1. 
 
3.4.  Route Discovery 
 
The route selection is based on the route discovery. In 
order to facilitate the computation of multiple node dis-
joint paths from the source to destination, We choose the 
Ad hoc On-Demand Distance Vector Multipath (AODVM) 
[9] protocol as a candidate protocol and make modifica-
tions to it to enable the discovery of node disjoint paths 
via clusterheads. The AODVM is the extension of 
AODV [6] to provide multiple nodes disjoint paths. 

3.4.1.  The Proposed Modifications 
The proposed modifications are explained briefly as fol-
lows. Only clusterheads maintain routing tables and run 
this protocol to find nod-disjoint paths. The other nodes 
(Gatewaynodes and Clustermembers) don’t maintain the 
routing tables, simply they forward the packets according 
to specified path. 

3.4.2.  Modification of Control Packets 
The RREQ packet of AODVM is same as RREQ packet 
of EACMR. The RREP packet of AODVM is extended 
as RREP packet of EACMR by adding with Cost field, 
this field carries cumulative costs of clusterheads through 
which it passes. The initial value of this field is zero. 

3.4.3.  Modification of Tables 
In the AODVM, each node maintains two tables, the 
routing table is used to forward the data packets from 
source to destination where as the RREQ table is used to 
form the route from source to destination, the fields of 
both tables are shown in Figure 3 and Figure 4. 

In the EACMR, the routing table is extended to in-
clude the cost field. But RREQ table is same. These two 
tables are maintained by clusterheads only. 
 
3.4.4.  The Proposed Modifications in Node 

Functioning 
In the AODVM, when the source node wants to send 
packets to a destination, it looks up its route cache to 
determine if it already contains a route to the destination. 
If it finds that an unexpired route to the destination exists, 
then it uses this route to send the packet. But if the node 
 
 
 
 

Figure 3. Fields of routing table. 
 

 

 

Figure 4. Fields of RREQ table. 

does not have such a route, then it initiates the route dis-
covery process by broadcasting a RREQ packet. 

It is modified that when the source node wants to send 
packets to a destination, it sends the RREQ to its clus-
terhead; clusterhead looks up its route cache (routing 
table) to determine if it already contains a route to the 
destination. If it finds that an unexpired route exists to 
the destination, then it sends the reply to the source and 
uses this route to forward the packets from the source 
node, else then it initiates the route discovery process by 
forwarding a RREQ packet to its all neighbor cluster-
heads. 

In the EACMR, the propagation of RREQ packet at 
intermediate clusterhead follows the same rules as at 
intermediate node in AODVM. When RREQ packet ar-
rives at intermediate clusterhead, The RREQ is inspected 
and the following two cases it is dropped.  

1) If this RREQ packet was already processed by the 
intermediate clusterhead or  

2) If TTL value of the RREQ packet becomes zero. 
Otherwise, the intermediate clusterhead broadcasts the 

RREQ to all its neighbor clusterheads by recoding the 
information about the clusterhead through which RREQ 
was received and corresponding hop-count back to the 
source clusterhead into its RREQ table, in this way the 
RREQ is forwarded by a intermediate clusterheads. Fi-
nally several RREQs will reach to destination cluster-
head through different paths from the source clusterhead.  

When a RREQ packet is received to a destination 
clusterhead, it generates a RREP packet and sent back to 
its neighbor clusterhead (last hop) from which the RREQ 
packet has been received. When an intermediate cluste-
head receives the RREP packet, it checks its RREQ table 
to find its neighbor clusterhead (next hop in reverse path) 
through which shortest path back to the source cluster-
head and sends the RREP packet to it by deleting corre-
sponding entry in the RREQ table. 

In order to ensure that a clusterhead does not partici-
pate in multiple paths, If it receives another RREP packet 
from different neighbor clusterhead, it is dropped (i.e., 
RREQ table is already empty), it generates a Route Dis-
covery Error (RDER) packet and sends it back to the 
neighbor clusterhead through which another the RREP 
packet has been received. The neighbor clustered upon 
receiving the Route Discovery Error (RDER) packet will 
try to forward the RREP packet to another neighbor 
clusterhead through which shortest path back to the 
source clusterhead and sends the RREP packet to it by 
deleting corresponding entries in the RREQ table. 

Finally several RREP packets will be received by the 
source clusterhead, this information is recorded into its 
cache based on arriving order and it sends the reply to 
the source .The path with minimum cost is selected as an 
optimal path for transmission of source’s data. If clus-

Dest. Source Last hop Next hop 

Dest. Source Expira-
tion time 

Neighbor who 
transmitted 

hop 

the RREQ
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terhead wants to transmit the data, it follows above pro-
cedure to find node disjoint paths. 
 
3.5.  Route Maintenance 
 
The EACMR handles route maintenance in a manner 
similar to the AODVM. Whenever a link breakage hap-
pens in a route due to a node moving away, the previous 
hop node of the moved away node is responsible for 
sending a Route Error (RERR) message back to the 
source clusterhead to inform the breakage. It chooses 
alternative routes to maintain the connection. If there are 
no more redundant routes left, then it will start a new 
route discovery. 
 
3.6.  Congestion Control and Increasing Network 

Lifetime 
 

When a congestion state occurs in a routing path, con-
gested clusterhead sends choke packet to the source 
clusterhead, it distributes the incoming data packets to 
the other node-disjoint routing paths to avoid the conges-
tion. 

During the transmission of data packets, if battery en-
ergy of clusterhead is reached to threshold energy, then it 
selects a clustermember as new clusterhead whose en-
ergy is high among its clustermembers, then it sends in-
formation about cluster and it will act as clustermember. 

 
4.  Simulation 
 
In this section, it describes the simulation, various cho-
sen parameters for simulation and the various perform-
ance metrics. With reference to simulation model in [20], 
we have designed own simulator with the following 
modules. 

Network Formation Module: This module is used to 
generate a random network, inputs of this module are 
simulation area (length x breadth), number of nodes, cell 
radius of each node, initial position of each node and 
initial energy of each node. The output of this module is 
a random network. 

Node Mobility Module: This module sets the speed, 
direction and pause time of each node and allows each 
node to move in random direction. All the nodes in an ad 
hoc network are mobile. In this simulation, Random 
waypoint mobility model is used with pause time of each 
node is 10 sec and speed of each mobile node is 0 to 
2m/sec. 

Route Requests Event Generator Module: This 
module accepts the number of route requests from user, 
and then selects source and destination pairs randomly. 
Each route request follows the poison distribution proc-
ess and each call duration time follows exponential dis-
tribution. 

EACMR module: This is core module that incorpo-
rates several functions like Cluster formation, cluster 
maintenance, route discovery, route selection, route 
maintenance and congestion control. 

Computation module: This module estimates vari-
ous performance metrics like number of clusters, number 
of border nodes, the power consumption, residual energy, 
number of nodes expired (reached to threshold), over-
head, throughput, end-to-end delay and other parameters. 

Considering fifty nodes randomly distributed in an 
area of 1000m x 1000 m. It is assumed that the channel 
bandwidth is 2Mbps, a free space radio propagation 
model in which the signal power attenuates is 1/r2, 
where r is the distance between the nodes. Each node is 
equipped with a single network interface card and has a 
transmission radius of r=14m. The distributed coordi-
nation function of IEEE 802.11 is assumed at MAC 
layer. 

All nodes operate in promiscuous mode, so it can 
overhear packets destined for others. It is assumed that 
the transmission power, receiving power are fixed for all 
the nodes and two nodes can hear each other if their dis-
tance is in the transmission range. The speeds are uni-
formly chosen between the minimum and maximum 
speeds and are set to 0m/s and 2m/s, respectively. When 
the node reaches its destination, it stays there for a cer-
tain pause time, after which it chooses another random 
destination point and repeats the process. The simula-
tion ends after 100s. It is assumed that transmission 
ranges of all the nodes are equal. All nodes are assumed 
to have the same amount of battery capacity with full 
energy at the beginning of the simulation. Initial energy 
of each node is set to 100 Joules. The equal weight fac-
tor is chosen for all clusterheads. For the mobile sce-
narios, the random waypoint model is used to node mo-
bility. In this model, a node chooses a random point in 
the network, and moves towards that point at a constant 
speed. 

It is assumed that the number of route requests is de-
noted by λ and follows the poison process where as call 
holding time follows exponential distribution. When a 
route request occurs, two nodes are randomly selected as 
source and destination. The data traffic is generated by 
Constant Bit Rate (CBR) sessions initiated between the 
source and destination. Each clusterhead maintains 
threshold value (cut-off). The table 1 shows simulation 
parameters and their values. 

During simulation, several performance parameters 
were estimated, like number of clusters (NC, number 
of border nodes, CH%, BP%, ASP, the total energy 
consumption at each clusterhead and total residual en-
ergy at each clusterhead. Along the number of cluster-
heads reached to the threshold, the results are shown in 
Table 2. 
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Table 1. Simulation parameters. 

Sno Parameter Value 
1 Simulation area and Network Size 1000mx1000m, 50 Nodes 
2 Transmission Range 88 meters 

3 
Transmission Power 
Receiving Power 

0.7 Joule/packet, 
0.3 Joule/packet 

4 
Node Mobility Model, 
Pause Time and Speed 

Random waypoint mobility 
model, 10 sec, 0 to 2m/s 

5 
Initial Energy, Maximum Battery 
Capacity 

100 Joules, 100 Joules 
 

6 Weight factor of clusterhead 
1 
 

7 Threshold Value 
5 Joules 
 

8 Route request arrival rate λ 5, 10 per 10 sec 

9 
Traffic type, Maximum Data 
Packet size 

Constant Bit Rate (CBR), 
512 bytes 

10 Queue type and queue Size Drop tail, 60*512 bytes 
11 Total Simulation Time 100 sec 

 
Table 2. Results. 

Sno Parameter D=3.02 D=3.24 D=3.8 

1 Number of 
Clusters 

13 13 13 

2 Elected 
Clusterheads 

2 ,19, 6, 42, 40 
33, 28, 26, 22 
37, 15 ,12, 48 

2, 18 ,5, 40, 
32, 28, 24, 
36, 50, 42, 
14 ,46 ,10 

2 ,19, 6, 42, 
40, 32, 28, 
24 36, 50, 
17, 12, 46 

3 Number of 
Border nodes 

9 11 13 

4 CH% 0.26 0.26 
 

0.26 

5 BP% 0.18 0.22 0.26 
6 AS 3.846 3.846 3.846 

 
The size and degree are denoted by N and D, respec-

tively. CH% denotes the ratio of clusterhead nodes (that 
is, the number of clusters divided by the total number of 
nodes). Border nodes are nodes that belong to more than 
one cluster (that is, which are at distance at most k hops 
from at least two CHs), BP% denotes the ratio of border 
nodes, (that is, the number of border nodes divided by 
the total number of nodes). AS is the average size of a 
cluster (the average number of nodes in a cluster, that is, 
the number of nodes divided by the total number of clus-
ters). Other results are shown in Figure 5 to Figure 7. 

The total power consumption is directly proportional 
to various factors like network size, route requests arrival 
rate, packet arrival rate, packet size (header size and 
payload size), packet collision and retransmissions. Total 
residual energy is indirectly proportional to the power 
consumption. The network life depends on then node 
expiration which in turn depends upon energy consump-
tion and threshold value. The node life time is indirectly 
proportional to the node’s energy consumption and it is 
also directly proportional to the threshold value of the 
energy of each node is denoted by γ. It is also called 
cut-off value; it is always greater than one. During the 
transmission of data, each node checks whether its energy 
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Figure 5. Energy consumption Vs time. 
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Figure 6. Residual energy Vs time. 
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Figure 7. Number of CHs expired Vs time. 

 
reaches to threshold or not. If its energy reaches to 
threshold then it will expire. The network lifetime can be 
defined in many ways: 
·It may be defined as the time taken for K% of the 

nodes in a network to die 
·It might be the time taken for the first node to die 
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·It can also be the time for all nodes in the network to die 
It can also be the time for all nodes in the network to 

die. To maximize the lifetime of network, each clustered 
maintains threshold. 

Figure 5 depicts the variation of total energy con-
sumption of clusterheads versus time; Figure 6 depicts 
the variation of total residual energy of clusterheads ver-
sus time. Figure 7 depicts number of clusterheads ex-
pired versus time. 
 
5.  Conclusions 
 
Proposed novel approach (EACMR) is very suitable and 
applicable for the cluster based mobile ad hoc networks. 
It is not based on GPS. It can be applied to a mobile ad 
hoc network that is using any clustering scheme. In this 
work, the CONID clustering scheme is used as back-
ground to form clusters, instead of that any clustering 
scheme may be used to form clusters in the network. 

The EACMR is designed to find energy aware node- 
disjoint multiple routes from a source to a destination 
through clusterheads. It increases the network life time 
by using optimal routes, as compare to on demand mul-
tipath routing protocols, it significantly reduces the total 
number of route request packets  using clustering tech-
nique, this result in an increased packet delivery ra-
tio,decreasing end-to-end delays for the data packets, 
lower control overhead, fewer collisions of packets , de-
creasing power consumption. It supports the reliability 
by using multiple node-disjoint paths. 
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Abstract 
 
Energy conservation is an essential and critical requirement for a wireless sensor network with battery oper-
ated nodes intended for long term operations. Prior work has described different approaches to routing protocol 
designs that achieve energy efficiency in a wireless sensor network. Several of these works involve variations 
of mote-to-mote routing (flat routing) while some make use of leader nodes in clusters to perform routing 
(hierarchical routing). A key question then arises as to how the performance of an energy-aware, flat routing 
protocol compare with that of one based on hierarchical routing. This paper demonstrates a hierarchical routing 
protocol design that can conserve significant energy in its setup phase as well as during its steady state data 
dissemination phase. This paper describes the design of this protocol and evaluates its performance against 
existing energy-aware flat routing protocols. Simulation results show that it exhibits competitive performance 
against the flat routing protocols. 
 
Keywords: Energy-Aware, Routing Protocol, Wireless Sensor Network, Energy Efficiency, Reliable Routing 
 
 

1.  Introduction 
 
Wireless adhoc networks comprise of stationary or mo-
bile devices that communicate over wireless channels 
without any fixed wired backbone infrastructure. A 
wireless sensor network (WSN) is a special class of ad-
hoc networks that integrates sensing, processing and 
communications in small, battery-powered motes [1,2]. 
These motes (sensor nodes) typically collaborate on a 
global sensing task and deliver required data to one or 
more hubs. Sensor nodes that have variable-powered RF 
transceivers can provide greater routing performance at 
the cost of higher power consumption [3-5]. On the other 
hand, nodes that have fixed-power RF transceivers are 
generally cheaper but may be more prone to communica-
tion disruptions [6,7]. Despite advances in Micro- Elec-
tro Mechanical Systems (MEMS) technology, energy 
constraints continue to limit the operations lifetime of a 
WSN and new, energy-aware motes are still experimen-
tal [2,6,8,9]. Some WSNs adopt a hierarchical configura-
tion during deployment [5,10]. The deployed network 

topology consists of distributed clusters of sensor nodes. 
Each of these clusters is managed by a cluster head (or 
leader sensor node) that is responsible for data aggrega-
tion within the cluster and communications between this 
cluster and neighbouring ones. 

Within a WSN, whether clustered or non-clustered, the 
primary means of relaying data among nodes is via a 
routing protocol [5,10-19]. Hence, an essential and criti-
cal design requirement of the routing protocol is that it 
be energy-aware. An energy-aware routing protocol 
should exhibit energy efficiency and balanced energy 
consumption across the WSN. The first requirement en-
sures that the WSN can sustain operations over pro-
longed, unattended periods. The latter requirement en-
sures that sections of the WSN do not fail prematurely 
and disrupt operations. A routing protocol for WSNs 
typically comprises the three phases: set-up phase, route 
management phase and data dissemination phase. With 
clustered wireless sensor networks, the set-up phase may 
also incorporate the formation of clusters around each 
available cluster head. 
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Energy-aware routing protocols cannot merely deliver 
the message to a hub via the shortest or most en-
ergy-efficient route. Due to high usage, energy resources 
of nodes along these routes will be depleted faster than 
others and these routes will fail. Protocol design must 
also ensure that packet traffic is distributed relatively 
uniformly across the network so that energy resources of 
all nodes are depleted at a balanced rate. This will ensure 
that certain network sections/nodes will not be abruptly 
disconnected due to low energy resources [7,9]. These 
are by no means trivial requirements and pose conflicting 
demands on the design of energy-aware routing protocols 
[20]. While conventional routing protocols for wireless 
networks are typically concerned with throughput and 
network latency, energy-aware routing protocols in 
WSNs have to consider energy consumption, energy 
variance and scalability as well [2,10,12,14,21-23]. 

With these issues in mind, we propose an en-
ergy-aware routing protocol, Energy Clustering Protocol 
(ECP) that routes messages via cluster heads. Unlike 
other clustered configurations, ECP exploits nodes at the 
boundaries of the cluster (border nodes) to assist in the 
forwarding of packets as well as to reduce dependency 
on and energy expenditure of cluster heads. Via per-
formance simulations against existing energy-efficient 
routing protocols that use energy-distance metrics, prob-
abilistic distribution of packet traffic and MAC adapta-
tions, we show that ECP exhibits very low energy vari-
ance as well as high energy efficiency over WSNs with 
increasing number of nodes. The remainder of this paper 
is organised as follows. Section 2 surveys three existing 
energy efficient routing protocols proposed for multi-hop 
WSNs. Section 3 highlights our motivation and the con-
tribution of our work. Section 4 describes the detailed 
design of our proposed routing protocol. Simulation re-
sults are presented and discussed in Section 5. Finally, 
Section 6 concludes this paper followed by the refer-
ences. 
 
2.  Related Work 
 
In this section, we discuss three more recently proposed 
routing protocols for multi-hop WSNs. They are Energy 
Probabilistic Routing (EPR) [6], Gradient Based Routing 
(GBR) [24] and Efficient and Reliable Routing (EAR) 
[25]. These routing protocols are similar in the sense that 
they make use of neighbourhood information such as 
hop-count and node energy levels to relay data. They 
differ in their approach to distribute packet traffic. 
 
2.1.  EPR 
 
EPR is a reactive protocol that is destination-driven. That 
is, the hub or sink node initiates the route request and 

subsequently maintains the route. EPR selects routes 
probabilistically based on residual energy and energy 
consumption, thus helping to spread energy use among all 
the nodes. The protocol has three phases: setup, data 
dissemination and route maintenance. In the setup phase, 
interest propagation occurs as localized flooding, in the 
direction of the source node, to find all routes from source 
to hub and their energy costs. Before sending the request, 
the hub sets a “Cost” field to zero. Every intermediate 
node forwards the request only to neighbouring nodes that 
are closer to the source node than itself and farther away 
from the hub. On receiving the request at a node, the 
energy cost for the neighbour that sent the request is 
computed and is added to the total cost of the path. 
Routing tables are generated during this phase. Only 
neighbouring nodes with paths of low cost are added to 
the routing table. Paths that have a very high cost are 
discarded. A probability is assigned to each of the 
neighbours in the routing table with the probability in-
versely proportional to the cost. In the data dissemination 
phase, data is relayed using information from the routing 
tables generated in the setup phase. Paths are chosen 
probabilistically according to the energy costs that were 
calculated earlier. This is continued till the data packet 
reaches the destination node. A node may therefore have 
multiple routes to the hub. In the route maintenance phase, 
localized flooding is performed intermittently from hub to 
source to keep all the paths alive. 
 
2.2.  GBR 
 
The GBR protocol seeks to distribute the network traffic 
load evenly among all nodes to prevent overloading. The 
hub will broadcast an interest message that is propagated 
throughout the network. Each node upon receiving the 
interest message will record the number of hops taken by 
the interest message. This allows the node to know the 
number of hops it needs to reach the hub. The difference 
between the hop count of a node and that of its neighbour 
is the gradient of that link. Gradients are thus setup from 
the nodes to the hub and all messages will flow in that 
direction towards the hub. A node will forward a mes-
sage to a neighbour with the greatest gradient. If this link 
is not available due to failure or disruption, the 
neighbour with the next highest gradient is chosen and so 
on. When there are multiple neighbours with links hav-
ing the same gradient, one is randomly chosen. Random 
choice of the next hop node has a good effect of spreading 
traffic over time as well as achieving re-configuration to 
adapt to communication disruptions and distortions. 

When a node detects that its energy level has dropped 
by 50% or more, it increases its hop count (lowering its 
gradient) to discourage other nodes from routing packets 
through it. This change in gradient is propagated as far as 
needed over the network to keep other gradients consistent. 
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2.3.  EAR 
 
In the EAR protocol, routing decisions are based on hop- 
count and a weighted combination metric. This second 
metric is a weighted combination of energy levels, dis-
tance traversed and transmission success history used to 
determine optimal routes during data dissemination. A 
“sliding-window” that keeps track of the last N success-
ful transmissions via a specified RF link is used to com-
pute transmission success history. An optimal route in 
EAR may not be the shortest but represents the best 
combination of distance, energy requirements and RF 
link performance. Control packets are minimized by 
“piggy-backing” route management information onto 
MAC-layer protocol packets. EAR deals well with 
communication disruptions and distortions in WSNs with 
low to moderate traffic volumes, mostly due to more- 
informed and therefore accurate routing decisions. 
However, in WSNs with a high-volume of network traf-
fic, the proportionate increase in control packets incur an 
appreciable overhead affecting its performance. 
 
3.  Motivation and Contribution 
 
The protocols in our survey use different approaches to 
achieve energy efficiency. A minimum cost spanning tree 
such as that used in EAR allows for a low total energy 
consumption but sacrifices node survivability by 
over-utilising nodes on optimal routes. Probabilistic 
routing over multiple alternative paths to the hub is a 
technique used by EPR to overcome the over-utilisation 
of nodes on shortest paths. Such multi-paths are built 
based on a weighted combination of neighbouring node 
distance, projected energy expenditure and node residual 
energy. Energy availability metrics such as those em-
ployed in GBR control routing through nodes with the 
highest residual energy to balance energy consumption 
over the network. 

In all cases, the focus is primarily on balancing energy 
consumption during the data dissemination phase. Typi-
cally, the set-up phase in these protocols involves flood-
ing that starts from the hub to relay location and route 
information throughout the WSN. This technique con-
sumes a significant proportion of energy from all nodes in 
the WSN. Set-up tasks are important as they provide 
necessary network configuration and status information 
that allows subsequent successful operation of the WSN. 
In noisy environments and where the WSN nodes are 
mobile, initiating a secondary set-up phase is the most 
straightforward and practical way to re-configure the 
network and re-synchronize operations. 

In our design, we adopt a node clustering approach to 
utilise the gains of data fusion in tandem with energy 
conservation. Our proposed protocol, ECP, is designed 
with the following advantages: energy-efficient set-up 

process, low and balanced energy consumption during 
data dissemination by utilizing cluster boundary nodes 
instead of solely cluster heads, and scalable performance. 
 
4.  Energy Clustering Protocol (ECP) Design 
 
4.1.  Overview 
 
In this section, the design and operation of ECP is pre-
sented. ECP is a routing protocol that minimizes route 
setup energy whilst maintaining low data dissemination 
energy consumption. A low energy route setup cost is 
important in applications where the network configuration 
may change dynamically due to inconsistent RF links, 
node mobility or simply when the nodes have fallen in 
residual energy after a period of time. In these applica-
tions, a low route setup cost is valuable to establish new 
routes again that reflect the new network topology in 
terms of residual energy and connectivity. 

Unlike LEACH [19], ECP does not assume that all 
network nodes are able to reach the hub directly. Nodes 
route data packets to cluster heads. Each cluster head then 
routes to its border nodes and these in turn route to border 
nodes and cluster head of a neighbouring cluster. In this 
way, data is relayed from cluster to cluster and eventually 
to the hub. ECP is thus able to cater to larger network 
deployments where motes may be scattered over signifi-
cant distances. Also, the use of border nodes as routing 
support balances the energy consumption per cluster and 
obviates requirements for differentiated high transmission 
power cluster heads. 

Another novel feature of ECP is that cluster heads are 
elected probabilistically. ECP elects one hop clusters in a 
3-round process, each round with increasing probabilities 
to form its clusters. This clustering process strives to 
increase the number of border nodes between clusters for 
the conduct of inter-cluster routing. Instead of using 
multiple hop clusters in a multi-hierarchical setting, ECP 
forms one-hop clusters in a single level hierarchy in the 
WSN. The advantages of one hop cluster are detailed in 
Subsection 4.2. In ECP, nodes already in a cluster may 
join another cluster if through distance estimation they are 
detected to be nearer to the other cluster head. Thus, more 
energy can be conserved through this simple scheme 
without additional control messages. Energy is also 
minimised during routing since nodes are clustered based 
on their distance from the cluster head. 

ECP does not need location information of its nodes 
through localisation or GPS techniques as in the BCDCP 
protocol [26]. The use of localisation or GPS techniques 
consumes additional energy in order to initialise the nodes 
with their geographical coordinates. ECP also does not 
require all nodes to send their information to the hub first 
for some centralized processing. Sending information to 
the hub for centralized processing is a common technique 
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which allows for some useful network-wide information 
regarding residual energy, average energy levels or geo-
graphical location of nodes to be mapped out. Routing 
patterns can then be fixed through this network mapping. 
This method, however, is not distributed and does not 
scale very well with increasing network size. ECP 
achieves clustering and routing in a distributed manner 
and thus provides good scalability. The operation of ECP 
is divided into 3 phases: clustering, route management, 
and data dissemination. The following sub-sections will 
detail the design of these phases. 
 
4.2.  Clustering 
 
Phase one of ECP is to cluster sensor nodes together to 
achieve a maximum number of border nodes and mini-
mum number of clusters. To prevent the same border 
nodes from being used continuously, the clustering algo-
rithm aims to achieve denser clusters. One-hop clustering 
is adopted for ECP because these clusters have been 
shown to be more robust and subjected to less connec-
tivity problems and communication overheads [27]. 
When a node is first powered on, it will decide if it will 
elect itself to be a CH. The probabilities used for the 
3-round clustering are 0.1, 0.4 and 1 for the first, second 
and third rounds of clustering, respectively. These values 
are determined empirically. The flowchart in Figure 1 
shows how cluster formation is done. 

CHs once elected wait for a random amount of time 
before broadcasting a PROBE message to its neighbours. 
The node is confirmed as a CH after the PROBE message 
is sent. This PROBE message announces the status of the 
newly formed CH to surrounding nodes. Nodes already 
elected to be CHs but have not yet sent the PROBE will 
give up their status to become cluster members. Nodes 
without cluster status (not cluster head or cluster members) 
will join the cluster as members via the PROBE message. 
The selection of a random range of time to wait before 
broadcasting a PROBE message is dependent on the 
density of the cluster and the maximum time for a mes-
sage to be sent from one hop to the next. 

Let the cluster density d be defined as the number of 
nodes which a particular sensor node is able to reach 
within its transmission range. Let t be the maximum time 
taken for a PROBE or REPLY message to traverse one 
hop. This is also the minimum time that an elected cluster 
head node has to wait before broadcasting the PROBE 
message. 

Assuming a worst case scenario where all the (d+1) 
nodes in a potential cluster (1 potential cluster head node 
surrounded by d neighbours) may be elected as cluster 
heads. To prevent this scenario, the minimum range of 
waiting time allocated to the nodes has to be at least (d+1) t. 

 
Figure 1. Cluster Formation with ECP. 

 
That is, a node that has elected itself as cluster head waits 
at least t units or as long as (d+2)t units as shown in the 
right diagram of Figure 1. 

After a node elects itself as a potential cluster head and 
broadcasts the PROBE message, only one CH is formed 
and the rest of the elected CHs give up their CH candidacy 
to be cluster members. Upon reception of a PROBE 
message, nodes without a CH will reply with a REPLY 
message and store the address of the CH. Nodes which 
have already joined a CH will also reply with a REPLY 
message if the PROBE message is from another CH. These 
nodes then compare the distance between the original CH 
and the PROBE message from the new CH and join the 
CH that is nearer. Its previous CH will be regarded as a 
secondary CH. This ensures that no CHs will be deprived 
of cluster members or some CHs will have too many 
cluster members. All CHs thus keep a record of their 
cluster members using the REPLY messages. 
 
4.3.  Route Management Phase 
 
The route management phase comprises of route propa-
gation and route request. Route propagation avoids con-
ventional flooding to discover an unknown network. It 
achieves this by using the clusters from the previous phase 
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to forward the route messages. ECP forms a minimum 
energy-cost spanning tree of CHs instead of all nodes. 
CHs, upon receiving a routing cost, will be able to update 
their cluster members of the route cost by intra-cluster 
broadcasting. The non-border node cluster members thus 
play a passive role in route dissemination. This helps to 
save transmission cost as not all nodes will have to par-
ticipate in forwarding the route messages. A route request 
round follows after route propagation. This is necessary 
because of the possible presence of isolated clusters. An 
isolated cluster that does not have any border nodes with 
another cluster misses out on route information. This 
phase of ECP discovers these nodes without a routing 
table and requests for a route. 
 
4.3.1.  Route Propagation 
Route propagation begins when the hub first broadcasts 
an advertisement (ADV) packet with its address to its 
neighbours. All nodes start with an original cost to the hub 

of infinity. The ADV packet from the hub starts with a 
cost of 0. Nodes that receive the ADV packet add the cost 
of the ADV and the cost of transmitting from sender to 
receiver. If this cost is smaller than the receiver’s original 
cost, it will add the sender’s information into its route table. 
Otherwise, the ADV packet is ignored. Where the sender is 
the hub, the node will add the route to the hub and forwards 
future data packets direct to the hub and not to its CH. 
Nodes receiving the ADV packet from a non-hub node will 
send it to their CHs. In the case of border nodes where they 
have more than one cluster head (one primary CH where it 
sends its data packet to and secondary CHs for routing 
purposes), the border node sends point-to-point traffic to all 
its primary and secondary CHs. The CHs upon receiving the 
ADV will check that the cost of this ADV is lower than its 
original cost. If the ADV packet is of a lower cost, it will 
broadcast this route cost to its cluster member nodes. Border 
nodes upon receiving this new routing cost will thus be able 
to resend it to the other CHs. Figure 2 shows this. 

 
 

Figure 2. Route Propagation with ECP. 
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4.3.2.  Route Request (Route propagation) 
Route request starts after route propagation of ADV 
packets. Here, nodes that do not have a route after a 
timeout period potentially belong to an isolated cluster 
that does not have a border node with other clusters. These 
nodes then broadcast Route Request messages (RREQ) in 
an attempt to discover a neighbouring cluster that has a 
route to the hub. When nodes receive an RREQ packet, 
they will reply with an ADV packet. The sender of the 
RREQ packet receives this ADV and propagates the route 
information to its own CH. The CH then continues with 
the normal route propagation. CHs and non-CHs may 
broadcast RREQ packets and the lowest route cost ADV 
packet is kept. Transmission of data packets start imme-
diately after a route to hub is received. If a lower cost 
ADV should arrive to the node, dynamic updating of the 
lower cost route is done concurrently with application 
sensing. The lower cost route will thus be the new route 
used. 
 
4.3.3.  Energy Metric 
The energy metric that is used can include information 
about the cost of using the path, energy status of the nodes 
along the path or reliability of the RF links etc. ECP 
evaluates routes by evaluating the energy used to transmit 
and receive on a link. For motes with variable transmis-
sion power, the energy metric would be a function of the 
distance between the sender and receiver. For motes with 
fixed transmission power, the energy to transmit and 
receive on a link is the same for all nodes. As channel 
acquisition overhead is large, small control packets have 
disproportionately high energy costs. ECP minimizes the 
use of control packets to propagate the route information 
to all the nodes by propagating the route information to its 
CHs instead. 
 
4.3.4.  Energy Model 
In the evaluation of the protocols in this study, the energy 
model in [19,28] is used. The energy costs of broadcast, 
point-to-point and non-destination traffic are different. 
We denote the energy lost due to channel transmission as 
r2, where r is the distance between the sending and re-
ceiving nodes. Therefore, the energy expended to transmit 
a k-bit packet over a distance d and to receive that packet 
defined by: 

ETx (k, d) = Eelec * k + Eamp * k * d2 + b    (1) 
ERx (k) = Eelec * k + b                   (2) 

where,    ETx = Energy taken to transmit the packet 
ERx = Energy taken to receive the packet 
Eelec = Energy dissipation of radio trans-

ceiver circuitry 
Eamp = Energy to run transmit amplifier 

For simplification, we consider the radio channel to be 
symmetrical. The above energy model where a node 
consumes energy through transmitting/receiving packets 

may be described as a linear equation [29]. To account for 
energy consumption at the data link layer through device 
mode changes and channel acquisition cost, a fixed cost b 
is included that depends on the operation mode: 

Broadcast traffic: In an IEEE 802.11 Broadcast, the 
sender listens briefly to the channel and sends the mes-
sages if the channel is clear. We define the fixed channel 
access cost as bb-send and bb-recv: 

ETx (k, d) = Eelec * k + Eamp * k * d2 + bb-send 
ERx (k) = Eelec * k + bb-recv 
Point-to-point traffic: In IEEE 802.11, when a node 

sends an RTS control message identifying the receiver 
node, the latter responds with a CTS. Upon receiving the 
CTS, the the data is sent and the sender waits for an ACK 
from the receiver. This handshake overhead is accounted 
by the fixed channel access cost for sending/receiving a 
packet as bpp-send and bpp-recv respectively: 

ETx (k, d) = Eelec * k + Eamp * k * d2 + bpp-send 
ERx (k) = Eelec * k + bpp-recv  
Non-destination traffic: Non-destination nodes in the 

range of either the sender or receiver overhear some or all 
of the packet traffic. Non-destination nodes in non-pro-
miscuous mode can enter into a reduced energy con-
sumption mode while data is being transmitted in the 
vicinity. For non-promiscuous nodes discarding traffic, 
Equation (2) becomes: 

Discard cost = Eelec * k + bdiscard                (3) 
Experimental values for all the b parameter in the 3 

modes of operation are listed as follows: 
 

Operation b
b-send

 b
b-recv

 bpp-send bpp-recv b
discard

b(uJ) 266 56 454 356 24 

 
4.4.  Data Dissemination 
 
The clustering phase, route propagation and route request 
processes ensure that every node has a route to the hub via 
its own CH. Depending on the application, nodes will start 
generating DATA packets at periodic intervals or cluster 
member nodes may go into sleep mode if they are not 
needed. If a node has a direct route to the hub, the DATA 
packet will be sent direct to it. Cluster member nodes that 
are not border nodes will send the DATA packet to its CH 
for data fusion. Besides cluster members, CHs also keep a 
record of member nodes that are border nodes and their 
corresponding costs to the hub. The CHs will select the 
border node with the least cost to the hub and route the 
DATA packet to the border node. Border nodes upon 
receiving a DATA packet will send the packet to its re-
cord of CHs with lower energy cost than itself. Hence, 
DATA packets are routed from cluster to cluster till it 
reaches the hub. Data aggregation is also used by ECP. 
When DATA packets meet along the same path at a CH, 
the data is aggregated before transmission. Through this 
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inter-cluster routing approach using CHs and border 
nodes together with data fusion and aggregation methods, 
the network is effectively condensed into a shortest 
spanning tree of CHs and their border nodes. Non-border 
node cluster members thus do not participate in the rout-
ing decisions. The total number of transmissions is thus 
reduced leading to higher energy savings and lower 
variance across the network. 
 
5.  Simulation 
 
GloMoSim [30] is a discrete-event simulator designed for 
wireless networks. It is made up of library modules, each 
of which simulates a specific routing protocol in the proto-
col stack. Simulator settings used are shown in Table 1. 

 
 
5.1.  Performance Metrics 
 
The following metrics were used to measure the per-
formance of the routing protocols. 

Packet delivery ratio (PDR): this measures the per-
centage of data packets generated by the nodes that are 
successfully routed to the hubs. It is expressed as: 

%100
sentpacketsdataofnumberTotal

deliveredlysuccessfulpacketsdataofnumberTotal  

Packet latency: this measures the average time it takes 
to route a data packet from the source node to the hub. It is 
expressed as: 

deliveredpacketsdataofnumberTotal

latencypacketdataIndividual  

Energy Consumption: this measures the energy ex-
pended per delivered data packet. It is expressed as: 

deliveredpacketsdataofnumberTotal

endedenergyTotal exp
 

 
Table 1. Simulator settings. 

Frequency 433 MHz 

Bandwidth 76800 Kbps 

Radio Range 56 m 

Radio Model Signal-to-Noise (SNR) Bounded

Propagation Model Ground Reflection (Two-Ray) 
MAC Protocol IEEE 802.11 (DCF) 
Data Packet Size 24 bytes 
Simulation Duration 60 minutes 
Initial Node Energy 20 Joules 
Total Packets per Node 120 

Energy Variance: this measures the energy distribu-
tion of the network. It is expressed as: 

1

)( 2




NodesofNumberTotal

nConsumptioEnergyMeanNodepernConsumptioEnergy  

5.2.  Noisy Environment Tests 
 
These tests analyze the protocols’ behavioural differ-
ences in an actual operating environment. The test is 
conducted by generating random noise factors of be-
tween 10% and 50%. The noise factor of a node indi-
cates the probability that packets received by the node 
are corrupted or lost in transmission. Results were av-
eraged over 30 runs each with a different seed and 
presented in Figures 3 to 6. 
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Packet Delivery Ratio (PDR) with 50% Source Nodes
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Packet Delivery Ratio (PDR) with 90% Source Nodes
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Figure 3. PDR results in noisy environment (1 Hub). 



138                                    P. K. K. LOH  ET  AL. 
 

Copyright © 2009 SciRes.                              I. J. Communications, Network and System Sciences, 2009, 2, 91-168 

Packet Latency with 10% Source Nodes

0
0.1
0.2
0.3
0.4

50 100 150 200 250 300 350 400

Num ber of Nodes

L
at

en
cy

 p
er

 P
ac

ke
t (

s)

EAR

ECP

EPR

GBR
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Packet Latency with 90% Source Nodes
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Figure 4. Latency results in noisy environment (1 Hub). 

 
5.2.1.  Packet Delivery Ratio and Latency 
When more active sources are included, probability of 
packet collisions increases and PDR of all protocols fall. 
ECP is able to maintain about the same throughput as 
packets need only be sent to CHs. The reduced transmis-
sions help lessen the impact of noise. PDR of GBR dips 
the most with more source nodes because it routes via 
shortest paths to the hub but lacks a robust delivery 
mechanism. EPR performs better than GBR as it is a 
probabilistic protocol and does not consistently use the 
same routes. Packet latency of EPR is highest at 10% 
source nodes as it routes according to the residual energy 
remaining in the nodes and does not consider how long 
the route may take. ECP suffers from some latency 
overhead due to routing to the CH first before routing to 
the hub. GBR and EAR suffers the least latency at 10% 
source nodes due to shortest path routing to the hub. At 
50% and 90% source nodes, EAR showed the highest 
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Energy Consumption with 90% Source Nodes
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Figure 5. Energy consumption results in noisy environment 
(1 Hub). 
 
latency from 200 nodes onwards. Route blacklisting oc-
curs and data packets are routed through other less noisy 
RF links leading to more hops. The random back off 
mechanism for re-transmissions also contributes to the 
high latency. 
 
5.2.2.  Energy Consumption and Variance 
The reason for EPR’s higher energy consumption is due to 
the use of multi-path routing. Each node makes a local-
ized decision to route the data packet based on probability. 
The node with the highest residual energy has the highest 
probability to be used as an intermediate node for routing 
to the hub. The protocol does not take a shortest path to 
the hub but instead aims to minimise the energy variance 
over the network. The energy consumption of EAR and 
GBR are about the same. Both protocols use optimal paths 
to route to the hub. The energy consumption of ECP is the 
lowest among the four protocols. Although additional 
energy is expended by routing to the CH first, the energy 
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Energy Variance with 90% Source Nodes
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Figure 6. Energy variance results in noisy environment (1 
Hub). 
 
spent is less than the cumulative energy savings of data 
fusion. As the number of nodes increases, the clusters 
become denser. The effects of increased data packets from 
the higher number of nodes are mitigated by data fusion. 
The energy variance of EAR, EPR and GBR are shown to 
increase with network size. As more packets are generated, 
optimal paths are used continuously resulting in a higher 
energy variance in the network. For ECP, although more 
packets are generated, these packets are aggregated at the 
CHs thus leading to a reduced energy variance in the 
network. 
 
5.2.3.  Energy Remaining 
Figure 7 shows the average node energy remaining after 
data packet transmissions have ceased in different sized 
networks for 10%, 50% and 90% active source nodes. In 
all 3 scenarios, ECP shows the highest average node en-
ergy remaining due to the use of cluster heads for packet 
routing. The trend is also relatively stable with increasing 
network size showing uniform route distribution of 
packets over the network. For 10% and 50% active 
sources, results exhibited by EAR and GBR are similar up 
to network sizes of 300. Beyond that, as well as with 90% 
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Figure 7. Average node energy left in noisy environment 
(1 Hub) 
 
active sources, the sole use of optimal paths by EAR 
become apparent as the node energies along these paths 
diminish significantly with respect to other network re-
gions. For 10% and 50% active sources, EPR’s average 
node energies remaining are the lowest as it uses multi- 
path routing. However, at 90% active sources as well as 
with larger networks beyond 300 nodes, the multi-path 
routing lowers the energy variance over the network as a 
whole compared to protocols like EAR that use solely 
optimal paths. 

Overall, the performance of ECP is mediocre at low 
network traffic levels with 10% active sources. ECP’s 
performance only exceeds the other protocols when net-
work traffic levels rise with 50% and 90% active sources. 
With these latter scenarios, the use of cluster heads to 
route packets to the hub minimizes the communication 
overheads (esp. control packets) and therefore packet 
losses due to collisions. 
 
6.  Conclusions 
 
This research has demonstrated that ECP is a viable en- 
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ergy conserving protocol which balances energy con-
sumption over the network. Simulation results have 
shown that the performance of ECP is scalable for net-
works as large as 400 nodes. ECP has made use of a 
clustering approach to reduce the number of packets sent 
through the network significantly, thus reducing com-
munications costs across the network. The 3-round 
one-hop clustering technique of ECP lets nodes join the 
nearest CH without incurring excessive energy control 
costs leading to an energy-efficient setup. The route setup 
cost of ECP is shown to be lower than existing protocols, 
allowing new clusters to be formed inexpensively once 
the nodes fall in residual energy. Without assuming geo-
graphical knowledge of nodes, ECP is able route data 
packets reliably to the hub. Inter-cluster routing has also 
good scalability and is shown to be a more energy- effi-
cient method of propagating route information to a large 
number of nodes compared to non-clustered WSNs. En-
ergy efficiency of ECP outperforms the protocols of EAR, 
EPR and GBR without compromising packet delivery 
ratio, latency and energy variance. Future work could 
include research into improving performance in light to 
moderate traffic scenarios with multi-hubs, an intra- 
cluster protocol, reducing inter-cluster interference and 
the election of uniformly distributed cluster heads. 
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Abstract 
 
Security schemes of pairwise key establishment, which enable sensors to communicate with each other se-
curely, play a fundamental role in research on security issue in wireless sensor networks. A general frame-
work for key predistribution is presented, based on the idea of KDC (Key Distribution Center) and polyno-
mial pool schemes. By utilizing nice properties of H2 (Hierarchical Hypercube) model, a new security 
mechanism for key predistribution based on such model is also proposed. Furthermore, the working per-
formance of tolerance resistance is seriously inspected in this paper. Theoretic analysis and experimental fig-
ures show that the algorithm addressed in this paper has better performance and provides higher possibilities 
for sensor to establish pairwise key, compared with previous related works. 
 
Keywords: Pairwise Key, Sensor Networks, Key Pool, Key Predistribution, H2 Framework 
 
 
 
1.  Introduction 
 
The security issue in wireless sensor networks has be-
come research focus because of their tremendous appli-
cation available in military as well as civilian areas. 
However, constrained conditions existent in such net-
works, such as hardware resources and energy consump-
tion, have made security research more challenging 
compared with that in traditional networks. 

Current research focus on such security schemes as 
authentication and key management issues, which are 
essential to provide basic secure service on sensor com-
munications. Pairwise key establishment enables any two 
sensors to communicate secretly with each other. How-
ever, due to the characteristics of sensor nodes, it is not 
feasible to utilize traditional pairwise key establishment 
schemes. 

Eeschnaure et al. [1] presented a probablitic key pre-
distribution scheme for pairwise key establishment. This 
scheme picks a random pool (set) of keys S out of the 
total possible key space. For each node, m keys are ran-
domly selected from the key pool S and stored into the 

node’s memory so that any two sensors have a certain 
probability of sharing at least one common key. Chan [2] 
presented two key predistribution techniques: q-com-
posite key predistribution and random pairwise keys 
scheme. The q-composite scheme extended the per-
formance provided by [1], which requires at least q pre-
distributed keys any two sensor should share. The ran-
dom scheme randomly pickes pair of sensors and assigns 
each pair a unique random keys. Liu et al. [3] developed 
the idea addressed in previous works and proposed a 
general framework of polynomial pool-based key predis-
tribution. Based on such a framework, they presented 
random subset assignment and hypercube-based assign-
ment for key predistribution. 

However, it still requires further research on key pre-
distribution because of deficiencies existent in those pre-
vious works. Since sensor networks may have dramatic 
varieties of network scale, the q-composite scheme 
would fail to secure communications as a small number 
of nodes are compromised. The random scheme may 
requires each sensor to store a large number of keys, 
which would be contradicted with hardware constraints 
of sensor nodes. The random subset assignment would 
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not ensure any two nodes to establish a key path if they 
do not share a common key. Though the hypercube- 
based assignment can make sure that there actually exist 
a key path, however, the possibilities of direct pairwise 
key establishment are not perfect, leading to large com-
munication overhead. 

In order to improve possibilities of direct pairwise 
key establishment, and depress communication overhead 
on indirect key establishment, we propose a H2 (Hierar-
chical Hypercube) framework, combined with a new key 
predistribution scheme. Moreover two new fault tolerance 
model and corresponding indirect pairwise key establish-
ment schemes are also proposed, by applying nice proper-
ties on tolerance resistance H2 model has provided. The 
schemes has better working performance on probabilities 
of pairwise key establishment between any two sensors. 
 
2.  Preliminaries 
 
2.1.  Notations and Definitions 

 
Definition1(key predistribution): Cryptographic algo-
rithms are pre-loaded in sensors before node deployment 
phase. 

Definition2 (pairwise key): When any two nods share 
a common key denoted as E, we call that the two nodes 
share a pairwise key E. 

Definition 3 (key path): Given two nodes A0 and Ak, 
which do not share a pairwise key, if there exists a path 
in sequence described as A0, A1, A2,……, Ak-1, Ak and any 
two nodes Ai, Aj (0≤i≤k-1,1≤j≤k) share at least one 
pairwise key, we call that path as a key path. 

Definition 4 (n-dimensional hypercube interconnec-
tion network): n-dimensional hypercube interconnection 
network Hn (abbreviation as n-cube) is a kind of network 
topology that has the following characteristics: 1) It is 
consisted with 2n nodes and n·2n-1 links; 2) Each node 
can be coded with a different binary string with n bits 
such as b1b2…bn; 3) For any pair of nodes, there is a link 
between them if there is just one bit different between 
their corresponding binary strings. 

Figure 1 illustrates the topology of a 4-dimensional 
hypercube interconnection network, which is consisted 
with 24=16 nodes and 4·24-1=32 links. And the nodes are 
coded from 0000 to 1111. 
 
2.2.  Related Works [1-3] 
 
2.2.1.  Polynomial-based Key Predistribution 
In the scheme of polynomial-based key predistribution, 
the key setup server randomly generates a t-degree 

bivariate polynomial f(x,y)=  over a 
, 0

t ji ya xij
i j



 

Figure 1. A 4-dimensional hypercube interconnection net-
work. 
 
finite field Fq, Notes that q is fairly large prime number 
and for any variables x and y, f(x,y)= f(y,x) is always held. 
Then the key server computes a share of f(x,y), denoted 
as f(i,y) for each node, where i is assumed to be a unique 
ID for any sensor node. Every node is pre-loaded with its 
own share before node-deployment phase. Thus for any 
two nodes i and j, node i can compute the common key 
f(i,j) by evaluating f(i,y) at point j, and vice visa. 

To predistribute pairwise key with such a scheme as 
addressed above, node i's storage overhead includes two 
parts: One is (t+1)log q storage space for storing a t- 
degree polynomial f(i,y), the other is the storage space 
for its own ID information. [4] shows that this scheme 
has ability of t-collusion resistant. That is, if there exists 
no more than t compromised nodes in the network, the 
scheme can ensure the pairwise key is secure between 
any two normal nodes. 
 
2.2.2.  Polynomial Pool-based Key Predistribution 
Pairwise key establishment in this scheme is processed 
in the following three phase: polynomial pool generation 
and key predistribution, direct key establishment, and 
path key establishment. 

1) polynomial pool generation and key predistribution: 
This phase is mainly concerned with t-degree bivariate 
polynomial pool (F) generation over a finite field Fq. 
Then a subset FiF is selected and the shares of all of 
the polynomials in this subset are assigned to the node i. 

2) direct key establishment: Assume that node i and j 
wants to establish pairwise key, if they have a common 
share on a same polynomial, they can establish pairwise 
key by utilizing the polynomial-based scheme. This 
phase is performed as follows: node i may broadcast an 
encryption list,  , ( )

vKE  , v=1,2,…, |Fi|, where Kv is 

the share of the vth polynomial at point j. If node j can 
decrypts any one of these correctly, that means there 
exists a common share between the two nodes. 

3) path key establishment: If there no pairwise key 
existent between node i and j, it’s necessary to find a key 
path defined in Definition3. Then the two nodes trans-
mits secret information for pairwise key generation on 
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this path. 

2.2.3.  Random Subset Assignment and Hyper- 
cube-Based Assignment 

1) Random Subset Assignment: Different from polyno-
mial scheme, the main idea of this assignment is to pick 
a random subset of polynomial pool, denoted as FiF, 
and assign the share of this subset to node i. 

2) Hypercube-based Assignment: Based on the con-
cept of random subset, this assignment generates poly-
nomial pool by utilizing hypercube model, and assign 
subsets to nodes according to node’s ID. 
 
3.  H2 (Hierarchical Hypercube) Model 
 
Definition 5 (H2 diagram): Assume that there exist 2n 
nodes, the construction algorithm of n-dimension H2(n) 
is illustrated as follows: 

1) Each  nodes are connected as a  di-

mensional hypercube, in which nodes are coded from 
- , and such kind of node code is called In-

ner-Hypercube-Node-Code. As a result,  different 
such kind of  dimensional hypercubes can be 

formed, where  represents the upper integer opera-

tion, and  means the lower integer operation. 

 2/2 n

1
  

 /n




 2/n

2






/ 2

00...0
n  


/ 2

11...
n



 /2 n

2



2) The obtained  different such kind of  2/2 n  2/n


/ 2

11...1
n

 

dimensional hypercubes are codes from -
/ 2

00...0
n     

 2/

, 

and such kind of node code is called Outer-Hyper-

cube-Node-Code. And then, the nodes in the  dif-
ferent such kind of  dimensional hypercubes with 

the same Inner-Hypercube-Node-Code are connected as 
a  dimensional hypercube, so we can obtain 

 different such kind of  dimensional hy-

percubes. 

2 n

 2/n 






 2/n
 2/n2  2/n

3) The graph constructed through the above two steps 
is called a H2 graph. And it is obvious that each node in 
the H2 graph is coded as (r,h), where r ( ≤r≤

) is the node’s Inner-Hypercube-Node-Code, and h 

( ≤h≤ ) is the node’s Outer- Hypercube- 

Node-Code. 

/2

00...0
n  


/ 2

11...1
n  


/2

00...0
n  


/ 2

11...1
n  

Theorem 1: There exist 2n in H2(n) diagram. 
Proof: The conclusion is naturally held as 2n= 

* .  2/2 n  2/2 n

Theorem 2: The diameter of H2 (n) is n. 
Proof: As the diameter of  dimension hyper-

cube is

 2/n

 2/n , and it is naturally held for the case of 

 2/n  dimension hypercube. Thus the diameter of H2(n) 

is  2/n +  2/n =n according to definition5. 

Theorem 3: The distance of any two nodes A(r1,h1) 
and B(r2,h2) in H2(n) is expressed as d (A,B)= dh(r1, 
r2)+dh(h1, h2)+1 where dh is Hamming distance. 

Proof: Since the distance of any two nodes is the 
Hamming distance of their corresponding codes, it is 
held according to definition5. 
 
4.  Pairwise Key Establishment Scheme 

Based on H2 Model 
 
As addressed above, polynomial-based and polyno-
moial-based schemes have some limitations. In this sec-
tion we propose a new pairwise key establishment and 
predistribution scheme based on H2 model. The new 
algorithm is composed of three phases: polynomial pool 
generation and key predistribution, direct key establish-
ment, and path key establishment. 

 
4.1.  Polynomial Pool Generation and Key Pre-

distribution 
 

Assume that there are N nodes in a wireless sensor net-
work, where 2n-1< N  2n. A n-dimension H2(n) is then 
generated and we construct a polynomial pool with the 
following method: 

1) The key setup server randomly generates n*2n 
bivariate t-degree polynomial pool over a finite fields 

Fq ,denoted as F={
1 2 /2 1
, ,...,

n

i

i i i
f

  
 

 (x,y), 
1 2 /2 1
, ,...,

n

j

j j jf
  

 
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2) The /2 1

2
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j
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3) The /2 1
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4) For any nodes ( , ) in 

H2(n), the polynomial shares, denoted as 
{ (x,y), (x,y),…, 

(x,y)}  {  (x,y),  

 ),...,,( 2/21 iii n

f jj
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(x,y),…,  (x,y)}, are assigned and 

pre-loaded before deployment phase. 
 

 f
n

iii n

2/

,...,,
12/21
 

 )2/n ,( 21 jj



5) The server assigns a unique ID, denoted as 
( , , to every node in se-

quence, where 0

,...,,( 21 iii  ),..., 2/j n

ii 21  i n 2/...   1, 0   

1.  j n 2/ 

,( 1i

 ),..., 2/i n ( 1j

jj 21 ...

 
4.2.  Direct Key Establishment 
 
If any two nodes A( , ) and 

B( , ) want to establish 

pairwise key, the node A can achieve the pairwise key 
with B by processing the following procedures: 

 ),..., 2/2 ii n

,...,, /2 jj n
 ),...,,( 2/21 jjj n

)2,( 21 ii 

Node A first computes the Hamming distance between 
B and itself, as d1=dh( ,  ),...,,( 2/21 iii n  ),...,,( 2/21 iii n

)2

), 

d2=dh( , ),..., 2/2 jj n,( 1j  /,...,,( 21 jjj n ). If d1=1 or 

d2=1, the node can establish the pairwise with the peer 
according to the conclusion of the Theorem 4. 

Theorem 4: For any two nodes A( , 

) and B(
 ),...,,( 2/21 iii n

 ),...,, 2/2 ii n )2/j n,...,,( 21 jj ( 1i 

 )2



/i n

, 

), If the Hamming distance 

dh( , 
 )2/j n

 ),..., 2/2 i n

,...,,( 21 jj 

,( 1 ii ,...,,( 21 ii  )=1, or 

dh( , ) =1, then there 

exists certainly pairwise key between A and B. 
 ),..., 2/j n ( j

,...,,( 21 ii

ti
 i n 2/ 

,( 21 jj ,..., /2 j n )2,1 j

Proof: 1) dh( , )=1: As-

sume that it= , where 1 t -1. Since 

( ,

 )2/i n

 f
n

iii n
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,...,,
21



 ),...,,( 2/21 iii n

   2/n

  12/


 i n 2/ i n 2/   i n 2/ ) 

= ( , ). So, There exists a 

pairwise key ( , ) between A 

and B. 

 i n 12/  
 i n 2/

 f
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iii n

2/

,...,,
2/21



,...,, 2/21 jjj n

 
i
2

,...,, 2
f n

i
/
1  i n 2/

  1




i n /



 2  i n 2/

2) dh( , )(  ),...,,( 2/21 jjj n )=1: Imitat-

ing the step 1), it is easy to prove that there exists a 
pairwise key between A and B. 
 

4.3.  Indirect Key Establishment 
 
If dh( , ),...,, 2/21 ii n(i  ),...,,( 2/21 iii n

 ),..., 2/2 j n

)>1 and dh 

( , )2/j n ,( 1j,...,,( 21 jj j  ) >1 then node A 

establish indirect pairwise key with B according to 
Theorem 5. In order to make it clear, we will provide a 
lemma before the illustration of Theorem 5. 

Lemma1: For any two nodes A( , 

) and B(

 ),...,,( 2/21 iii n

 ),...,,( 2/21 jjj n  ),...,,( 2/21 iii n , 

 ),...,,( 2/21 jjj n  ), assume that dh=k, then there exists a 

k-distance path denoted as I0(=A), I1,…,Ik-1, Ik(=B), 
where dh (Ii,Ij)=1. 

Proof: According to Theorem 3, dh can be expressed 
as 
dh( , ),...,,( 2/21 iii n   ),...,,( 2/21 iii n )+dh( ,,...,,( 2/21 jjj n )

 ),...,,( 2/21 jjj n  )=k. Assume that dh( , ,...,,( 2/21 iii n )

 ),...,,( 2/21 iii n )=h, then dh( ,  ),...,,( 2/21 jjj n

 ),...,,( 2/21 jjj n  )=k-h. According to definition5, node 

C( ,  ),...,,( 2/21 iii n ,...,,( 2/21 jjj n ) ) and A are located 

in a / 2n    -dimensional hypercube H, and node C and 

B are located in a / 2n   -dimensional hypercube H  . 
According to the properties of hypercube [5,6], there 
exist a path described as I0(=A), I1,…, Ih-1, Ih(=C) in H, 
where dh(Ii, Ij)=1. Similarly, another path with the same 
property is existed in H  , denoted as Ih(=A), Ih+1, …, Ik-1, 
Ik(=B), where dh (Ii,Ij)=1. 

Thus there exist a integrated path in H2 diagram from 
node A to B, described as I0(=A), I1,…,Ik-1, Ik(=B) where 
dh (Ii, Ij)=1. 

Theorem 5: Assume that any two nodes can communicate 
directly in a wireless sensor networks, and there is no compro-
mised node in the networks, then there exist a key path for any 
node A( , ) and node B 

(

 )2/n,...,,( 21 ii

 ),...,,( 2/21 iii n

i  )2/n,...,,( 21 jjj

 ,  ),..., 2/2 j n,( 1 jj  ). 

Proof: According to Lemma1, there exist a path for 
any two nodes where dh=k in H2 diagram. Thus the con-
clusion is held. 

We propose the algorithm for indirect key establish-
ment as follows. Assume the two nodes A( , 

) and node B(
,...,,( /21 iii n

 ),...,,( 2/21 iii n

)2

 ),...,,( 2/21 jjj n  , 

,...,,( 2/21 jjj n ) ) want to establish indirect pairwise 

key in the network, we propose the algorithm for indirect 
key establishment illustrated as follows. 

Indirect_Key_Establishing_Algorithm(){ 
1) Node A computes a set L which records the dimen-

sions in which node A and B have different sub-indexes. 
The set can be expressed as L={(d1,d2,…,dk),(g1,g2,…,gw)} 
where d < d <…< dk, g <g <…<gw. 1 2 1 2

2) Node A maintains a path set P with initial vale of 
P={A}. 

3) Assume that U( , )  ),...,,( 2/21 uuu n  ,...,,( 2/21 uuu n )

=A; s=1. 
4) Node A computes intermediate nodes expressed as 

V=( 1 2( , ,... ,u u u i /21 1
, ,..., )

s s s
nudu    d d , ). And 

P=P {V}. 

 ),...,, 2/2 uu n( 1u


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inition 10: Any binary string …  with 
gi ensional s

n algorithm of Hk, it is easy to 
kn

Figure 2. A 3-dimensional hypercube H3 with fault nodes 

5) Assume that U =V. 
6) If s<k, then s=s+1, and repeats the step 4, other-

wise turns to step7). 
7) Node A computes intermediate nodes V= 

( , ), and 

let P=P {V}. 

 ),...,,( 2/21 uuu n 1 2 /21 1
( , ,... , , ,..., )

s ss

nu u ug ggju u       

8) Let U =V. 
9) If s<w, then s=s+1, and repeats step7); otherwise 

go on step10). 
10) Let P=P {B}. 
} 
According to Theorem 5, any node can compute a key 

path to it destination when there is no compromised node 
in the network. Once the path P is achieved, the two 
nodes can exchange secret information to generate pair-
wise key between themselves. 

For example, the node A((001), (0101)) and the node 
B((100), (1100)) can establish pairwise key along the 
following key path: A((001), (0101)) ((101), (0101)) 

((100), (0101)) ((100), (1101))  B((100), 
(1100)). 


  

According to the algorithm described above, the fol-
lowing conclusion is naturally held. 

Theorem 6: Assume that any two nodes can commu-
nicate with each other directly, and there is no compro-
mised node in a network. If the distance between the two 
nodes is k, then there exists a key path with distance of k. 
That is, the two nodes can establish pairwise key through 
k-1 intermediate nodes. 
 
4.4.  Dynamic Key Path Establishment 
 
The Indirect_Key_Establishing_Algorithm() illustrated 
in Subsection 4.3 can only deal with the situation that 
there is no compromised node in the network. However, 
in case of some existent compromised nodes, the algo-
rithm would fail to find fungible intermediate node to 
help establish pairwise key. 

We further analyze the example addressed in Subsection 
4.3. When the node ((101),(0101)) is compromised, the 
node A and B can utilize the following path to establish 
pairwise key: A((001), (0101))  ((000),(0101))  
((100), (0101))  ((100), (1101))  B((100), (1100)). 

 


When the node ((100),(1101)) is compromised, the 
two nodes can use the path: A((001), (0101)) ((101), 
(0101)) ((100), (0101)) ((100), (0100))  B((100), 
(1100)). 


 

In case that the nodes ((101),(0101)),((100),(1101)) 
are compromised, there still exists a key path denoted as 
A((001),(0101)) ((000),(0101)) ((100),(0101))  
((100),(0100)) B((100),(1100)). 

  

4.4.1.  Relative Definitions of Local Weak Connectivity 
Definition 6: The nodes A and B in a n-dimensional hy-

percube Hn are called neighbors, if that there exists only 
one different bit in their binary strings. 

Definition 7: The node A in an m-dimensional hyper-
cube/sub-hypercube Hm is m-disconnected, iif that all 
links between A and every faultless node in Hm are fault. 
The node A in an m-dimensional hypercube/sub- hyper-
cube Hm is reachable, iif that A is faultless and not 
m-disconnected. 

Definition 8 (k-dimensional local-weak-connectivity): 
A n-dimensional hypercube Hn is k-dimensional lo-
cal-weak-connected, if all reachable nodes in each 
k-dimensional sub-hypercube Hk (k 1) of Hn forms a 
connected graph, and the number of reachable nodes in 
Hk  is bigger than . 



2 1k

Definition 9 (general local-weak-connectivity): An n- 
dimensional hypercube Hn is general local-weak- con-
nected, if there exists a h-dimensional sub-hypercube Hh 

(h k), which is local-weak-connected and includes Hk, 
as for each k-dimensional sub-hypercube Hk (k 1) of 
Hn. 

Figure 2 presents a 3-dimensional hypercube H3 with 
two fault nodes and a 3-disconnected node. According to 
the above two kinds of local-weak-connectivity concepts, 
it is easy to prove that all reachable nodes in H3 is global 
connected. 
 
4.4.2.  Global Connectivity of Local-Weak-Connected 

Hypercube 
An n-dimensional hypercube Hn has  nodes, in which 
each node can be represented by a binary string and has 
n different links. So Hn has n 2n fferent links totally. 

Def

2n

di1  
 b1 b2 b kn

uven length n-k corresponds a k-dim b-hy-
percube Hk with 2k  nodes, and the nodes in Hk can be 
represented by suc binary strings as b1 b2 … b kn *…*, 
where * can be 0 or 1. 

From the constructio

h 

ow that all k-dimensional sub-hypercubes are isomor- 
 
 
 
 
 
 
 
 
 

 

fault nodes

faultless nodes

and links. In which, the black dots represent fault nodes, 
the white dots represent faultless nodes, the lines with to-
kens represent fault links, and the lines without tokens 
represent faultless links. 
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es all of the k-dimensional 

 reachable nodes in any two 
ne

Hk and  are two neighboring 
k-d

phic, and Hn includ
sub-hypercubes that is isomorphic with Hk. And it is easy 
to prove that Hn includes 2 kn -1 k-dimensional sub- 
hypercubes that is isomorphic with Hk and has no com-
mon nodes with Hk also. 

Lemma 2: All of the
ighboring k-dimensional sub-hypercubes of the Local- 

Weak-Connected n-dimensional Hypercube Hn form a 
connected graph. 

Proof: Let that H k
es, a

k

imensional sub-hypercub ccording to definition 
10, we can utilize binary strings b1 b2 … b kn *…* to 
represent the nodes in Hk, where * ca 1. Since 
Hk and H k  are neighboring, so there exists at least one 
common de between Hk and H k   the nodes in 

H k  can be represented as bt 1 * bt 1 … 
*…* d s *…* and b1 … bt … 
*…* …*  Hk.  1 … … 

*…* d *  H

n be 0

…



b

 or 

bt

1 bt

 no

d

s

b1

b kn

b kn

b kn

1 bt 1

bt 1s *

*…
b t

Hk  . Considering that the 
num

2 1k

* d s

ber of reacha  n n H k  is bigger than 

2 1k   there exists at least on ode A in those 

s represented by b1 … bt 1 bt bt 1 … b kn *… 
*…* is reachable. Since 

 

de

ble odes i

A

e n

no
H A and all of 

th eachable nodes in H k  form a c ected graph. And 
in addition, since A k   Node A and all of the 
reachable nodes in H connected graph also. So, 
all of the reachable nodes in Hk and H k  form a con-
nected graph. 

Theorem 7:

n
onn

Node 
e r

H
formk   a 

 All of the reachable nodes in n-dimen-
sio

f: From Theorem 2, it is easy to prove that the 
co

n obtain the following de-
du

 If n-dimensional Hypercube Hn satisfies 
the

i atisfies 
the

P  deduce if ensional Hypercube 
Hn

-h

nal Hypercube Hn, which satisfies the conditions of 
k-dimensional local-weak-connectivity, form a connected 
graph. 

Proo
nclusion stands. 
From Theorem 7, we ca
ces easily. 
Deduce 1:
 conditions of k-dimensional local-weak-connectivity, 

then all of the reachable nodes in any h-dimensional 
sub-hypercube Hh(h k) form a connected graph. 

Deduce 2: If n-d mensional Hypercube Hn s
 conditions of k-dimensional local-weak-connectivity, 

then there exists at least a pair of connected reachable 
nodes a1 … a 1j 0 a 1j … a kn  1kn …  n  and 

a1 … a a j n  een a  pair 

k-d s l su es a1 … a 1j 0 a 1j … 

a kn *…* and a1 … a 1j 1 a 1j … an …*

roof: From 1, n-dim

1j 1

men
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na
k  n

-hyperc
1k

u
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b of 

 betw

k * . 

ny

of i io b

 satisfies the conditions of k-dimensional lo-
cal-weak-connectivity All of the reachable nodes in 

any h-dimensional sub ypercube Hh(h k) form a con-
nected graph   All of the reachabl nodes in any 
(k+1)-dimensional sub-hypercube a1 … a 1j * a 1j … 

a kn *…* form a connected graph. A d s th m-
 of unreachable nodes in k-dimensional 

sub-hypercubes a1 … a 1j 0 a 1j … a kn *…* and 

a1 … a 1j 1 a 1j … k *… re than a alf of the 

be f t al es respectively. So, there exists 
reachable node a1 … a 1j 0 a 1j … a kn  1kn …  n  in 

a1 … a 1j 0 a 1j … k *…*, a  th ble 

… a 1j a 1j … a kn    1kn … 

e 

n

e ex

ince 

 h

ists reac

e nu

ha

bers

num

node 

a

t

a

n

no

n

1

* a les

d

s 

er

r o

a1

o d

n

n  in 

a1 … a j kn n addition, 

se two nodes a a 1j 0 a 1j … a kn  1kn …  n  and 

a1 … a 1j 1 a 1j … k

a 1j 1 1 … a

a

*…* certainly. And i

tho 1

n

…

  1kn

of 

ensional

orem 8

cal-W

c_Ke

rk Hn 

,...,2j

…

 s

e

y_

w

n ted

Th 8: the eachable nodes

 is 

perc

 that

ak-Connectiv

 )2

con

ub

 the

_Estab

ult no

nec

e Hn

 hy

ity Ba

lishing

des

. 

 

 is local-

ercubes

sed 

_Alg

d fa

eorem

  

-b

S

, 2i

 

 7

K-Dimensio

ased

ens

,..., i

Al

d

The

na

(

l

im

nam

two

j

 

l Lo

i

1

 r

 Hy

how

Path

ith fa

/j n

in 

 

, 

o- 

ult 

n-d

we

tha

4.4.

 
LWC

lin

1i

imensional Hypercube Hn, which satisfies the condi-
tions of general local-weak-connectivity, form a con-
nected graph. 

Proof: Since n-

 and 

 Dy

or ne

 )2/n , 

ak-connected, and there exists no other sub-hyper-
cubes that include itself in Hn. So, from definition 9, it is 
easy to know that Hn is n-dimensional local-weak-con- 
nected. And in addition, from definition 8, we can know 
that all of the reachable nodes in Hn form a connected 
graph. 

Theorem p

 an

t satisfy the conditions of the proposed two kinds of 
local-weak-connectivity, must be global connected. 

 
3.

Dynamic Key Path Establishment Algorithm 

K
rithm(){ 

Input: 
ks (The links, whose length are bigger than the trans-

mitting radius). And two reachable nodes 
A(  ),...,,( 2/21 iii n ,  ),...,,( 2/21 jjj n ) and 

B( ( ,  ) in 

e

A to 

T=( (

Hn. 

nt_1

B, t

, 21 ii

Out  to B in Hput: 

P=

 If P

A c

Dynam

 is a

orr

 co

ect key

K

rrect

 path 

Path

 key pat

ine 

P

_Es

 from

t

h fr

the node 

 A

ablishm

om 

n. 
 T

A,T); 

hen exit, 

 ,..., 2/i n

1) Compute and determine the node = 

T, 

( (

2) 

B);
)

oth

( j

 ),...,, 2/21 iii n ,  ),...,,( 2/21 jjj n ) in  2/nH ; 

ic_  (ey_
3) P=P Dynamic_Key_Path_Establishment_2 (
 
4
erwise turn to step 5); 
5) Compute and determ ) , 

 ),...,, 2/21 jj n ) in  2/nH ; 
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6) P=Dynamic_Key_Path stablishment_2 (A,T); 
T, 

B)
s a

Al hm Dynamic_Key_Path_Establishment_1(A,T): 
: 

_E
7) P=P   Dynamic_Key_Path_Establishment_1 (

; 
8) If P i  correct key path from A to B, then exit, 

otherwise turn to step 9); 
9) Report A, failure to establish a key path from A to 

B. 
} 
 

ritgo
1) Obtain the codes of nodes A and T

A  (  ),...,,( 2/21 iii n ,  ),...,,( 2/21 jjj n ), T   

( ,..( ,. )., 2/i n , ,( 21 jj, 21 ii   ).., 2/j n ); 

/* From definition 10, we can suppose that the 
k-d

2) I lize P A; 
po  binary string C: 

C=

 FOR(j=1;  j++){ 

 

ccordin  lemma2 and deduce 1, a pair of con-
ne

), 

D=(

wh

② e p  f

③C D; 

After the above steps, a correct key path from node 
A

 from node ((

imensional sub-hypercube that includes T is 
(( i1 i2 …  i kn 2/ *…*),  ),...,,( 2/21 jjj n ).*/ 

nitia ath P: P
3) Initialize tem rary
(  ),...,,( 2/21 ccc n ,  ),...,,( 2/21 jjj n )A; 

4) nj 2/ ; 

IF( i j  i j ){

①A g to
cted reachable nodes C and D can be found through 

discovering in neighboring k-dimensional sub- hyper-
cubes: 

C=(
 

),...,,,,...,( 1 2/121 ccc ccc jj nj 
,  ),...,,( 2/21 jjj n

1 2 11 /2
, ,...,( , ,... , )j jj n

xi i i xi    
   ,

ct = i t  (t  [1, j]); 
 ),...,,( 2/21 jjj n ), 

ere 

Join th ath rom 1 2( , ,...i i i   ( 11 /2
, ,...,, )j jj n

ii i    
, 

 node D into P;  ),...,, 2/2 jj n ) to     ( 1j


} 
} 

/* 
(

1 i2 …  i n 2/

ll be c structe

 ),...,,( 2/21 iii n ,  ),...,,( 2/21 jjj n ) to the reachable node 

(( i k  2/n ),  ),...,,( 2/21 jjj n ) 

wi on

5) Join the path

    12/ kn … 

d. */ 

1 2 /2... n ki i i       

node T in the

So, a correct

/ 2 1n k   
 …   2/n ),  ),...,,( 2/21 jjj n ) to  

-h i2 …  i kn 2/ **), 

 ),...,,( 2/21 jjj n ) into P. And then  key 

to node T is discovered. 

Algorithm Dynamic_Key_Path_Establishm


k-dimensional

path from 

 sub

de A 

ypercube (( i1
exit. 

no

ent_2(T, B): 
1) Obtain the codes of nodes B and T: T 

 (  ),...,,( 2/21 iii n ,  ),...,,( 2/21 jjj n ); B 

 (  ),...,,( 2/2 iii n1  ,  )..,,( 2/21 jjj n,. ); 

ppose that the /* su From definition 10, we can 
k-dimensional sub-hypercube that includes B is 
(  ),...,,( 2/21 iii n ,( j1 j2 …  j kn 2/ *…*)).*/ 

2) Initialize Path P: PT; 
porary binary string C: 3) Initialize tem

C=(  ),...,,( 2/21 iii n ,  ),...,,( 2/21 ccc n ) T; 

4) FOR(l=1; l  2/ ; l++){ n

IF( jl  jl ){ 

① ingAccord  to 

 2/21 iii n

,...,,( /21 iii n

lemma2 and dedu

,,,...,(
121 c ll

 2 , 1 2 1
( , ,...

l
j j j



ce 1, a pair of con-
nected reachable nodes C and D can be found through 
discovering in neighboring k-dimensional sub-hyper-
cubes: 

C=( ),...,,( , ccc cc ); 
 

),...,
1 2/l n

D=( ) )
1 /2

, ,...,,
ll n

xj x    
   ), 

where ct = j t  (t  [1, . 

p om (

l])

② n he ath frJoi t  ),...,,( 2/21 iii n , 

1 2 11 /2
, ,...,, ,... , )

l ll n
jj jj 

( j j
  

   ) to node D into P; 

③ CD; 

ter the above

,..,( 21 iii 

} 
} 
/* Af  steps, a correct 

 )2/n , ( j

key path from node 
T(  ),...,,( 2/21 iii n ,  ),...,,( 2/21 jjj n ) to the reachable 

node ( ., 1 j2 …  j kn 2/  

    12/ kn …   2/n ))

 Joi the p

 will be tructed. */  cons

n ath from node ( ,( 1 ii5)

( j
 ),..., 2/2 i n , 

1 j2 …  j kn 2/     12/ kn …   2/n )) to e 

k-dim ub  ),...,,( 2/21 iii n , 

( j

 node B in th

ensional sub-hyperc e (

1 j2 …  j kn 2/ **)) into P. And th t 

ke h fr e T to node B is discovered. 
From the above description, we can know

tim

en

( )k2 = 1( )k-n2

 Dy mic_Ke

lexity of the k-Dim

ercentag  of the f

 exit. So, a correc

y

com

sor

 pat om nod

)
k

+

plexity of algorithm

e comp

 p

 that the 

, and the time 

e complexity of algorithm Dynamic_Key_Path_ Es-
tablishment_1 is 

(( / 2 )n -k 2   
na _Path_Establish- 

ment_2 is   ））（

y

（

ault nodes in sen-

2k-2/ kn + ）（2k = ）（ 2 1-kn , so 

the total tim en cal- 
Weak-Connectivity based Dynamic Key Path Establish-
ment Algorithm is ）（ 2kn . 

Considering the e

sional Lo

 networks, when applying the k-Dimensional Lo-
cal-Weak-Connectivity based Dynamic Key Path Estab-
lishment Algorithm actually, we can set k=1,2,3. Then 
the total time complexity of the k-Dimensional Lo-
cal-Weak-Connectivity based Dynamic Key Path Estab-
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cal-Weak-Connectivity Based Dynamic 
Key Path Establishment Algorithm 

GLWC Algorithm(){ 
Input: Sensor network H  with fault nodes and fault 

s-
mi

lishment Algorithm will be ）（n  only. Figure 3 illus-
trates the relationship of dimension n and the scale of the 
sensor networks. 
 
4.4.4.  General Lo

 
-based Dynamic_Key_Path_Establishing_

n

links (The links, whose length are bigger than the tran
tting radius). And two reachable nodes 

A(  ),...,,( 2/21 iii n ,  ),...,,( 2/21 jjj n ) and B(  ),...,,( 2/21 iii n , 

),...,,( jjj  ) in H

ect key p
d determine 

 2/21 n n. 

Output: A corr ath P from A to B in H . 
1) Compute an the node T=(

n

 ),...,,( 2/21 iii n , 

 ),...,, 2/21 jj n ) in 
/2nH   

; 

ic_Ke th_Es
Dyn

( j

2)P=Dynam y_Pa tablishment_3(A, T); 
3)P=P amic_Key_Path_Establishment_4(T, 

B)
s a c

rwise turn to step 5); 


; 
4)If P i orrect key path from A to B, then exit, 

othe
5)Compute and determine the node 

T=( ),...,,( iii , ,( jj 2/21 n  2/21 n ),..., j ) in 

)P=P Dynamic_Key_Path ablish T, 
B)

s a c
rwise turn to step 9); 

Al hm Dynamic_Key_Path_Establishment_3(A, T): 
)Obtain the codes of nodes A and T: 

 

/* From definition 10, we can pose that the 
dim nsional sub-h percube that includes T is 

((

3)In lize rary binary string C: 
C=

FOR(j=1; n; j++){ 
){ 

= ; 
ccordin heorem 8, a pair of connected 

rea s n be found through discov-
eri

/2nH   

6)P=Dynamic_Key_Path_Establishment_4(A, T); 
7 _Est ment_3(

; 


; 
8)If P i orrect key path from A to B, then exit, 

othe
9)Report A, failure to establish a key path from A to 

B. 
} 
 

gorit
1

A  ( ),...,,( 2/21 iii n , ),...,,( jjj ),   2/21 n

T ,...,, 2i , ,...,,( jjj ); 

sup
k- e y

( ( 1i  )2/i n 21  )2/n

i1 i2 …  i kn 2/ *…*),  ),...,,( 2/21 jjj n ).*/ 

2)Initialize Path P: P A; 
itia tempo

( ),...,,( ccc , , jj 2/21 n  ),...,( 2/21 j n ) A; 

4)
IF(


j

i j  i j

(k 1 k -j; k++){ 


FOR  n
IF(A g to T
chable node C and D ca
ng in neighboring k-dimensional sub-hypercubes:  
C=(

 
),...,,,,...,( 1 2/121 ccc ccc jj nj 
,

 ),...,,( 2/21 jjj n
), 

D=(
 

),...,,,,...,( 1 2/121 xii xii jj nj   ,  ),...,,( 2/21 jjj n ), 

where ct = i t  (t  [1,j]); 

①Jo

(


,...,,,,( 1 2/21 iii ii j nj 

in the path from 


),...

1 i j ,

(
 

),( 1 2/121 xii x jj nj 

 ),...,,( 2/21 jjj n ) to node  

,...,,,..., ii  ,  ),...,,( 2/21 jjj n ) into P; 

②C  (
 

),...,,,,...,( 1 2/121 xii xii jj nj   , 

 /2 n

③Break; 

),...,,( 21 jjj ); 

} 

 
LE(

} 
IF(k >n-j){
WHI k n){ 

imensional hypercube  
), there exists no 

fau ) k++; 
} 

neral lo-

cal-weak-connected, and we cannot find a correct key 
a

P; 

} 
 xit. And a correct key path from A to T is discov-

ered. 

Obtain the codes of nodes T and B: T 

IF(In the k-d
( *)(

2
,

 
...*,...,

/21 c kncc   ),...,,( 2/21 jjj n

ltless key path from node C to node T

} 
IF( k > n) exit. Then  H n 2/  is not ge 

p th from node A to T. 
ELSE Join the path from C to T in the k-dimensional 

hypercube (
 

...*)*,...,( 21 ccc , ),...,,( jjj ) into 
2/ kn   2/21 n

} 

5) E

 
Algorithm Dynamic_Key_Path_Establishment_4(T, B): 

1) 
 (  ),...,,( 2/21 iii n ,  ),...,,( 2/21 jjj n ) and B 

 (  ),...,,( 2/21 iii n ,  ),...,,( 2/21 jjj n ); 

10 se that the 
-hy in

/* From definition , we can suppo
k-dimensional sub percube that cludes B is 
( (i  ),...,, 2/21 ii n ,( j1 j2 …  j kn 2/ *…*)).*/ 

2) Initialize Path P: PT; 
e por3) Initializ tem ary binary string C: 

C= ; (  ),...,,( 2/21 iii n , ..,,( 1 cc  ),. 2/2c n )  T

4) FOR(l=1; l n; l++){ 
IF( jl  jl ){ 

FOR(k=1; k n-j; k++){ 
IF(A ing ccord to Theorem 8, a pair of connected 

rea s n be found through discov-
eri

chable node C and D ca
ng in neighboring k-dimensional sub-hypercubes: 

C=(  ),...,,( 2/21 iii n ,
 

),...,,,,...,( 1 2/121 ccc ccc jj nj 
), 
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e  ( 1,j]); 

① Join the path from (

D=(  ),...,,( 2/21 iii n ,

 
),...,(

1 2/1 xj l n
 ),,,,...,

12j xj
ll
 j

wher [

 2/n
ct = i t t

),...,,( 21 iii  , 1 2( , ,...j j   

 ),..., 2/i n11 / 2  
, ,. jj j ) to node..,, )

l ll n
j 
   ( ,( 21 ii 

) ) into P; 

, 

 
,...,,,,...

2/
x

n


); 

,(
1121 jj xjj lll 



②C 

} 
} 

 
W ( n){ 

In the k-dimensional hypercube 
, there exists no 

fau

} 
neral lo-

cal-weak-connected, and we cannot find a correct key 
pa

 to B in

. And a correct key path from T to B is d  
From the above description, we can know that the 

tim complexity of algorithm Dynamic_Key_Path_ Es-

tab

vity based Dy mic Key Path Establishment 
Al

asib f the Algorithm 
 

ur algorithm, the possibility of direct key 
xpressed as 

 (  ),...,,( 2/21 iii n , 

 
),...,,,,...,(

1 2/121 xjj xjj ll nl 


③Break; 

IF(k >n-j){
HILE k

IF(
( ( 2/i  )21 ii n , c,...,,   

...*)*,...,(
2/21 c knc 

)

ltless key path from node C to node B) k++; 
} 

IF(k > n) exit. Then 
 H n 2/

 is not ge

th from node T to B. 
ELSE Join the path from C  the k-dimensional hy-

percube (  ),...,,( 2/21 iii n ,
 

...*)*,...,(
2/21 c kncc 

) into P; 

} 
} 
5) Exit iscovered.

e 

lishment_3 is ）（ k2/n + ）（ k = 2 min 2 min  

  ）（ 2kn/2 min , where kmin is the smallest integer that 

satisfies the con o-
.  e complexity of 

namic_K ath_Establishment_4 is 

  ）（ 2kn/2 min + ）（2kmin =   ）（ 2kn/2 min , so the 

total time complexity of the general Local-Weak- Con-
nectivity based Dynamic Key Path Establishment Algo-

rithm is   ）（ 2n/2 min . 

Considering the percentage of the fault nodes in sen-
sor networks, when applying the general Local- Weak- 
Connecti na

dition 
And the tim
ey_P

of k-dimensional l
cal-weak-connectivity
algorithm Dy

k

gorithm actually, we can set k=1,2,3. Then the total 
time complexity of the General Local-Weak- Connec-
tivity based Dynamic Key Path Establishment Algorithm 
will be ( )n  only. 

 
5.  Analysis 

5.1.  Fe ilities o

Theorem 9: In o
establishment for any two nodes can be e
PH2 ( /2 /2

2 2
n n       )/(N-1). 

Proof: As the algorithm has assigned any node, de-
noted as (  ),...,,( 2/21 iii n ,  ),...,,( 2/21 jjj n ), shares of 

poly om essed asn ials expr  FA = {
 

f jj n,..., 2/2  (j1,y),

 
f jjj

n

2

,...,,
2/31


 

f
n

 j n 2/ ,y)}   

{ f
1

(i1,y), f
2

1

(i2,y
n /2

 

 clear that t /2   no  

wh ablish direct pai se key wi  
Thus 

1

 

jjj
n

2/

,...,,
12/21




(

 i n
,...,

2/


),…, f

here are    

rwi th

 


(j2,y),…, 

 2
 ii ,

3


)}. It’s

est

ii n
,...,

/2


(  i n 2/ ,y

ich can 
PH2

 12




des

 A.

 n

iii

2/

,...,,
1



/2

2 2
n n

 the node

 ( /2

2 2
n/2n      

within the area 2n-1< N 

  )/(N-1) as the network scale is

 2n. 
Suppose that a sensor network has N=10000 sensor 

nodes, then n=14. The possibility of direct key establish 
is about PH2 2.56% a cording to the conclusion drawn 
by Theorem 6. owev r, th

c
H e e possibility decreases to 

PH 0.14% if the algorithm addressed in [3] is used. 
Theroem10: Assume that the possibility of direct key 

establishment in H2-based scheme is defined as PH2, 
while the possibility in hypercube is denoted as PH, then 
PH >P . 2> H

Proof: Suppose the number of a network is within the 

area of 2n-1< N  2n, and PH
1N

n
 as addressed in 

[3]. Thus 
2

lim H

n H

P
P

=
/2 /2lim

2 2
n n

n

n
      

 
=0. 

 
5.2.  Ove An
 

rhead alysis 

ode’s Storage Overhead 
tore t-degree bivariate poly-

he finite fields q, which 

 

N
1) Any node is required to s
nomials whose number is n over t
occupies n(t+1)log q bits. 

2) In order to keep the security of the Keys, for any
bivariate polynomial f(x,y), node A is required to store 
the ID information of the compromised nodes that can 
establish direct key with A by using f(x,y). Since the de-
gree of f(x,y) is t, then f(x,y) will be divulged when there 
are more than t nodes are compromised. So, for any 
bivariate polynomial f(x,y), node A needs only to store 
the ID information of n compromised nodes that can 
establish direct key with A by using f(x,y). In addition, 
since the node’s ID is a vector of n bits, and from Theo-
rem 4, we can know that node A needs only to store one 
bit for each compromised node to determine the whole 
ID information of the compromised node. So, the total 
storage cost is nt bits. 
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hemes have t e same storage head. 

e result is certainly 
he

 a route. In case of no compromised node existent 

3) Also the node’s own ID information occupies about 
n bits storage space, as it is expressed as 
(  ),...,,( 2/21 iii n ,  ),...,,( 2/21 jjj n ). 

All of the storage overhead address above sum up to 
n(t+1)log q+nt+n= n(t+1)log 2q bits. 

Theorem 11: The H2-based and the hypercube-based 
sc h over

Proof: According to the analysis on storage overhead 
addressed in Subsection 5.4 in [3], th

ld. 

Communication Overhead 
In a sensor network, sending a unicast message between 
two arbitrary nodes may involve the overhead of estab-
lishing
in the network, any one node can communicate with the 
others directly. Assume that the overhead for a hop is 
defined as 1, then for two arbitrary nodes whose Ham-
ming distance is L, the minimum communication over-
head is L. We further inspect average communication 
overhead on H2-based path key establishment. 

Suppose there are two nodes A(  ),...,,( 2/21 iii n , 

 ),...,,( 2/21 jjj n
) and B(  ),...,,( 2/21 iii n , 

 ),...,,( 2/21 jjj n ) 

In the formal part of node’s code, the probability o
larly, the prob

s also 1/2 in th

f

e

 
ie

ability of j
e
=

ha  i dif re
dif

= i e , e{1,…, / 2n   } is 1/2; Simi -

j
e
 , e  i  

latter code part. Thus the probability for the two nodes to 
ve fe nt sub- in the formal part is expressed 

as P[i fer b-index  former part]= 

{1,…, / 2n   }

ndex 
u s in

i
ent s

/2

( / !1

!( / 2 )!2
n

n

i n i  

  
  

. In the latter part, we also have: 

P[j ifferent sub-indexs in later part]= 

2 )

d
/2

( / 2 )!1

!( / 2 )!2
n

n

j n j  

  
  

. 

rage communication overhead cThus the ave an be 

L=

the H2-based scheme is less than that in the hyper-
be-based scheme. 

 Analysis 
 

 adversary may compromise 
two nodes or prevent them to 
) The adversary may focus its 

summarized as: 

 2/n

]partformer in  indexs-subdifferent  i[)1(  Pi

]partformer in  indexs-subdifferent  j[)1( . 

oem12: The average communication overhead in 

1i

+
 2/

 
n

Pj
1j

Ther

cu
Proof: According to the analysis on communication 

overhead addressed in Subsection 5.4 in [3], the result is 
certainly held. 

Figure 5 shows that the comparison on communica-
tion overhead between the H2-based scheme and the 
hypercube-based scheme. 

5.3.  Security

Here we put focus on two types of attacks against 
H2-based scheme: 1) An
pairwise key between any 
stablish a pairwise key. 2e

power to attack against the whole network, for purpose 
of lowering the probability of pairwise key establishment, 
or in creasing communication cost. 
 
5.3.1.  Attacks against Pairwise Key between Two Nodes 
 

 
Figure 3. The relationship of dimension n and the scale of 
the sensor networks. 

 
Figure 4. The comparison of probability to establish direct 
key between H2-based and Hypercube-based algorithms. 

 
Figure 5. The comparison on average communication over-
head between the H2-based and the Hypercube-based 
schemes. 
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1) Suppose an adversary launches an attack against two 
particular nodes, in order to filch their pairwise key. In 
case that those two nodes are not compromised: 

① If the node u and v can establish direct pairwise 
key, the only means to compromise the key is to resolve 
the polynomial f(x,y), which is shared by the two nodes. 
As the degree of this polynomial is adversary t, the ad-
versary is required to compromise at least t+1 compro-
mised nodes with the same share of f(x,y). 

② If the node u and v need to establish indirect pair-
wise key, the adversary is required to compromise a

prevent 
pa

 
s should have 

be

of the H2-based scheme if 
eq

ised l bivariate polynomials, which 

me

sed 
ares to establish pairwise key. 

y adversar-

prove

 amo

n 
intermediate node, or filch the common share of the 
bivariate polynomial f(x,y) between the two nodes. 
However, even if the adversary succeeds to achieve the 
pairwirse key, the nodes u and v can also select alterna-
tives to re-establish key path. 

2) Suppose the adversary launch attacks to 
irwise key establishment against two particular nodes, 

denoted as u and v, which are assumed are not compro-
mised. Then the adversary is required to compromise n 
bivariate polynomials of the node u or v. Notes that to 
those polynomials are t-degree, which means that if 
such attacks succeeded, at least n(t+1) node

en compromised. 
As addressed above and analysis presented in Subsec-

tion 5.5.1 in [3], if an adversary launches attacks against 
nodes, the security of the H2-based scheme if equivalent 
with that of the hypercube-based scheme. That is, we 
have the following theorem. 

Theorem 13: The security 
uivalent with that of the hypercube-based scheme. 

 
5.3.2.  Attacks against the Whole Network 
Suppose that an adversary has known the distribution 
state of polynomials for each node, he would launch at-
tacks against the whole network systematically by com-
promising polynomials one by one. Assume that the ad-
versary has comprom

ans that at most  2/2 nl  nodes have been pre-loaded 
one of those compromised polynomials. However, the 

rest of the regular nodes, denoted as N-  2/2 nl  do not 
contain compromised polynomial shares. That means 

N-  2/2 nl  nodes can still work properly. Notice that 
those regular nodes should avoid to use compromi
sh

Clearly, the number of nodes influenced b
ies in the H2-based scheme is more than that in the hy-
percube-based scheme. However, on the condition that 
the adversary fails to compromise all of the polynomials, 
the effected nodes can select other regular nodes to es-
tablish pairwise key with others. 

In addition, it has d that the probability of direct 
key establishment in the H2-based scheme is much 
higher than that in the hypercube-based scheme. Thus in 

the process of direct key establishment ng non- 
compromised nodes, the degree of the influence cause by 
adversaries on the H2-based scheme is less than that on 
the hypercube-based scheme. That means the the 
H2-based scheme has ability to secure communications 
among nodes effectively in sensor networks. 
 
5.3.3.  Security Performance 
Based on the nice properties of fault tolerance in 
H2-baed scheme, a source node can re-establish pairwise 
key with the destination by selecting alternative key 
path. 

As addressed in Subsection 4.1, the polynomial pool 
has n*2n bivariate t-degree polynomials, that is, |F|=n*2n; 
As every node contains n different polynomial shares, 
given a particular share of a bivariate polynomial f, the 
probability for each node to contain such a share is n/|F|. 
Assume that the number of nodes in a network is 2n-1<N 
 2n, and the number of supposed compromised node is 
Nc , the probability for those compromised nodes to 

ontain i shares of f is c

Pi= !

( )! !
( ) (1 )
| | | |

c

c

c
i iN

i i

nN n
N



to filch f, the probability of being compromised 

F F
  

As the adversary needs to compromise at least t+1 
nodes 

for f is Pc=1-
0

t

i
i

P

 . 

According to Theorem 6, the compromised probabil-
ity of direct key establishment for any two non-compro-
mised nodes is expressed as Plink= PcPH2, in case that a 
particular polynomial f is compromised. 

Figure 6 shows the fraction of compromised direct 
 between non-comrpomised nodes as a function of 

the number of comprom
keys

ised keys for H2 and hyper-
cube-based schemes where N=30000 and t=2. 

Figure 6 sh that based on the assum tion of same 
network scale and the proportion of compromised nodes, 
H2

 no il to establish direct key until the 
prop

d
d

ows p

-based scheme provides higher probability than hy-
percube-based scheme for direct key establishment be-
tween any two non-compromised nodes. H2-based 
scheme would t fa

ortion increases to 40%, while for Hypercube-based 
scheme, accepted proportion is about 30%. 

We further inspect the probability of compromised in-
irect key. As addressed in Theorem 6, the probability of 
irect key establishment for any two nodes is PH2 

 (
/2 /2

2 2
n n       )/(N-1), the probability of indirect key 

stablishment can be expressed as 1-PH. Thus the prob-
bility of compromised indirect key is estimated

e
a

[1

 as (1-P ) H2

-(1-
N
Nc ) (1-Pc)

2]. 

Figure 7 shows that the probability of compromised 
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conditions of 
n

figure also show

ere overall security performance of the 
two schemes. We define the probability of compromised 
pa

indirect key between any two non-compromised nodes is 
a function of the fraction of compromised nodes where 
N=30000 and t =2. 

Figure 7 shows that based on the same 
etwork scale and fraction of compromised nodes, 

H2-based scheme has better performance than hyper-
cube-based scheme on indirect key establishment. The 

s that H2-based scheme would not fail to 
establish indirect key until the fraction of compromised 
nodes rises up to 60%. However, the fraction is only 
about 40% for Hypercube-based scheme. 

H we consider 

irwise key ( direct or indirect key) is 

Pkey=PH2Pc+(1-PH2)[1-(1-
N
N

f compromised 

scheme is better 
than t at of Hypercube e

 
5.4. The Probability of Pairwise Key  

des-

 in the whole 
se

ablishment when 
 not satisfy 

 
conn

 

 

 

heme. 

een the H2-based scheme and the Hyper-
cube-based scheme. 

 of compromised nodes relation be-

c ) )1( 2
Pc ]. 

Figure 8 shows that the probability of compromised 
pairwise key is a function of the fraction of compromised 
nodes where N=30000 and t=2 for the two schemes. 

From Figure 8, we can know that the probability of 
the pairwise key between any two non-compromised 
nodes when the H2-based scheme is applied, is lower 
than that when the Hypercube-based scheme is applied, 
supposing that the scale and percentage o
nodes of the sensor networks are the same. 

So, from the above description, it is obvious that the 
security performance of the H2-based 

h -based schem . 

Re-estab-lishment 
 

A source node has to re-establish key path to the 
tination once some intermediate nodes have been 
compromised. According to the previous presented two 
kinds of dynamic key path establishing algorithms, it is 
easy to know that the algorithms can find a new alter-
native key path certainly, when k =1,2 or 3, as long as 
the distribution of the compromised nodes

nsor network satisfy the conditions of 1,2 or 3- di-
mensional local-weak-connectivity. Next, lets analyze 
the probability of pairwise key re- est
the i d strivution of the compromised node do
the conditions of 1,2 and 3-dimensional local- weak-

ectivities. 
According to the pairwise key establishment sch-

eme addressed above, each node in a network is able 
to communicate    2/2/ 22 nn   nodes to establish di-
rect pairwise key. Assume that the fraction of com-
promised nodes is p, then the number of non-com- 
promised nodes  among    2/2/ 22 nn   i s  (1-p )* 
(    2/2/ 22 nn  ). On the condition that a key path is 

available among those non-compromised nodes, it’s 
certainly possible for a source node and the destina-
tion to establish indirect pairwise key. So, when the 
distrivution of the compromised node do not satisfy 
the conditions of 1,2 and 3-dimensional local-weak- 

 
 
 

 
 

 

 
 

 
Figure 6. The relation between the fraction of compro-
mised direct keys and the number of compromised 
nodes in H2- based scheme and Hypercube-based 
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ABSTRACT 
 
An adaptive data transmission scheme based on variable spreading gain (VSG) is studied in cellular CDMA 
network in presence of soft handoff (HO). The processing gain is varied according to traffic intensity meet-
ing a requirement on data bit error rate (BER). The overall performance improvement due to processing gain 
adaptation and soft HO is evaluated and compared with a fixed rate system. The influence of soft HO pa-
rameters on rate adaptation and throughput and delay performance of data is indicated. Further truncated 
automatic repeat request (T-ARQ) is used in link layer to improve the performance of delay sensitive ser-
vices. The joint impact of VSG based transmission in presence of soft handoff at physical layer and T-ARQ 
at link layer is evaluated. A variable packet size scheme is also studied to meet a constraint on packet loss. 
 
Keywords: Adaptive Systems, Variable Spreading Gain, Soft Handoff, ARQ 
 
 

1.  Introduction 
 
Multimedia services are becoming increasingly impor-
tant in wireless networks. The demand for high rate 
packet data transmission and quality of services (QoS) in 
wireless networks is growing at a rapid pace. Code Divi-
sion Multiple Access (CDMA) is very promising to meet 
the demand for high data rate and quality of service (QoS) 
in wireless networks. The cellular capacity of CDMA 
system is limited in the uplink by maximum tolerable 
interference at the base station (BS). The cellular capac-
ity indicates that there is a practical number of admissi-
ble users which should not be exceeded in order to en-
sure QoS (quality of service) of the admitted users. 
However for a fixed data rate system, there will be re-
dundant margin on system capacity when traffic level is 
much lower than the maximum allowed number. Adap-
tive transmission schemes utilize the system resource 
more efficiently over a fixed rate scheme where the data 
transmission rate is controlled depending on generated 
interference or channel traffic intensity [1-3]. Packet 
data transmission is gaining importance in CDMA net-
works. Variable processing gain (VSG) and multi-codes 

(MC) are two interesting approaches for increasing 
transmission rate of data in CDMA [4]. 

CDMA uses soft handoff (HO) where the handoff 
mobile near a cell boundary transmits to and receives 
from two or more BS-s simultaneously [5]. Soft HO pro-
vides a seamless connectivity, reduces “ping-pong” ef-
fect as present in hard HO, lowers probability of lost 
calls and eases power control [5,6]. It extends the cover-
age and increases the reverse link capacity [6,7] by re-
ducing overall interference. 

Several research papers have analyzed adaptive 
transmissions based on VSG [1-4] without considering 
the effects of soft HO. Since soft HO affects the gener-
ated interference, it is expected to have significant im-
pact on spreading gain selection and successful transmis-
sion of packet data, which is considered in the present 
paper. 

However performance of data services is limited by 
interference and channel fading. Adaptive modulation 
and coding (AMC), adaptive antenna array providing 
space diversity and several receiver algorithms at physi-
cal layer [8,9] are used to enhance the throughput per-
formance of packet data oriented systems. Alternately 
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channel fading can be mitigated by automatic repeat re-
quest (ARQ) protocol at the data link layer which en-
sures persistent retransmission of packets associated with 
a particular message until it is received correctly. ARQ is 
effective in improving system throughput relative to only 
forward error correction (FEC) [9]. Further ARQ can be 
combined with FEC in a hybrid ARQ scheme. To mini-
mize delay and buffer sizes in practice, truncated ARQ 
has been adapted to limit the number of retransmissions. 
Further the transmission of video/image requires the de-
lay to be bounded i.e. a packet is to be dropped if it is not 
received correctly after a finite number of retransmis-
sions [8]. 

Several research papers have studied the combined ef-
fects of physical layer issues with the link layer issues 
like ARQ [8,9]. However the issue of soft handoff at 
physical layer is not considered in [8,9]. 

In the present paper we consider VSG based data 
transmission meeting a constraint on upper limit of BER 
in presence of soft handoff. A simulation study is carried 
out to evaluate performance of packet data in terms of 
throughput and delay considering the joint effects of 
VSG and soft handoff. Two cases of retransmissions 
namely infinite ARQ and truncated ARQ at link layer are 
also considered. First the performance of data has been 
simulated in VSG with soft HO considering infinite 
ARQ. Next T-ARQ is considered at link layer for real 
time services along with soft HO at physical layer. Joint 
effects of soft HO and truncated ARQ on throughput and 
delay performance of a packetized data are evaluated for 
an imperfect power control CDMA. The performance in 
each case is compared with fixed rate. Effects of soft HO 
parameters on spreading gain adaptation and data per-
formance in terms of throughput, delay and packet loss 
associated with truncation are indicated. Further a vari-
able size packet transmission is also considered to meet a 
constraint on packet loss rate. Thus it has been possible 
to satisfy the BER constraint, delay constraint and the 
packet level QoS such as packet loss rate as well. 

Sections 2 and 3 briefly describes the cellular scenario 
and our simulation model. Results and discussions are 
presented in Section 4. Finally we conclude in Section 5. 
 
2.  System Model 
 
A cluster of three sectored cells with uniformly distrib-
uted mobile data users (MS) and equal number of MS-s 
( ) per sector are considered. All data users transmit at 

the same rate using a single code. For fixed rate system 
the user transmits on single code at a fixed rate  

while in adaptive system the transmission rate  is 

variable depending on traffic load which is Poisson 

distributed with mean 

dN

bR

)(lRb

)(l

)( . The processing gain ( ) 

of all codes are equal; where =W/ ; W is 

spread bandwidth. Processing gain  (hence data 

rate ) is selected depending on traffic load  

satisfying a BER criterion. A “continuously active” data 
traffic model as in [10] is considered where each user 
generates a sequence of fixed length packets. A new 
packet is generated as soon as the preceding packet is 
either delivered successfully or dropped due to truncation 
in ARQ. The soft HO region is defined based on the dis-
tance from the base station (BS) as in Figure 1. An MS 
located outside the handoff boundary  is considered 

to be under soft HO with three neighboring BS-s. Each 
sector is divided into two regions, soft HO regions (B, C, 
D) and non-HO region (A, E, F) of cell #0,1and 2 re-
spectively in Figure 1. BS0, BS1 and BS2 are the BS-s of 
cell #0, 1 and 2 respectively. The propagation radio 
channel is modeled as in [7]. The link gain for a location 

pg

)(lpg

pg

)(lRb

)(l

hR

)(lRb

(

)(l

),r

(

is        (1) 10/10 S), pr
 

(),( drG ii  

where ),rd i

p

 is the distance between the MS and 

, iBS   is the path loss exponent and  is the 

log-normal component with 

10/10 s

s  normally distributed 

with 0 mean and variance . The shadow fading at i-th 

BS is [7] 

2
s

iis ba    with a       (2) 12b2 

  and i are independent Gaussian random variables 

with zero mean and variance . Out-cell interference 

consists of interference due to MS-s from region 
(E,C,G,H) of cell #1 and (D,F,I,J) of cell #2. MS-s in 
furthest sectors (G,H,I,J) are assumed to be power con-
trolled by respective BS-s. The reference user is located 
in non-HO region of reference sector i.e. in region ‘A’. 
Total in-cell interference in cell # 0 is 

2
s

21 IIIin                    (3) 

where  is due to all MS-s in A and those in B con-

nected to BS0,  is due to MS-s in B but connected to 

BS1 and BS2. The out-cell interference is 

1I

outI

E

coI

HI

2I

)H(2 21 ccE IIII  Gco I

2cI

I        (4) 

I  is the interference due to MS-s in E and con-

nected to BS1. Similarly  and  are due to MS-s 

in region C and power controlled by BS1 and BS2 respec-
tively.  is due to MS-s in C and controlled by BS0. 

 and  are the interference due to MS-s in G and 

H. MS-s in these farthest sectors are assumed to be 
power controlled by respective BS i.e. BS1. A multipli-
cation factor of two is used in Equation (4) to include 

1cI

GI
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contribution of cell #2. The actual received power from 

desired user is , where S is a Gaussian r.v. 

with mean 0 and variance . The BER  for 

data user is simulated as described in later section in the 
above soft HO environment considering direct sequence 
spreading and BPSK data modulation having spread b.w 
of W.  The maximum allowed bit rate of data users 

 for traffic intensity is adjusted such that (

S
ReSU 

22
eS   )( eP

)(* lRb eP
*pg

cr

), 

the corresponding processing gain is selected as . 

The retransmission probability Pr is given as [11] 

)(l

rP 1(1 =                 (5) cprL
eP )

Rb

where Lp is the length of the packet in bits and  is the 

FEC code rate. For continuously active data users, the 
average packet delay is the same as the packet transfer 
time Tp as there is no waiting delay in the queue. The 
time required for transmitting a packet of length Lp by a 
data user transmitting at a rate of  is : )(l

c

p

R

pgL *


b

p
p

l

lR

L
T

)(

)(
            (6) 

where  is the chip rate. We assume that acknowl-

edgement from the receiver is instantaneous and per-
fectly reliable. In case of truncated ARQ the maximum 
number of retransmissions in ARQ has to be bounded 
since only finite delay and buffer sizes can be afforded in 
practice. If  is the maximum allowed packet delay, 

the maximum number of retransmissions is given as 

cR

maxT

 pT/TmaxNmax  . Thus with truncated ARQ if a packet 

is not received correctly after  retransmissions, it 

is dropped and declared as a packet loss. The average 
delay with truncation 

maxN










 N

r

P

Pl

1

1) (




rc

p

R

pgL
D

t(. )1*

          (7) 

The average throughput is defined as the average 
number of information bits successfully transferred per 
sec and is given as 

)1()(

1(.
* 



r

cc

Pl

PRr ).
)1( 

tN
rcp

pgD

rL
G          (8) 

Some services may require maintaining packet loss 
(packet QoS) below a prescribed limit )( . A variable 

packet length scheme is used where the packet size is 
adjusted under different traffic and soft HO conditions so 
as to maintain packet loss below a desired limit )( . The 

length of the packet ( ) is selected satisfying *
pL

lossP  : 

i.e. , 
1**

})1(1{
tN

cprL
eP  *

max
* / pt TTN     (9) 

where                           (10) bpp RLT /** 

The packet size  is found by simultaneously sat-

isfying (9) and (10). 

*
pL

However with infinite retransmission i.e. infinite 
ARQ, there is no packet loss. In such situation the aver-
age delay [11] 

D=
)1( r

i

P

T


=

)1(

)(*

rc

p

PR

lpgL


            (11) 

and the average throughput (G) given as 

)(

)1(
* lpg

PRr

D

rL
G rcccp 

             (12) 

In the next section we present our simulation model 
for both infinite and truncated ARQ cases. 
 
3.  Simulation Model 
 
The simulation is developed in MATLAB using the fol-
lowing parameters: PRh indicates the degree of soft HO, 
shadowing correlation (a2), pce ,e  traffic intensity  . 

he soft HO region boundary  given as hR

hoh PRRR  1  where  is the radius of the cell, 

normalized to unity and hexagonal cell is approximated 
by a circular one with radius . Users are assumed to 

be uniformly distributed. 

oR

oR

 
3.1.  Generation of Users Location and Interference 
 
1) The number of users (  is generated by generat-

ing a Poisson distributed r.v with mean 

)dN

 . 
2) Locations ( ),r

N

hd N

 of all (  users are generated 

and users are divided into non-HO ( ) and soft HO 

 region based on their location. Assuming the de-

sired user in non-HO region, let the remaining interfering 
users in non-HO are ( -1). Number of users in soft HO 

region: 

)dN

hN

)( sN

h

s NN  . 

3) For each of those in soft HO region , the link 

gains corresponding to each of three BS-s involved in 
soft HO are generated as 

)( sN

ip errG ii
 ),( , i =0,1, 2. where i  is a Gaussian 

r.v with mean 0 and variance ,  is the distance 

from i-th BS. The user is power controlled by the BS for 
which the link gain is maximum i.e. it is power con-
trolled by BSi if is maximum;  

22
sb 

i

ir

.2,1,iG 0
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4) The interference received at reference BS  

I= )exp( nR rS )( 0

iG

G
              (13) 

if connected to BSi, where  Here  is a 

normal r.v. with 0 mean and standard deviation 

.2,1,0i nr

e . 

 is the required received power at the respective BS 

which is normalized to unity in the simulation since SIR 
is unaffected by assigning =1. 

RS

RS

5) Next interference due to ( -1) MS-s in non_HO 

region (A) of reference cell, each power controlled by 
BS0 is considered as 

hN






1

1

,
2

hN

i

inr
R eSI               (14) 

6) Now the interference due to MS-s in adjacent sec-
tors i.e. (region E,C,D and F) of cell#1 and #2  are 
found in similar manner. The number of MS-s in E and F 
are  each. Let  and 

 

)( sd NN 

FD II 
CE III 3

I 4

7) Interference from MS-s in G,H, I and J regions are gener-
ated following step 4. Let  and HG III 5 JI III 6 . 

8)Total interference I=                  (15) 


6

1k
kI

9) Signal from desired user 
x

d eSU  , IUSIR /             (16) 

x  is Gaussian with mean ‘0’ and variance  2
e

 
3.2.  BER Simulation 
 
A Gaussian noise sample  with ‘0’ mean and variance 

 is added to each bit of a transmitted 

sequence and received bits are compared with the trans-
mitted bits. Here SIR is found following steps A(1) to 
A(8) for a given . 

gn

).2/(.12 SIRpgg 

pg

 
3.3.  Selection of Processing Gain 
 
1. An initial low value of  is chosen and BER is 

simulated as described above. 
bR

2.  is incremented in steps, the highest value of 

 for which 

bR
*

bR BER

*pg

, is chosen and corresponding 

processing gain = 




W
*
bR

 is selected. 

 
3.4.  Packet Loss and Variable Packet Length 

1) For truncated ARQ case: 
A sample of Gaussian noise as in (B) is added to each trans-
mitted bits of a packet of  information bits. The 

received L bits of a packet are checked with their corre-
sponding transmitted bits to assess packet error. If the re-
ceived packet is incorrect, the same packet (i.e. the same bit 
pattern) is re-transmitted  times, where = 

1,2,… . A packet loss occurs if it is not received cor-

rectly after  re-transmissions. Average delay (D) is esti-

mated as: 

)( cp rLL 

tN

pNcount /).

tN

maxN

N

((
t

N pp Tretx )_  where T is as 

in (6), : number of transmitted packets, 

p

countpN retx _ : 

total retransmissions of  packets (each packet is re-

transmitted maximum up to  time. 

pN

maxN

The throughput is: DrLG cp /               (17) 

An initial small packet size is chosen and it is incre-
mented in steps ( =2) till packet loss just exceeds  . 

The highest packet length for which lossP  is . 

Now throughput, delay and packet loss are estimated by 
simulation following steps as mentioned above where 

is chosen as  and  is chosen as . 

*
pL

pg )(* lpg pL *
pL

2) For infinite ARQ case: 
If the received packet is incorrect, the same packet is 
retransmitted until the packet is finally received correctly 
instead of limiting the retransmission to  as in 

case of T-ARQ. Then delay and throughput in this case 
are estimated in the same manner as described above.  
Total number of erroneous packet is counted out of a 
large number of transmitted packets to estimate the 
packet error rate (PER). 

maxN

 
4.  Results and Discussions 
 
The parameters assumed in simulation are listed in Table 1 
as shown. For the case of truncation we assume 

=350 msec and =  where  is 

maximum retransmission corresponding to . 
maxT tN max / 2N  maxN

maxT

 
Table 1. Parameters for simulation. 

Spread 
BW (W)

Chip rate

cR  
Fixed 

PG 

Fixed 

pL  
SIR thresh-

old  th
pce 

e (dB)

5.0 MHz 5.0 Mcps 312 1024 7 dB 1 and 2 

Path loss

p  s (dB) cr  

Shadowing 
correlation 

( ) 2a

Degree of 
soft HO 

hPR  

Max al-
lowed 

packet loss

4 6 0.5 0 and 0.3 0.3, 0.7 5% 

Target BER
10-3 

maxT  

350msec
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Figure 1. Cellular Layout for soft HO. A, E, F are non HO 
region. B, C, D are soft HO region. Cell # 0 is reference cell. 

 
Figure 2 shows the effects of soft HO on BER per-

formance of fixed rate and adaptive transmission. In 
adaptive transmission, the BER is always maintained as 

 for the entire range of traffic by adjusting the 

 i.e. transmission rate is reduced with increase in 

traffic as in curves (iv,v). While in fixed rate (PG=312), 
the BER increases with increase in traffic intensity due 
to increased interference as in curves (i, ii and iii). 
Higher degree of soft HO reduces BER in fixed  

case as seen in curves (i) and (ii) due to reduced level of 
interference. In case of adaptive transmission, as the 
transmission rate is adjusted (varying the pg) keeping 
BER fixed, a higher degree of soft HO will lead to in-
crease in data rate i.e. lower processing gain allocation 

for same BER constraint of . Two cases of 

adaptive pg with different levels of soft HO have been 

shown in curves (iv, v) where BER  in both the 
cases. However the data rate (allocated pg) for these 
cases will be significantly different as seen in next fig. 

310eP

pg

pg

310eP

10 3

Figure 3 shows the effects of soft HO on allocation of 
processing gains in VSG based adaptive transmissions. 
The processing gains  are chosen satisfying BER 

 under different conditions of soft HO. As the 
traffic intensity () increases, data rate is reduced by 
increasing pg so as to reduce the interference level for 
maintaining BER constraint. Higher degree of soft HO 
reduces BER for fixed data rate. As BER is kept fixed, 
higher degree of soft HO will allow higher data rate or 
lower value of allocated  in curves (ii and iii). Thus 

it is seen that as  increases from 0.3 to 0.7, allo-

cated  for BER  reduces from 339 to 260 at 

=8. Higher shadowing correlation  as well as 

lower pce also reduces BER for fixed PG. Thus in a 
similar manner as in case of , this will also increase 

data rate (or reduce processing gain) for a target BER as 
seen in curves (i,iii) and curves (iii,iv). 

)( pg

pg

h
310

310

PR

pg

)( 2a

hPR

BS1 The throughput performance with T-ARQ is depicted 
in Figure 4. Adaptive pg based transmission is seen to 
achieve a higher throughput as compared to a fixed one 
for most range of traffic in curves (ii,iii). This is because 
BER is maintained below a limit in adaptive case 
whereas it increases with traffic in case of fixed pg. Fur-
ther improvement in throughput is achieved with higher 
degree of soft handoff in curves (i,ii). However as seen 
in Figure 4 vide curves (ii,iii), over a range of traffic say 
up to  =7, adaptive pg and fixed pg yields close 
throughput performance. This is because our arbitrary 
chosen value of fixed pg i.e. PG=312 is close to adaptive 

pg-s found (satisfying  over this traffic range. 

For example at 

BS0 

)10 3eP

 =7, allocated adaptive =304. pg

Effects of soft HO parameters on packet delay are de-
picted in Figure 5. Truncation always maintains packet 
delay below a certain level, here 0.5 times of = 350 

msec, as number of retransmission =
maxT

maxNtN / 2   . 

Adaptive transmission yields less delay as compared to 
fixed case for most range of traffic. Adaptive transmis-
sion always maintains a fixed BER hence a fixed level of 
PER (packet error rate) while BER increases with traffic 
in case of fixed pg. However around 7  the per-
formance of fixed and adaptive are close as our chosen 
fixed pg of 312 becomes close to found value of adaptive 
pg. Higher degree of soft handoff is found to lower delay 
further as seen in curves (ii,iii). 

Figure 6 shows the packet loss associated with T-ARQ vs 
traffic intensity for fixed and adaptive pg based transmis-
sions. Adaptive pg always maintains a fixed level of packet 
error. Thus adaptive pg yields lower packet loss as com-
pared to fixed rate for moderate traffic in curves (i,ii). The 
packet loss reaches a floor for adaptive case while it in-
creases with higher traffic in case of fixed rate. Further the 
packet loss is kept below %5  using variable packet 
size as seen in curve (iv). Higher soft handoff reduces 
packet loss as in curves (ii, iii). 

Figure 7 shows the variation of packet size with traf-
fic intensity. The packet size is varied in order to ensure 
that packet loss is always %5 . Higher traffic intensity 
requires smaller size of packet. Further higher degree of 
soft handoff  can transmit larger packet as seen 
in curves (i,iii). Higher shadowing correlation also al-
lows larger packet while meeting the loss constraint as in 
curves (i,ii). 

)( hPR

Table 2 shows the maximum number of retransmis-
sions allowed vs traffic under two different soft handoff 
conditions. As the traffic intensity increases, the allo- 
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Table 2. Maximum number of retransmissions vs traffic 
(mean arrival rate) for adaptive pg based transmissions. 

  5 6 7 8 9 10 11 12

(1)  maxN 6 5 4 4 3 3 2 2 

(2)  maxN 8 7 6 5 4 4 4 3 

(1)  =350 msec dBpcePRa h 2,3.0,3.02  maxT



(2)  =350 msec dBpcePRa h 2,7.0,3.02  maxT

 
cated data rate is reduced (i.e. allocated pg increases). 
Thus the packet transfer time is increased which in turn 
reduces the maximum number of retransmissions for a 
prescribed maximum allowed delay. Higher soft HO 
allows more number of retransmissions. 

Figure 8 shows the effects of truncated ARQ on delay. 
We have chosen truncation in retransmission as 

=  to ensure a maximum delay of 0.5 times 

of =350msec i.e. maximum allowed delay of 175 

msec in this case. It is seen that in case of infinite re- 

tN

T
max / 2N

max

 

 

 

 

 

 

 

 

 

 

 

Figure 2. BER vs mean arrival rate (  users/sec) per 

sector. 
 

 
Figure 3. Processing gain vs mean arrival rate ( users/ 

sec) per sector. 

transmission, the delay increases rapidly with traffic in-
tensity. T-ARQ always yields lower delay as compared 
to infinite ARQ (curves ii,iii). Further in case of T-ARQ, 
though delay increases with traffic, it is always main-
tained below a chosen desired limit of 175 msec (i.e. 0.5 
 

 
Figure 4. Throughput (Kbps) vs mean arrival rate. 

 

 

Mean arrival rate 

Figure 5. Delay (msec) vs mean arrival rate. 
 

 
Figure 6. Packet loss probability vs mean arrival rate. 
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maxT ). With infinite retransmission the delay exceeds 

desired limit of 175msec for   =10 onwards in case of 
a2=0.3 and  =6 onwards for a

2=0 in curves (i,ii). Thus 
T-ARQ satisfies delay constraint at the cost of packet 
loss. Further higher shadowing correlation lowers the 
delay in curves (i,ii). 
 

 
Figure 7. Effects of soft HO and shadowing correlation 
on packet length for adaptive pg based Transmissions. 

 

 
Figure 8. Effects of truncation in ARQ on delay. 

 

 
Figure 9. Effects of truncation in ARQ on throughput. 

Figure 9 shows the effects of truncated ARQ and 
shadowing correlation on throughput. In present work 
throughput indicates the average number of informa-
tion bits successfully transferred per sec. Since a 
packet is delivered successfully with in a given time 
limit in truncation (or dropped if not successful), 
truncation yields higher throughput as compared to 
infinite retransmissions as in curves (i,ii). Also higher 
shadowing correlation improves throughput as in 
curves (ii,iii). 
 
5.  Conclusions 
 
Performance of packet data is evaluated in presence of 
soft handoff under adaptive transmission based on 
variable processing gain and is compared with a fixed 
rate system. The processing gain is varied according to 
traffic intensity so as to ensure an upper limit on 
channel BER. Truncated ARQ is used to ensure a pre-
scribed maximum limit on packet delay. Soft handoff 
parameters, shadowing correlation, pce and T-ARQ are 
found to have significant impact on processing gain 
allocation and data performance. Adaptive transmis-
sion outperforms fixed transmission in terms of 
throughput, delay and packet loss. Adaptive transmis-
sion enhances throughput by 19% and reduces packet 
loss by 16% for a traffic intensity of 10  users/sec 
under a given soft handoff scenario. Higher degree of 
soft handoff and higher shadowing correlation improve 
the situation further. An increase in degree of soft 
handoff by 133% further enhances throughput by 6% 
and reduces packet loss by 12 % for a traffic intensity 
of 10  users/sec. Using a variable packet length 
transmission the packet loss could be maintained below 
a limit. Thus data BER, delay constraint and packet 
QoS such as packet loss are simultaneously satisfied 
using variable processing gain, variable packet length 
and T-ARQ. Higher degree of soft handoff and higher 
shadowing correlation allow transmission of larger 
packet size. An increase in degree of soft handoff by 
133% allows 20% increase in packet size for a traffic 
of 10  users/sec satisfying a packet loss constraint. 
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Abstract 
 
The evolution of systems and networks, including PDA, handhelds, mobile phones, WLAN, and Bluetooth 
provides us new scenarios for media presentation. Because of the growing number of such (personal) devices 
in the Personal Area Network of the User it is necessary to set up a system, in which the user doesn’t lose 
control over the media and their corresponding presentation devices. Digitalisation will lead us to a split of 
into content (music, video), storage (e.g. compact discs, server), and user interfaces (receiver). Media will no 
longer be stored in shelves at home, but in storage spaces located somewhere in the network. New user in-
terfaces like PDA and mobile phones will replace the panel field of an old fashion CD-Player and amplifier. 
A protocol is required for synchronisation and controlling this media scenario, which is UPnP (Universal 
Plug and Play). 

This paper describes a scenario based on UPnP and its implementation provided by the author. 
 
Keywords: Ubiquitous Media, UPnP, RFID 
 

 

1.  Introduction, Ubiquitous Media Scenario 
 
In a near future media (Music, Video) will be bought in a 
spontaneous way, probably by staying in front of a music 
advertisement table in the Metro or somewhere on the 
street [1,2]. Using our PDA or mobile phone, we just 
push a button [3]. With location-based service [4] the 
system knows our place and-based on that informa-
tion-the system knows the music title on the advertise-
ment table. The music, bought during this procedure, will 
be transferred via Internet/DSL to our home server or to 
a central server. This server replaces data stores like 
CD's or DVD's. Using this server the content will be 
published in a way that we can access it in a ubiquitous 
manner. The corresponding cover/booklet will be sent 
later by letter. The cover is still important, as the human 
is a haptic oriented being, which likes it to hold some-
thing in his hands. Beside this, the cover/booklet contain 
some important metadata regarding the music/video. 

To play the music in a former time we used a CD 
player, an amplifier and a set of speaker. Those compo-
nents also serve as a user interface to the media, beside 

their main electrical function. Therefore, the panel of the 
CD player builds the user interface for music presenta-
tion control. Using different equipment, we get addi-
tional user interfaces for the same content. In order to 
simplify user interfaces other devices like mobile phones 
and PDA will come into the scenario. [5,6] By pressing a 
button on my personal PDA, music will be presented on 
the local speaker, regardless of the given equipment. By 
moving from the living room to the kitchen, the music 
will follow with me to the speaker system, which is e.g. 
installed in the kitchen. 

Within this scenario, media content can be distin-
guished in to 4 components: the 1) media data, (pcm- 
files, avi-files) they are stored on a CD, DVD, USB stick, 
or on a server hard disc. On the other side we have 2) 
public meta data, which gives information about the 
title, author and other, the 3) personal meta data, which 
describes the actual storage places, my rights on the me-
dia (see DRM) and other, and finally some 4) user in-
terfaces, which allows the control of the presentation of 
music and video. Beside this, there is the presentation 
equipment (speaker, projector) and the presentation event 
itself). 
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The central question during the design of a ubiquitous 
media system is a protocol, which allows the set up, and 
the dynamic control, e.g. the usage of different user in-
terfaces within a ubiquitous media system. 

In this context, the standard UPnP (Universal Plug and 
Play) [7] got some relevance. This paper gives a practical 
perspective of a working scenario of ubiquitous media 
using UPnP. 
 
2.  Problems 
 
Due to the emerging technology development of wireless 
networks [8] and hardware for multimedia presentations, 
applications will change rapidly [9]. Because of the 
growing number of such (personal) devices in the per-
sonal area Network (PAN) of the user, it is necessary to 
develop a system, in which the user does not lose control 
over his devices [10]. Digitalisation will lead us to a 
splitting of content and storage devices (e.g. compact 
discs, hard disks, flash memory). It will no longer be 
stored in shelves at home, but in storage spaces located 
anywhere in the network [11]. Therefore, the storage 
space available to the user will increase. At the same 
time, the overview to one’s own content will decrease. 
Upcoming media systems have to grant transparency to 
the user. The user wants to feel that he knows where his 
content is located and that he can reach it easily every 
time, everywhere. Otherwise, users would feel over-
whelmed and uncomfortable with those devices. The 
present situation on the multimedia-market is very much 
like that. 

To avoid these effects a new media system is required, 
in which the user is the focus of the development. Even 
though he can reach a much larger amount of content 
within his system and uses more different devices, he 
feels comfortable with this system and he has full control 
over it. This can be achieved by integrating new interac-
tion techniques (as speech-control and gesture recogni-
tion in combination with improved graphic user inter-
faces) in one universal interface. 

For unknown reasons, the concepts of Context 
Awareness [12,13] and Ubiquitous Computing [14,15] 
are not yet explored for their use in media systems [16]. 
Both concepts provide us a media system, in which the 
user is confronted neither with difficult user’s manuals 
nor with changing interfaces. 

The actual development of computer indicates some 
tendencies: devices will decrease in size and the amount 
of devices available for each user will increase. With 
wireless networks user will have access to more content. 
In this paper we develop a concept, within a user can use 
his media in a comfortable way. Main concepts are ab-
straction, transparency, and awareness. We can abstract 
from the physical storage just by simulating them on a 

known location. First, we will discuss some under laying 
concepts. 
 
3.  Foundation Concepts, Ubiquitous Media 
 
The markets for music, video, and games are growing 
together. Where before we had different markets for each 
type of media, in the near feature there will be only one, 
but with much more participants. The market for com-
puter games now days have a larger volume than the 
market for movies. This is technically enabled by the 
increasing power of available systems, which today of-
fers more CPU-power and memory and provide multi-
media capabilities. In addition, the size of devices is re-
duced [17]. 

An implementation of ubiquitous media requires a 
concept of media transparency. It allows us to access 
media regardless from its format and its storage place. 
Media transparency is the main concept for ubiquitous 
media, so we should take a closer look of it details. 

For media transparency, we need: 
·Access Transparency-user can access media, regard-

less from the presentation device, underlying network, 
and media server. 

·Location Transparency-user can access media re-
gardless from its storage place. 

·Format Transparency-media content is coded in dif-
ferent formats (mp3, PCM). With format transpar-
ency, an abstraction of the format can be achieved. 
Media player are mainly multi format capable. 
Non-fitting formats are converted on the fly by other 
system components. 
·DRM Transparency-witch rights a user has on media 

content is only clearly visible during the buying 
process. Later the user wants to access media ac-
cording the rights and he is not willing to engage 
with DRM aspects. 

The user has to be placed into the middle of a ubiqui-
tous media scenario. Around him, we build up a media 
system, which: 

1) can be used in a simple way in every usage situa-
tion, 

2) is working in the background in a unobtrusive way 
3) adapts to the necessities of a user 
In the next chapters, we will build up a ubiquitous 

media system. 
 
4.  Requirement Analysis 
 
Based on the ubiquitous media idea we take a deeper 
look about the usage scenario and its changes. Based on 
this we set up a concept of media transparency. Based on 
this a concept for the dynamic integration of new user 
interfaces is required. It provides a comfortable access to 
future media systems; even they provide increased func-
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tionality, more presentation systems and a larger amount 
of media content. The quality of user interfaces can be 
increased significantly by considering context awareness. 
It enables the media system to react on the situation, in 
which the user currently is involved. In this way, the 
system can be controlled in an intuitive way. 

Critical is the protection of personal information. In 
order of building a transparent and adaptive system, it 
needs to collect and store information about the user. 
 
5.  System Design 
 
The System can be successfully built when separating 
some aspects, which traditionally are combined tightly. 
These aspects are 1) user interfaces and system control, 2) 
media data storage and access, and 3) system management. 

By separating and hiding some of these aspects, a sys-
tem can be build, which partially disappears from the 
sight of the user. He can concentrate again on his main 
aim, the consummation of media content. 

The system will be build up by the following components: 
 
5.1.  Media Server 
 
The assignment of the media server will be the storage 
and delivery of media content. There might be several 
servers in a system, which holds all content data: mp3-, 
pcm-, avi-, vob-, and other media files. Special server 
might be capable to convert media formats into each 
other. A server might be build up by regular pc hardware, 
network attached hard drives (NAS), CD/DVD changer, 
or hard disk based recorder/receiver. Renderer/ presenta-
tion systems will access media content via networks (e.g. 
Ethernet, WLAN, and Bluetooth) and selected protocols 
(e.g. NFS, SMA, and RTP). 
 
5.2.  Renderer (presentation environment) 
 
The main task of a rendering system is the access of 
content from media server and its preparation for pres-
entation. Audio content might be presented via a speaker 
system, video content via a television set or by a projec-
tion system (beamer). Renderer can be build up from 
regular PC hardware or by special equipment, which fit 
into the apartment and living ambient. There are special 
components available, which are build up by a LINUX 
system and supports the sound and vision platform. 
These Systems are highly extendable. 
 
5.3.  Control Points 
User interfaces, which are used to control the ubiquitous 
media system, mainly are built as control points. A con-
trol point enables the user to adjust main system pa-
rameter like selected media, play, pause, stop, presenta-
tion device, and other. Control points can be built up from 

 
 
 
 
 
 
 
 
 
 
 

Figure 1. Selecting and controlling media presentation. 
 
regular PC hardware, remote control, PDA, mobile 
phones or other small devices. However, a control point 
does not have necessarily a user interface. The phone 
during a phone call itself might set the music to pause. A 
control point reacts to user and other events, and in result, 
it controls some of the system parameter. Figure 1 shows 
the system components. 
 
6.  System Implementation 
 
Main components might be implemented in Java, in or-
der of portability. Protocols are implemented using UPnP 
(Universal Plug and Play) which is based on SOAP, 
XML and HTTP. 

UPnP enables control points to detect server and ren-
derer in a dynamic way. Commands like “music pause”- 
originated on a PDA-are transferred via UPnP to the 
renderer, which on the other hand notifies the server via 
UPnP protocol to stop the streaming of content. 
 
6.1.  Detection of System Components 
 
Control points have to detect server and renderer com-
ponents, in order to check their facilities and to transmit 
commands to them. 

Based on networks like Bluetooth or WLAN a IP 
connection will be established. The aim of a DHCP 
server is to assign IP addresses. As part of the UPnP 
protocol, a detection request is sent by broadcast. Ren-
derer and server will send back their profiles and tables 
of offered functions. 

UPnP offers an abstraction from IP address to service 
classes and names, so control points can deal with them 
on a high-level abstraction. 
 
6.2  Choosing Media 
 
The user wants to select media from the offer of his 
server (single system or a collection). Also bought music 
(please compare the purchasing scenario from the begin-
ning of this paper) will be placed on this server. A search 
request is sent to al corresponding server. From the result 
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the user can selects music or videos. Figure 2 shows the 
implementation of a control point on a PDA. Also mo-
bile phones can be used for this purpose. 
 
6.3.  Playing Media 
 
By selecting a music or video title, the request is sent to 
the nearest renderer. The renderer requests the media 
data directly from the server and performs the presenta-
tion. 
 
6.4.  Considering the Location of Persons (loca- 

tion awareness) 
 
An important aspect in the ubiquitous media scenario is 
the ubiquitous access of media. If the user moves to a 
different room, e.g. the music may follow him. Several 
implementations are conceivable. One solution is a pas-
sive infrared sensor system in each room. The problem 
with this solution consists in a restriction of privacy [12]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Selecting and controlling media presentation. 

Further more the system may fail in case of slow move-
ment, more persons and animals. 

We decided to take the position of the currently used 
Bluetooth access point into consideration, in order to 
calculate the position of the PDA-and its user. Bluetooth 
cells are small, so the location precision is sufficient. 
Using the UPnP architecture an access point can be seen 
as a server, which provides position data. An automated 
control point with a minimal user interface tracks this 
data and-in case of user movement-it instructs the current 
renderer to stop. Then it directs a secondary renderer e.g. 
in the kitchen to continue the playback at the interrupted 
playback position. 
 
6.5.  Scriptable Control Point (Stub) 
 
The system can also react on other events. In order to 
keep the implementation simple we developed a script-
able control point. With this, it is easy to implement 
automated tasks. New Interfaces might be integrated in a 
simple way. 

The system may measure the loudness in the room. A 
ubiquitous media system should notice this and might 
adapt the speaker volume. 
 
6.6.  Context awareness (telephone calls) 
 
A ubiquitous media system should adapt to several 
events. One type of event are telephone calls. During a 
phone call, a television transmission should be set to 
time shift mode. Music and video presentations should 
be set to pause. 

Our implementation uses voice over IP telephony in 
order to simplify the implementation. We implemented 
a combination of asterisk VoIP client [18] and the 
scriptable control point, which stops the music play-
back. After terminating the call, the playback contin-
ues. 
 
6.7.  Magic DVD Cover 
 
The classical DVD cover has still some importance, as 
human are orientated in a way that they like to take 
things with her hand. That's why we like to increase the 
importance of the DVD cover. We are doing this by 
adding an RFID tag. By taking a DVD from the shelf and 
placing it in front of the renderer, this DVD will be dis-
covered by an integrated RFID receiver, which indicates 
the ubiquitous media system to play the corresponding 
movie. 
 
6.8.  CD Cover with Touch Sensitive Elements 
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Figure 3. CD-cover integrated switchable RFID-TAG. 
 
In order of introducing new user interfaces, we developed 
a CD cover with sensitive elements. By touching e.g. the 
third track on the content list of the CD booklet, the ubiq-
uitous media system will play the according track. 

However, it would expect a bit too much if the user 
has to replace batteries even in his CD booklet. So we 
have to choose a technique which works without batter-
ies. Therefore, we implemented RFID-Tags in the CD 
cover. To distinguish between the different music tracks 
we developed switched RFID tags, which are activated 
individually by pressing a selected region on the booklet. 
Figure 3 shows the antenna and fife RFID tags together 
with the corresponding switches. 

A RFID receiver might receive the commands from 
the RFID tag. This RFID receiver works also as a control 
point, as it tells the renderer to play a certain music file. 
 
7.  Conclusions 
 
Within this implementation, we were able to introduce 
some basic concepts for ubiquitous media. We imple-
mented access transparency, so the user can access media, 
regardless from the presentation device, underlying net-
work, and media server. 

Secondary we implemented location transparency. The 
user can access media, regardless from its storage place. 
With this, it is possible to build a "follow me" mode for 
music. If the user moves to a different room, the music 
will pause and continue in the other room (location 
awareness). 

And third, we implemented format transparency. The 
system itself is responsible for content and coding of 
different formats (mp3, pcm). 

We did not implemented DRM transparency, as DRM 
works against the ubiquitous media concept. The goal of 

DRM developer is to fix content to a storage medium or 
a player, in order of controlling the presentation. Further 
work is required in order to fulfill DRM transparency by 
integrating different media player systems. 

With our magic DVD cover we came back to haptic 
based user interfaces. Our CD cover with touch sensitive 
elements leads us to intuitive user interface. By intro-
ducing context awareness a phone call can set the televi-
sion transmission to time shift. 

The protocol UPnP (Universal Plug and Play) gives a 
good foundation for the implementation of a flexible 
ubiquitous media system. 
 
8.  References 
 
[1] J. A. Vince and R. Earnshaw, “Digital media: The Fu-

ture,” London (Springer), 2000. 

[2] F. Schöner, “Multimedia revolution der musik-und 
medienwirtschaft,” Reinhard Flender, Elmar Lampson, 
Musik im Internet, Berlin (Kulturverlag Kadmos), pp. 
S83-S110, 2001. 

[3] S. Drews, “Ubiquitous media, vision des digital home der 
zukunft und anforderungen hinsichtlich seiner 
realisierung,” Magisterarbeit, Technische Universität 
Berlin. 

[4] N. Dyer and J. Bowskill, “Ubiquitous communications 
and media-steps toward a wearable learning tool,” J. A. 
Vince, R. Earnshaw (Eds.), Digital Media: The Future, 
London (Springer), pp. S61- S74. 2000. 

[5] G. Kalkbrenner, “Mobile management of local infra-
structure,” Softcom, 2002. 

[6] G. Kalkbrenner and F. Nebojsa, “Campus mobil-mobile 
services for campus and student needs,” Softcom, 2002. 

[7] http://www.upnp.org/. 

[8] Wireless World Research Forum, Book of Visions, Vi-
sions of the Wireless World, 2001. 

[9] B.-L. Tim, “The World Wide Web: Past, present and 
future,” o.O. 

[10] L. Barkhuus and A. Dey , “Is context-aware computing 
taking control away from the user? Three levels of inter-
activity examined,” Proceedings of UbiComp ’03, pp. 
150-156, Springer, 2003. 

[11] W. Buxton, “Living in augmented reality-ubiquitous me-
dia and reactive environments,” K. Finn, A. Sellen, S. 
Wilber, (Eds.), Video, Mediated Communication, Hills-
dale N. J. (Erlbaum), pp. 363-384, 1997. 

[12] B. N. Schilit, J. Hong, and M. Gruteser, “Wireless loca-
tion privacy protection computer,” Vol. 36, No. 12, pp. 
135-137, December 2003. 

[13] Special Issue on ContextAware. Computing, Personal and 
Ubiquitous Computing, Vol. 5, Springer Verlag, 2001. 

[14] M. Weiser, “The testbed devices of the infrastructure for 
ubiqitous computing project,” 1994. 
http://ubiq.com/hypertext/weiser/testbeddevices.html.  



168                                        G. KALKBRENNER 
 

Copyright © 2009 SciRes.                              I. J. Communications, Network and System Sciences, 2009, 2, 91-168 

[15] Abowd, Gregory: Ubiquitous Computing International 
Conference, Proceedings, Berlin, Heidelberg, New York, 
Barcelona 2001. 

[16] L. Lessig, “The future of ideas - The fate of the commons 
in a connected world,” New York (Vintage Books), 2002. 

[17] F. Mattern (Ed.), “Total vernetzt Szenarien einer 
informatisierten Welt,” Berlin, Heidelberg, New York, u. 
a. (Springer), 2003. 

[18] http://www.asterisk.org/. 

 






	ijcns2-2封面1
	ijcns2-2封面2
	table of contents IJCNS Issue6
	journal information IJCNS Issue6
	1_970047 定稿
	2_970038  Typeset Proof
	3_gao 定稿
	4_9700081 Typeset Proof
	5_970017 Typeset Proof
	6_970023 Typeset Proof
	7_970028 Typeset Proof
	8_970046 Typeset Proof
	ijcns2-2封面3
	ijcns2-2封面4
	
	页面 1




