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windings. The inductance is calculated with energy 
method. The simulation results show the decreasing of 
leakage inductance with using the auxiliary windings. 

2. Transformer Mathematical Equations 
with Auxiliary Windings [9] 

The structure of four windings transformer is shown in Figure 
1. 

Using the Faraday’s induction law in each winding, neglect-
ing the distributed capacitances of the windings, yields 

i
i i i i i i

d
v R i R i e

dt


                  (1) 

where the subscript: 
i: Refers to the index of the winding 
v: The instantaneous terminal voltage 
i: The instantaneous current 
Ψ: The instantaneous flux linkage  
e: The induced instantaneous voltage  
R: The effective resistance 
The average flux linkage is written as: 

 i i ii ijN                 (2) 

That is divided into three main components. 
Φ: The resultant flux, linking all the windings 
Φii : The self-flux of the winding 
Φij: The mutual flux between pairs of windings 
The linkage flux for the primary winding is defined as: 

 1 1 11 12 13 14N             (3) 

The equation (3) can be rewritten as: 

1 1 11 1 12 2 13 3 14 4N l i l i l i l l              (4) 

where the subscript lii  is Self inductance and lij is Mutual in-
ductance. According to (1) and (3) the instantaneous terminal 
voltage at primary winding is the sum of the winding resistance 
voltage drop, the induced electromotive force due to the time 
varying resultant flux, and induced electromotive forces asso-
ciated with the self and mutual leakage fluxes. 

1
1 1 1 1 11

32 4
12 13 14

did
v R i N l

dt dt
didi di

l l l
dt dt dt


  

  
      (5) 

 

 
Figure 1. The circuit of mathematical model of a transfor-
mer with four windings [9]. 

As shown in Figure 2, the auxiliary windings of transfor-
mer are connected in subtractive mode (terminals 5 and 6 are 
connected to terminals 7 and 8, respectively). Considering that 

4 3 auxi i i   and 3 4v v  in Figure 2, applying to (5) and 
taking into consideration that 3 4 auxN N N  , yields, 

1
1 1 1 1 11 12 14 13( )o auxdi didid

v R i N l l l l
dt dt dt dt


        (6) 

Also Equations (7) to (9) for other three windings are derived 
like Equation (6) respectively. 

1
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In this connection  which yields 

 1
31 41 42 32

2 4

33 44

34 43

( ) o

aux aux
aux aux aux aux

aux
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l l l l
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R i l M
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R R R

l l l

M l l

  

  

 
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 

   (10) 

The current across the auxiliary windings is ruled by (10). It 
is interesting to observe that auxi is independent of the time 
derivative of the resultant flux, Ф. If the auxiliary windings 
have the same number of turns, auxi exists only as the conse-
quence of the leakage coupling between the primary and sec-
ondary leakage flux linking the auxiliary windings.  

The auxiliary current, auxi  function of the leakage flux 
coupling between the primary and secondary with the third and 
fourth windings, generates a magnetic flux that reduces the  
 

 
Figure 2. Schematic representation of the transformer with 
loaded secondary, 

2N  and the two auxiliary windings 
connected in subtractive mode 3N  and 4N  [9]. 
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Table 1. The magnetic and leakage inductances of prima-
ry-secondary windings without auxiliary windings. 

Leakage inductanceSelf inductancewinding 

1.8 µH 6.5 mH primary 

273 µH 645 mH secondary 

 
The energy stored in the transformer and core for 1 m 

depth are 103.217 J and 103.195 J respectively which for 
the 0.007 m of core depth are 0.722519 J and 0.722365 J 
respectively. Using the stored energy value and Equation 
(11), the self primary inductance is 6.42 mH and the lea-
kage inductance is 1.37 µH. 

5.1. Simulation of Secondary Winding of Pulse  
Transformer with Forth Auxiliary Winding 

The current direction of auxiliary windings is opposite to 
main windings (primary and secondary winding), so the 
direction of the current density in secondary winding is 
opposite to that of the forth auxiliary winding. As a result, 
the opposite flux density of forth auxiliary winding is the 
main reason of flux density reduction of secondary 
winding that it leads to the leakage inductance reduction.  
The self inductance of secondary winding is calculated 
equal to 640 mH, and also total leakage energy in this 
case is 0.000217 J. Therefore, the leakage inductance is 
obtained equal to 193 µH. The self and leakage induc-
tances of pulse transformer with auxiliary winding is 
shown in Table 2. 

6. Conclusions 

In this paper, the effect of auxiliary windings used in a 
pulse transformer is investigated. The auxiliary windings 
were placed in proximity of primary and secondary 
windings. It has been shown that the auxiliary current, 
iaux function of the leakage flux coupling between the 
primary and secondary with the third and fourth wind-
ings, generates a magnetic flux that reduces the leakage 
flux of the primary and secondary windings. Conse-
quently, the leakage inductance in the transformer is re-
duced. The resultant flux, Ф, is not affected by the aux-
iliary windings. To this aim, a pulse transformer with 
auxiliary windings was modeled in ANSYS software. At  
first, the simulation has done without using of auxiliary 
windings and then the auxiliary windings were added to 
the transformer model. By using the obtained result from 
 
Table 2. The magnetic and leakage inductances of prima-
ry-secondary windings with auxiliary windings. 

Leakage inductanceSelf inductance Winding 

1.36 µH6.42 mH Primary(with third) 

193 µH 640 mH Secondary(with 
forth) 

the first case (without auxiliary windings), the primary 
and secondary leakage inductances are calculated equal 
to 1.8 µH, 273 µH respectively. In second case (with 
auxiliary windings), the primary and secondary induc-
tances are reduced to 1.36 µH, 193 µH respectively. The 
result shows that the self inductances don`t considerably 
change in two cases of simulations.  
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ABSTRACT 

The physics design of a 3 MeV, 30 mA, 352.2 MHz Radio Frequency Quadrupole (RFQ) is done for the future Indian 
Spallation Neutron Source (ISNS) project at RRCAT, India. The beam dynamics design of RFQ and the error analysis 
of the input beam parameters are done by using standard beam dynamics code PARMTEQM. The electromagnetic stu-
dies for the two-dimensional and three-dimensional cavity design are performed using computer codes SUPERFISH 
and CST Microwave Studio. The physics design of RFQ consisting of the beam dynamics design near the beam axis and 
the electromagnetic design for the RFQ resonator is described here. 
 
Keywords: Radio Frequency Quadrupole (RFQ), Beam Dynamics, Error Analysis, Cavity Design, End-Cells  

Optimization 

1. Introduction 

A 1 GeV proton synchrotron facility is envisaged for 
ISNS (Indian Spallation Neutron Source) project at 
RRCAT, India. The front-end 100 MeV linac will serve 
as an injector to the synchrotron facility. Presently 
RRCAT is building a low energy front-end upto 3 MeV 
as a first phase development for the linac. Being very 
much efficient accelerator for ions in low energy region, 
Radio Frequency Quadrupole (RFQ) [1,2] is one of the 
main components in the front-end system which acceler-
ates 30 mA beam current of H- particles at 50 keV from 
ion source to 3 MeV. A special feature of RFQ is that it 
adiabatically bunches, strongly focuses and efficiently 
accelerates the charged particles simultaneously with the 
help of RF electric field set inside.  

The design specifications of the RFQ are listed in Ta-
ble 1. 

To meet the demand for 20 mA beam current in the 
synchrotron, the RFQ is decided to be designed for 30 
mA. The choice of higher frequency is preferred from rf 
power economy point of view because of the improved 
shunt impedance at higher frequencies due to reduction 
in cavity dimensions. But the power dissipation capabil-
ity of the structure is higher for low frequency structures. 
Additionally the machining and alignment tolerances 
become too stringent at higher frequencies. Requirement 

from spallation neutron source leads to the choice of in-
jector linac and hence RFQ to be operated in pulsed 
mode. The RFQ is decided to be pulsed with the duty 
factor of 1.25%, hence, the constraint of higher power 
dissipation capability of the structure can be relaxed in 
pulsed operation. Considering these facts as well as due 
to the availability of high power RF sources, the operat-
ing frequency of RFQ is selected to be 352.2 MHz. The 
structure of RFQ is selected to be four-vane type because 
of higher efficient at higher frequency. 

We have followed the generalized method of RFQ 
beam dynamics proposed by LANL in which the RFQ is 
divided in four sections namely Radial Matching Section 
(RMS), Shaper Section, Gentle Bunching (GB) Section 
 

Table 1. The design specifications of the RFQ. 

Parameters Value 

Input Energy 50              keV 

Output Energy 3               MeV 

Beam Current 30              mA 

Particle H- 

Operating Mode Pulsed 

Duty Factor 1.25% 

Pulse Length 500              μs 

Repetition Rate 25               Hz 

Frequency 352.2            MHz

Structure 4-vane type 
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and Accelerating Section. The various studies which 
were performed for the design of the RFQ are described 
in the following sections.  

2. Beam Dynamics Design 

The beam dynamics design of an RFQ is performed 
keeping in view a given ion species, input energy, beam 
current and emittances, operating frequency, inter- 
electrode voltage, through choosing proper dynamics 
parameters, to reach the requirement of output energy, 
beam current and emittances. The beam loss control and 
the minimization of the emittance growth are considered 
to be the main issues while optimizing the linac configu-
ration and the operating parameters.  

The input normalized root mean square (rms) emit-
tance of beam from ion source is taken as 0.02 π 
cm-mrad. The initial particle distribution is selected to be 
4-D Waterbag for which total emittance is equal to 6 
times the total, normalized rms emittance. 

Various RFQ design parameters are optimized and the 
effects of space charge, image charge and multipole 
terms of electric potential are also included in the calcu-
lation with the help of standard code PARMTEQM [3] 
for maximum transmission efficiency with minimum 
emittance growth. The variation of RFQ beam dynamics 
parameters along the length of RFQ is shown in Figure 1. 
The beam dynamics design for the ion beam, i.e. the de-
sign of the shape of the RFQ electrodes, results in a con-
tinuous change of aperture, vane modulation and cell 
length along the RFQ. 

Intervane voltage is one of the very important parame-
ters for the design and reliable working of RFQ. Higher 
intervane voltage results in higher energy gain, shorter 
cavity and better performance, but on the other hand it 
requires more RF power and face the danger of RF 
sparking. So the maximum vane voltage is decided by 
the Kilpatrick Criterion. In this design the peak electric 
field is limited to 1.7 times the Kilpatrick criterion. The 
intervane voltage is kept constant at 79.97 kV along the 
structure, so that adjusting the field distribution along the 
length will be easier [4,5]. 

Our RFQ design starts with an adiabatic radial matcher 
which transforms the dc input beam into a radially 
time-varying beam matched to the FODO focusing 
structure of the time-varying quadrupole field in the RFQ. 
In this design, the radial matching section (RMS) occu-
pies six cells, each of length βλ/2 = 0.4391 cm, where 
β=v/c is the ratio of the particle velocity v to speed of 
light in vacuum c and λ is the free space rf wavelength; 
hence the total length of RMS is 2.6346 cm. In the RMS, 
the focusing strength ‘B’ is brought up from zero by 
ramping the vane tip radius ‘ a ’ from large value down 
to average radius ‘ 0r ’ = 0.3495 cm without modulation 
(m=1). The synchronous phase ‘ s ’ is kept constant at 
-900, for which the separatrix has the largest phase width 
and the longitudinal acceptance is maximum. 

In the RFQ, the next is the shaper section, following 
the RMS, which contains 75 cells. In the shaper section, 
the bunching process is initiated with a slow increase of 
stable phase from -900 to -830 and with a slow increase of 

 

 
Figure 1. Variation of parameters along the length of RFQ. 
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modulation parameter ‘m’ from 1 to 1.1142 which in-
creases the acceleration efficiency ‘A’ from zero (in the 
RMS) to 0.026. The energy of synchronous particle is 
slowly increased from 50 keV to 55 keV. 

Downstream to shaper section, there is 145 cells long 
gentle buncher (GB) section which adiabatically bunch 
the beam. In the GB, longitudinal electric field, ‘Ez’ is 
turned on gradually by increasing the modulation index 
‘m’ in a controlled fashion. The stable phase is gradually 
then increased to -300 and the modulation is increased to 
1.9523. In the GB section, the parameters are chosen 
such as to keep bunching as well as to keep a nearly con-
stant charge density for reducing the effect of space- 
charge. The beam is brought to 560 keV and fully 
bunched at the end of GB section. The most critical point 
in the RFQ is the end of the buncher section where the 
beam energy is not significantly higher than at injection, 
but the bunch charge density is highest. This results in 
maximum space-charge force on the beam at the end of 
GB; therefore the aperture is reduced to its minimum 
value to have the maximum focusing strength. 

After matching radially and longitudinally, the ion 
beam enters the accelerating section consisting of 81 
cells. Here, synchronous phase ‘ s ’, modulation ‘m’ and 
focusing parameter ‘B’ are kept nearly constant for high 
accelerating efficiency and to reach the final accelerating 
energy of 3 MeV.  

After the accelerating section a transition cell of length 
2.9083 cm is included. The purpose of the transition re-
gion is to end the RFQ vane tips with quadrupole sym-
metry, which eliminates the nonzero axial potential (and 
hence accelerating field) at the end of the RFQ vanes. 
Particles experience no energy change after the end of 
the vanes because there is no modulation (m = 1) in this 
region. The transition region also provides a convenient 

way to control the orientation of the output transverse 
phase-space ellipses, which eases matching the beam into 
a following accelerating structure or focusing channel. 

Following the transition region, an exit fringe-field re-
gion is also included. The most important function of the 
exit fringe-field region is to provide a well-defined ge-
ometry at the end of the RFQ, where the RF fields are 
known and can be included in the beam-dynamics simu-
lation by PARMTEQM. The fringe-field region consists 
of one cell having length 1.118 cm and also serves as a 
radial matching section at the end of the RFQ. This also 
insures the transport of the beam through the transverse 
RF focusing fields that exist in this region.  

The average radius, ‘r0’, and the vane tip transverse 
radius of curvature, ‘ρ’ are kept constant for the ease of 
mechanical fabrication; and the ratio of the vane tip 
transverse radius of curvature to the average radius, ‘ρ/r0’, 
is kept constant to maintain a constant capacitance per 
unit length along the axis of RFQ [6,7]. 

The total 309 cells of all sections are combined to give 
the total length of 346.6316 cm for RFQ. 

The main design parameters of this RFQ are listed in 
Table 2. In this table ‘εx,y,rms,n’ is representing the trans-
verse normalized rms emittances and ‘εz,rms,n’ stands for 
the longitudinal normalized rms emittance. Figures 2 
and 3 show the beam simulation results by PARM-
TEQM. 

In the PARMTEQM, 10000 macroparticles are simu-
lated and observed the dynamics along the length of RFQ. 
With the input transverse normalized rms emittance of 
0.02π cm-mrad of beam, the output emittance is found to 
grow by less than 14% and the transmission efficiency of 
98% with 10000 macroparticles is obtained. 

Figure 2 shows the transverse (x vs xp and y vs yp, 
where x, y are the transverse beam size coordinates and 

 
Table 2. The design parameters of the RFQ. 

Design Parameters Value 

Intervane Voltage, V  79.97                       kV 

Beam Current 30                          mA 
Modulation Parameter, m 1-1.9523 

Minimum Aperture, a 0.2307                      cm 
Average Radius, r0 0.3495                      cm 

Transverse Radius of Curvature of Vane tip, ρ 0.3104                      cm 

Synchronous Phase, φs -90 to -30                   degrees 
Maximum Surface Electric Field 31.72                       MV/m  

(1.7 kilpatrick) 
Transmission Efficiency 98 % 
Beam Power 88                          kW 
Total Length 346.63                      cm 
Input Emittance, εx,y,rms,n 0.02                        π cm-mrad 
Output Emittance, εx,rms,n  

               εy,rms,n 

               εz,rms,n 

0.0227                      π cm-mrad 
0.0227                      π cm-mrad 
0.113                       MeV-deg 
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Figure 2. The phase-space projections at input of cell 1 and output of cell 309. 

 

 

Figure 3. Phase spectrum (top left) and the energy spectrum (bottom right) at the exit of cell 309. The top right and the bot-
tom left shows the distributions in x vs y and dw vs dphi respectively. 
 
xp, yp are the transverse beam divergence coordinates) 
and longitudinal (dphi vs dw, where dphi and dw are the 
phase spread and energy spread of the particles respec-

tively) phase space projections at the entrance and exit of 
RFQ. Here, the phase space projections are representing 
the unnormalized emittances. The unnormalized trans-
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verse emittance is reduced at the output of RFQ because 
of the reason that the divergences of the particles are 
reduced during longitudinal acceleration. The accelera-
tion does not affect the normalized emittance. The initial 
longitudinal beam entering the RFQ has no phase space 
area because of zero energy spread. The bunching and 
acceleration of the beam takes place along the RFQ. As 
the bunch picks up energy spread, the separatrix height 
dw increases to contain the particle orbits, and the beam 
has a non-zero longitudinal emittance at the exit of RFQ. 

Figure 3 shows the transverse (y vs x) and longitudi-
nal (dw vs dphi) beam profiles; and the phase spectrum 
(number of macroparticles vs phase spread) and energy 
spectrum (number of macroparticles vs energy spread) at 
the output of RFQ. The transverse beam profile is show-
ing the beam radius of ~1.6 mm which is calculated from 
the twiss parameters at the end of RFQ. It can be noticed 
from the spectrum that 98% transmitted particles are dis-
tributed around the peak at zero energy spread and zero 
phase spread.  

3. Error Analysis of Input Beam Parameters 

Transmission efficiency of RFQ depends on the various 
design parameters. In reality there are some fluctuations 
in the value of ion source parameters, beam parameters 
etc which greatly affect the transmission of the particles 
through RFQ. To set some tolerance limits on the various 
parameters, the error study [4] is performed. The study of 
the effect of errors on the beam dynamics of the 3 MeV 
RFQ is carried out with the help of code PARMTEQM. 
The variation of transmission efficiency is studied with 
the various effects, i.e. input beam displacement, beam 
angle divergence, voltage factor, input emittance, input 
energy deviation, input current etc. Figures 4-9 show the 
various effects. The acceptance criterion is taken as 95% 
transmission. Based on this criterion, the tolerance limits 
are set on the various parameters. 

Figure 4 shows the variation of transmission effi- 
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Figure 4. Transmission vs Input beam displacement. 
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Figure 5. Transmission vs Beam divergence. 
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Figure 6. Transmission vs Voltage factor. 
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Figure 7. Transmission vs Input emittance. 
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Figure 8. Transmission vs Input Current. 
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Figure 9. Transmission vs Input energy deviation. 

 
ciency with the input beam displacement in transverse 
directions. With the displacement of beam the transmis-
sion efficiency goes down. From the graph shown, the 
input beam displacement of ± 500 μm is acceptable. 

Figure 5 is the graph between transmission efficiency 
and beam angle divergence. As the angle of divergence 
increases, percentage transmission reduces. For obtaining 
the transmission more than 95%, beam angle divergence 
of ~15 mrad is acceptable. 

Figure 6 shows the transmission efficiency vs the vol-
tage factor. Voltage factor is a vane-voltage multiplier. It 
can be seen from the graph that below the value 0.95 of 
voltage factor the transmission reduces sharply, therefore 
the voltage factor has to be kept greater than 0.95 for 
better transmission.  

From the graphs for transmission vs input emittance 
and current, which are shown in Figures 7 and 8 respec-
tively, it can easily be observed that the transmission will 
be better for lower emittance and lower current. The in-
put beam current upto ~50 mA is acceptable. 

Figure 9 shows how transmission behaves with the 
variation in the energy of the beam coming to the input 
of RFQ. From the graph the input energy deviation of ± 2 
keV is acceptable for the transmission greater than 95%. 

4. Design of Two-Dimensional RFQ Cavity  

For the designing of CW or pulsed structures, some pa-
rameters have to be optimized accordingly. The main 
consideration while designing the CW RFQ is to keep the 
power dissipation minimum. The lower power dissipa-
tion per unit length is required to ease the cooling. The 
power dissipation should be kept much below 1 kW/cm 
of the structure; otherwise cooling related problems will 
arise. Therefore, a lower vane voltage should be pre-
ferred for the high duty factor/CW operation, which re-
sults in low power dissipation per unit length. On the 
other hand, for the pulsed accelerators, there is no prob-
lem of cooling because power dissipation is reduced due 
to low duty factor. Since in our case, a pulsed beam is 
needed from linac, we need not worry about the power 

dissipation and cooling problems. However, we have 
paid much attention on the alignment and tolerance limits, 
for fabrication purpose, which become too stringent at 
higher frequencies, as in this case 352.2 MHz. The RFQ 
cavity is designed with the 2-D simulation code SUPER-
FISH [8].  

The two-dimensional cavity is designed in SUPER-
FISH and the various geometrical parameters are opti-
mized to obtain the designed frequency of 352.2 MHz. 
Figure 10 is showing the cross-section of one quadrant 
of RFQ cavity and Figure 11 is highlighting the details 
near the vane-tips. The geometrical parameters, i.e., av-
erage bore radius ‘r0’, vane-tip transverse radius of cur-
vature ‘ρ’ are determined from the beam dynamics de-
sign and used in SUPERFISH for cavity design. The 
voltage difference between adjacent vane tips (at the 
peak of the rf waveform) is called the gap voltage ‘Vg’. 
The gap voltage is set to 79.97 kV to normalize the 
fields. 

In Figure 11, the lower left corner is the RFQ beam 
axis. The unmachined tip of the vane is often referred as 
the “vane blank.” Before the numerically controlled ma-
chining of the tip, the vane blank would have a rectangu-
lar cross section in these views. The break-out angle 
‘bk’ for the tool bit cutting the vane is selected to be 15 
degrees. Thus, the half width ‘BW’ of the vane blank 
must always exceed the vane-tip radius of curvature ‘’ 
for cross sections at any longitudinal position along the 
vane, otherwise it would be very difficult to machine the 
tip without leaving a ridge along one side of the vane. A 
raised ridge would be especially undesirable because of 
the high electric field near the tip. Therefore, the vane 
blank half width is optimized to be 0.6 cm. The vane 
blank depth ‘BD’ is the distance from the RFQ axis to the 
vertex of angle ‘1’. At this point, the vane width in-
creases at distances farther from the RFQ axis until it 
reaches the limit set by ‘Ws’, the half width of the vane 
shoulder. The shoulder segment of length ‘Ls’ is parallel 
to the vane axis. At the end of the shoulder segment far-
thest from the RFQ axis is the vertex of angle ‘2’. Again, 
the vane width increases farther from the RFQ axis until 
it reaches the limit set by ‘Wb’, the half width of the vane 
base. 

The various geometrical parameters are listed in Table 
3. 

With these geometrical parameters, a quadrant of RFQ 
cavity was designed. After setting these parameters, the 
appropriate boundary conditions were applied to calcu-
late the quadrupole (TE210-like) and the dipole (TE110- 
like) modes. For the quadrupole mode, the Neumann 
boundary condition was applied to upper and right edges 
and the Dirichlet boundary condition was applied to low-
er and left edges in the problem geometry. The quadru- 



Beam Dynamics and Electromagnetic Design Studies of 3 Mev Rfq for Sns Programme 

Copyright © 2010 SciRes.                                                                             JEMAA 

525

Ls

H

W

Wb1

2

Ws

Rc

Vane axis

Vane
tips

BD

 
Figure 10. Cross-section of one quadrant of an RFQ cavity. 
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Figure 11. Details near the vane tips for the RFQ quadrant. 
 

Table 3. Geometrical parameters of the RFQ. 

Parameters Values 
Average Bore Radius, r0 0.3495            cm 
Vane-Tip Transverse Radius of Curvature, ρ   0.3104            cm 
Gap voltage, Vg 79.97             kV 
Breakout Angle, αbk 150  
Vane-Blank Half Width, Bw 0.6               cm 
Vane-Blank Depth, BD 2.5               cm 
Vane Shoulder Half Width, WS 1.0               cm 
Vane Base Half Width, Wb 1.5               cm 
Vane height, H 9.2052            cm 

 
pole mode frequency of the cavity was optimized at 
352.1996 MHz; and the quality factor for this mode was 
calculated to be 10030. To calculate the dipole mode 
frequency, the left edge of the problem geometry was 

changed to Neumann boundary. The adjacent dipole 
mode frequency was obtained as 342.0099 MHz.  

The total power dissipation on the walls per quadrant 
is 230 W/cm, hence the total structure power loss for 



Beam Dynamics and Electromagnetic Design Studies of 3 Mev Rfq for Sns Programme 

Copyright © 2010 SciRes.                                                                              JEMAA 

526 

whole the RFQ cavity of the length 346.6316 cm was 
calculated to be 319 kW. Since the beam power from the 
beam dynamics calculation was found to be 88 kW; thus 
the total power dissipation in the RFQ is the sum of 
structure power dissipation and beam power, hence cal-
culated to be 407 kW. This power dissipation is calcu-
lated for the CW beam. In our case of pulsed RFQ, the 
power dissipation will be greatly reduced by the duty 
factor.  

The frequency sensitivities in horizontal and vertical 
directions are much higher at the vane-tips than any other 
points, so the special care has to be taken for the me-
chanical design near vane-tips. 

The two-dimensional design parameters of the RFQ 
are listed in Table 4. 

5. Three-Dimensional RFQ Cavity Design 

To look into the more details of electromagnetic field 
properties required by the beam dynamics in the RFQ, 
the three-dimensional model of RFQ cavity was prepared 
in CST Microwave Studio code [9].  

After the beam dynamics design, done in PARM-
TEQM code, the electromagnetic design of RFQ cavity 
was done in two-dimensional code SUPERFISH. But for 
the detailed study of electromagnetic design of RFQ, a 
three-dimensional model was required. Due to the com- 
plexity of the RFQ structure, a three-dimensional model 
with large mesh ratio was required to adequately model 
the necessary details of the structure. To solve the model 
with large mesh ratio, an accurate enough three- dimen-
sional code is needed to predict the correct resonant fre-
quency and electromagnetic field of the structure. CST 
Microwave Studio code is a three-dimensional electro-
magnetic code which is accurate enough due to Perfect 
Boundary Approximation (PBA) technique. The three- 
dimensional model of RFQ was prepared in CST MWS 
as per the dimensions optimized from two-dimensional 
code SUPERFISH. The unmodulated RFQ cavity model 
is shown in Figure 12. 

To determine the resonant frequency of the structure, 
the right boundary conditions should be applied. In the 
transverse directions (x and y), the boundaries are elec- 

Table 4. Two-dimensional design parameters of RFQ. 

Parameters Values 
Resonant Frequency 352.1996       MHz 
Adjacent Dipole Mode Fre-
quency  

342.0099       MHz 

Power Dissipation 920            W/cm 
Total Structure Power Loss 319            kW 
Beam Power 88             kW 
Total Power Dissipation 407            kW 
Quality Factor 10030 
Material of Fabrication OFHC Cu 

 
Figure 12. The unmodulated RFQ model. 

 
tric (Et = 0); and in the longitudinal direction (z), the 
magnetic boundaries (Ht = 0) are applied. RFQ is a sym-
metric structure; it has two symmetry planes at the axis. 
To save the memory and the CPU time, only a quadrant 
of the structure was simulated. To simulate the quadru-
pole mode, the magnetic boundary conditions (Ht = 0) 
were put at the both xz- and yz- planes. For calculating 
the dipole mode, the boundary conditions at xz- and yz- 
planes should not be same, which means that either put 
electric boundary in xz-plane and magnetic boundary in  
yz-plane, or magnetic boundary in xz-plane and electric 
boundary in yz-plane [10]. 

The quadrupole mode and dipole mode frequencies 
were calculated with the eigenmode solver. The calcu-
lated frequencies from CST MWS code were close to 
those calculated from two-dimensional SUPERFISH 
code but not exactly matching because of limitation of 
3D code in handling a large number of mesh points. Due 
to this reason the operating quadrupole mode frequency 
for the 3-dimensional unmodulated RFQ structure was 
considered to be 350.913 MHz optimized from CST 
MWS.  

5.1. Study of Vane-Ends  

The RFQ resonator has, of course, to be closed at both 
ends. In this situation, the longitudinal magnetic field 
will be perpendicular to the end cover; but to satisfy the 
boundary condition, the magnetic field must be parallel 
to the end cover. For the solution of this problem the 
vane-ends should be designed in such a way so that the 
magnetic field must turn round and this change of di-
rection must not influence the constant vane potential. 
Therefore, the vanes should not extend right up to the 
end covers and, in addition the cut-backs are given at the 
both ends, entrance and exit, to facilitate the U- turn of 
the magnetic field. The ‘end region’ can also be rep-
resented by an equivalent circuit shown in Figure 13. It 
must resonate at the quadrupole frequency, i.e. e eL C LC , 
which is a condition necessary to keep the vane po-
tential constant. Here L and C are representing the 
inductance and capacitance respectively of the RFQ  
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Figure 13. Equivalent circuit of RFQ vane-ends. 
 

 
Figure 14. Cutback dimensions at the entrance and exit of 
RFQ. 
 
cavity, whereas Le and Ce  stand for vane-end region. 

Figure 14 is showing the parameters optimized for 
cut-back at the entrance and exit ends of RFQ [11,12]. 
Keeping the value of g, h1 and slope of 450 constant, 
we optimized the entrance and exit cutbacks by vary-
ing the parameters, i.e., cutback thickness d, end plate 
thickness t, beam port radius b and heights h2, h3. The 
optimized values of the parameters are shown in the 
Table 5. 

These parameters are optimized such that these end 
cells resonate at the quadrupole frequency of 350.913 
MHz.  

6. Conclusions 

An RFQ is designed for 352.2 MHz operating frequency 
and 30 mA beam current of H- particles, which has to be 
accelerated from 50 keV to 3 MeV, to serve as a low 
energy front-end injector of 100 MeV linac. 

The beam dynamics study of RFQ is done with the 
help of PARMTEQM simulation code. The various beam  

Table 5. The geometric parameters of the end cells. 

Parameters Value (for RMS end) 
Value(for fringe- field 
end) 

g 0.7652   cm 0.5149     cm 
h1 9.2052   cm 9.2052     cm 
h2 2.5      cm 2.5        cm 
h3 6.1034   cm 5.846      cm 
d 4.3686   cm 3.8609     cm 
t 1.0      cm 1.0        cm 
b 1.5      cm 1.5        cm 

 
dynamics parameters are optimized for the maximum 
transmission of particles and the minimum emittance 
growth while beam passes through RFQ. With the opti-
mization of various parameters, the transmission effi-
ciency of 98% is achieved with less than 14% emittance 
growth at the exit of RFQ. 

Due to fluctuations in various parameters, the trans-
mission of the particles is greatly affected, so the error 
analysis is performed to study the effect of these pa-
rameters on the transmission efficiency. 

For the electromagnetic study of RFQ, the two-dimen- 
sional cavity is designed with the help of SUPERFISH 
simulation code. The various geometrical parameters of 
RFQ cavity are optimized to attain the desired operating 
frequency 352.2 MHz. The total power dissipation of 
~407 kW and the quality factor of 10030 are calculated 
of the RFQ cavity for the quadrupole mode. The nearest 
dipole mode frequency is obtained at 342.0099 MHz. For 
the detailed electromagnetic analysis of fields inside the 
cavity, a three-dimensional model of RFQ cavity was 
created and analysed in CST Microwave Studio as per 
the geometric dimensions optimized from the PARM-
TEQM and SUPERFISH code. In the end, to make the 
U-turn of magnetic field and to flatten the field in the 
four quadrants the cut-backs at the both ends, entrance 
and exit, are studied. Based on these studies, the fabrica-
tion of a prototype RFQ has been started.  
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ABSTRACT 

The main idea of this paper is to find an analytical formula for the input conductance of an elevated ferrite film circu-
lator to match it systematically to the desired matching network. For solving the ferrite loaded dielectric resonator in-
cluded in stripline elevated ferrite film circulator, the off diagonal components of the permeability tensor are taken as 
the perturbation. The electromagnetic fields computations are done for unperturbed structure. The dipolar resonant 
frequencies corresponding to 1  harmonics of the resonant modes are then calculated using the perturbation inte-
grals. The quality factor of the circulator is derived in terms of these dipolar resonant frequencies. Energy integrals are 
calculated to find the energy stored in the ferrite and dielectic layers. An analytical expression for the input conduc-
tance of the elevated ferrite film circulators is derived by using the quality factor and energy integrals. In this expres-
sion the ferrite and dielectric layers can have different permittivities. Some discussions about the effect of ferrite film 
thickness and permittivity mismatch on the bandwidth of the circulator are investigated by HFSS commercial software. 
 
Keywords: Elevated Ferrite Circulator, Perturbation Integral, Splitting Factor, Dipolar Resonant Frequencies 

1. Introduction 

Y-junction ferrite circulators are important devices in 
today microwave circuits and have been studied in lit-
erature in recent years [1-5]. This significance is initiated 
and spread out from the directional properties of ferri-
magnetic devices allowing the control of microwave 
signals through a bias magnetic field [6]. Ferrite circula-
tors with minimal size, weight and cost can be used in 
phased array antenna modules [7]. The other applications 
of Y-junction ferrite circulators can be in transmit re-
ceive functions where a shared antenna is required to be 
used for both transmission and reception of the signal 
[8].  

Design theory for stripline Y-junction ferrite circula-
tors was flourished by Bosma’s Green’s function [9]. 
According to Bosma’s assumptions the electric field is 
normal to the plane of the device ( z  direction) and the 
magnetic field is in the plane of the device (    and 

  components ) [6]. The most important point in Bos-
ma’s formulation is the relation between resonance (in 
which the peripheral of ferrite cylinders becomes PMC, 
perfect magnetic conductor) and Green’s function. If the 
off diagonal components of the permeability tensor of the 
ferrite, which are effectively shown by /  , go to zero, 
the ferrite becomes an isotropic medium. In this situation, 
just like a dielectric resonator, there is no difference be-
tween resonant frequency of clockwise mode, propor-
tional to jne  , and that of counterclockwise mode, pro-
portional to jne  , where n  is an integer number. As 

/   increases, the resonant frequencies n
  and n

 , 
which correspond to jne  and jne  respectively, sepa-
rate each other; That is why /   is called splitting 
factor. The variation of resonant frequencies versus split-
ting factor gives a mode chart for operating of a 
Y-junction ferrite circulator which is very well demon-
strated in Bosma’s paper. Among these splitting modes, 
those which are proportional to je  , dipolar modes, 
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catch the attention of circulator designers since they re-
sult in a minimum diameter of the ferrite cylinders [10]. 
According to Bosma’s mode chart, we can place the cir-
culator in dipolar mode regime by choosing the value for 
operational frequency, 0 , near the dipolar resonant 
frequencies, 1

 and 1
 , and far from other resonant 

frequencies n
 , where 1n   for a given splitting factor, 

/  .  
In addition to Bosma’s essential works about 

Y-junction ferrite circulators, the immense efforts of Fay 
and Comstock [10] are really praiseworthy.  The main 
work of Fay and Comstock is the presentation of an 
equivalent circuit modeling the Y-junction circulator 
viewed from the input port when its other two ports are 
terminated to matched load in dipolar mode regime. This 
equivalent circuit was presented originally by Butter-
weck [11] for waveguide circulators. At the operational 
frequency, the input admittance of the circuit will be pure 
real, cG . This input conductance, cG , is the most es-
sential parameter for a circulator because without that we 
are sightless to choose stripline widths to match our cir-
culator to 50   network. By using the equivalent cir-
cuit the external quality factor of the circulator, Q , is 
determined in terms of dipolar resonant frequencies. Fay 
and Comstock [10] presented an electromagnetic expres-
sion for finding the quality factor. This expression for 
Q  includes total electric energy stored in ferrite cylin-
ders as well as the input power coming to the circulator, 
which is in terms of input conductance,  cG . If we make 
the expression for Q  achieved from circuit analysis 
equal to that achieved from electromagnetic computa-
tions, we can reach to a closed form for cG . Then to find 

cG  we need not only to compute dipolar resonant fre-
quencies but also we need to solve Maxwell’s equations 
to find the profile of electric field vector within the fer-
rite cylinders. 

Integration of ferrite-film non-reciprocal devices into 
microwave front-end electronic could lead to significant 
cost savings in T/R modules [12]. In conventional circu-
lators a ferrite cylinder fills completely the space be-
tween the central metal disk and the ground plane in 
stripline or microstrip structure so they are not good re-
medies for integration of circulators. In elevated sub-
strate circulators a circular ferrite thin film is deposited 
on dielectric substrate with a fabrication technology such 
as chemical vapor deposition [13] and then the central 
metal disk is placed on the ferrite thin film. Then be-
tween the ground and central metal disk we have two 
cylindrical layers: ferrite thin film and dielectric substrate 
layer.  

The first microstrip junction ferrite film circulator for 
use in MICs was demonstrated by Hartwig and Readey 

[14]. For simplicity they assumed the ferrite has the same 
dielectric constant as the substrate. They applied pertur-
bation theory to find the dipolar resonant frequencies for 
the ferrite loaded dielectric cavity. Indeed they made the 
splitting factor, /  , as the perturbation and then the 
unperturbed structure would be a dielectric resonator 
with magnetic wall as its peripheral and two circular 
electric walls or metals as its top and bottom. The dipolar 
electromagnetic field profile for this unperturbed cavity 
is in 110TM  form and has no variation normal to the 
plane of the device because the permittivity of ferrite 
film has been assumed to be equal to that of dielectric 
layer. Having dipolar resonant frequencies, Hartwig and 
Readey computed the quality factor of the circulator. 
Finally, they designed a matching network by using An-
derson’s approximate formulation [15] and without elec-
tromagnetic computations for energy calculation to find 
input conductance of the circulator. Later Jones et al. [13] 
reported the design of an elevated substrate ferrite film 
circulator having 20 dB isolation over 12-12.6 GHz 
without any details about the matching of their circulator. 
How et al. [12] calculated S-parameters and losses in 
ferrite-film junction circulators using a new effec-
tive-field theory assuming TEM-like propagation. Oshiro 
et al. [16] designed a microstrip Y-junction circulator 
with ferrite thin film and analyzed its transmission char-
acteristics by the 3D finite-element method. In addition 
to Bosma [9] and Fay [10], Helszajn [2,17,18] worked on 
a lot of numerical and analytical formulations about fer-
rite circulators. 

The main question is to how find the input conduc-
tance of the elevated ferrite film circulator to manipulate 
and tailor the matching network systematically and not 
with trial and error or any convoluted iteratively optimi-
zation to find a desired width for the stripline (or micro-
strip) matching network. This question has not been an-
swered since Hartwig [14] in 1970 until now. This paper 
answers the question by presenting more general case in 
which ferrite and dielectric layers no longer have the 
same permittivities. First we compute the electromag-
netic fields profile for unperturbed structure in which 
splitting factor is zero. For unperturbed resonator, we 
have a cylindrical resonator containing two elevated di-
electic cylinders with different permittivities. A less na-
ive computation is needed for computing the electro-
magnetic field profile of this resonator because of the 
non-uniform permittivity in z direction. Unlike the 
case in which permittivities of ferrite and dielectric lay-
ers are the same, in this case the modes are in the form 

11TM   in which / 0z   . Also the electric filed vec-
tor has    and   components in addition to 
z  component. Our gain from electromagnetic computa-
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tions of unperturbed structure can be used in three pro-
cedures. First, we can take our operational frequency as a 
known value and then from a transcendental characteris-
tic equation of unperturbed resonator, an expression for 
the radius of the circulator can be found. Second, the 
perturbation theory for computing dipolar resonant fre-
quencies of the perturbed resonator needs the electro-
magnetic fields profiles. In this procedure we achieve to 

1
  and 1

  analytically by computing perturbation 
integrals and then the quality factor of the circulator can 
be derived. Third, as we mentioned before we can reach 
to input conductance for the elevated ferrite film circula-
tor by an electromagnetic method which needs energy 
stored in the resonator. These computations must be done 
for both ferrite and dielectrics layers and they deal with 
integrals including Bessel’s functions which are brought  
in the appendix. After that we achieve an analytical for-
mula for the input conductance of an elevated substrate 
ferrite film circulator operating in dipolar regime with 
different permittivities for its ferrite and dielectric layers. 
Having the input conductance, cG , we can find the nec-
essary quarter wave matching transformer impedance,  
or at least to design a broader band-width matching net-
work we know  the external 50   line should be 
matched to our analytically achieved impedance, 1

cG  . 
So the main gain which can be achieved through this 
paper is that by having cG , designing of the matching 
network for elevated substrate circulator will be highly 
simplified and convoluted iteratively optimizations, for 
the required width of the quarter wave length transformer, 
tapered line, or any other matching circuit, are no longer 
needed. We make some simulations using HFSS [19] at 
the end to find the frequency behavior of the scattering 
parameters of the circulator matched by using the con-
ductance formula in this paper.  

2. Configuration and Equivalent Circuit of 
an Elevated Ferrite Film Circulator 

Figure 1 is a schematic diagram of an elevated stripline 
ferrite film circulator. Like conventional stripline ferrite 
circulators the central metal includes a metal disk of ra-
dius R  attached to three metal strips at points 120  
apart around its peripheral. Between the ground and 
metal disk we have two layers: ferrite film with the same 
radius R  and thickness t  and dielectric layer which is 
the substrate of the stripline structure. The total thickness 
of ferrite and dielectric layers is b . cG  is the input 
conductance of the circulator when the other two ports 
are terminated to matched load of reference impedance 

0Z . To match the bare circulator, quarter wavelength 
transformers are used with characteristic impedance 

 

Figure 1. Ferrite film circulator configuration. 
 

0 /T cZ Z G . It is worth mentioning that choosing the 
quarter wave length transformer is just for simplicity and 
other matching circuits can be used as well. The permit-
tivities of the dielectric substrate and ferrite cylinders are 

0d rd    and 0f rf    respectively. 
The ferrite is just saturated along z  direction, nor-

mal to the plane of the device, which means the magnetic 
flux density produced by the permanent magnet equals to 
saturation magnetization of the ferrite, 4 SM . In this 
case the permeability tensor is [20] 

0

0

0 1 0

[ ] 0 1 0

0 0 0 0 1

j jp

j jp

 
   



   
        
     

     (1) 

where p  is the normalized magnetization frequency or 
splitting factor defined as 

0

 4 SM
p

f

 


               (2) 

In Equation (2), 
MHz

2.8
Gauss

   is gyromagnetic ratio, 

4 SM  is the saturation magnetization in Gauss and 0f  

is the operating frequency. 
Resonant modes for which the peripheral of the metal 

disk becomes PMC or H-wall are very important in fer-
rite junction circulators design [9]. As we mentioned in 
introduction, when the splitting factor, /p   , goes 
to zero, the resonant frequencies, n

  and n
 , corre-

sponding to clockwise and counterclockwise modes, 
which are proportional to jne   and jne   respectively, 
will be degenerated (i.e. n n   ). As splitting factor 
increases the difference between n

  and n
  goes up. 

Also we discussed in introduction about why dipolar 
modes, which are proportional to je   and je  , are 



Elevated Ferrite Film Circulator with Different Permittivities for Layers: An Analytical 
Expression for the Input Conductance Employing Perturbation Method 

Copyright © 2010 SciRes.                                                                              JEMAA 

532 

more interesting. To put the circulator in dipolar regime, 
in which the dominant modes are dipolar modes, we 
must choose the operational frequency, 0 02 f  , near 
the dipolar resonant frequencies, 1

  and 1
 . The 

conventional choice for operational frequency satisfying 
this condition for operating the circulator in dipolar re-
gime, is 

1 1
0 2

 


 
             (3) 

The equivalent circuit of the ferrite junction circulator 
from the input port when it operates in dipolar regime is 
shown in Figure 2 [10]. In this circuit the other two ports 
assumed to be connected to the matched load. As shown 
in Figure 2 this circuit is the series connection of two 
shunt R-L-C resonators having resonant frequencies 1

  
and 1

 . The quality factors of the resonators are Q  
and Q . Indeed all other non-dipolar resonators are ef-
fectively short circuited when the circulator operates in 
dipolar regime. At the operating frequency which is be-
tween the dipolar resonant frequencies, according to Eq-
uation (3), one of the shunt resonators has a capacitive 
property and the other resonator has an inductive prop-
erty and these capacitive and inductive properties cancel 
each other. In this situation the input admittance of the 
equivalent circuit is pure real and equals to  cG  which 
is the key parameter. Without cG  we can not design a 
matching network systematically. 

In practical cases in which the splitting factor is not so 
large, 0.2 / 0.5    [10], detailed analysis of the 
equivalent circuit shows that the quality factors of each 
circulator resonators are approximately the same, 
Q Q  , and we can denote them by a unit symbol Q  
that is 

0

1 13( )
Q


  




            (4) 

Equation (4) shows that the quality factor of the circu-
lator is known, providing we find dipolar resonant fre-
quencies. Finding 1

  and 1
  needs to analyze the 

resonator depicted in Figure 3 [14]. The top of this re-
sonator is the metal disk in the circulator structure; the 
bottom of this resonator is the ground of the stripline 
structure. Indeed the elevated stripline ferrite film circu-
lator has one such resonator in each side of the central 
metal disk. The peripheral wall of the resonator is PMC 
to find dipolar resonant frequencies. 

Full analytical computation of 1
  and 1

  is a 
thorny procedure. In this problem because the splitting 
factor is small, we can take it as a perturbation and find 
the electromagnetic fields profile for unperturbed reso-
nator in which ferrite becomes a dielectric. Having the 
electromagnetic fields for unperturbed structure dipolar  

 
Figure 2. Equivalent circuit looking in the input port of a 
matched Y-circulator. 
 

 
Figure 3. Ferrite loaded resonator. 

resonant frequencies for perturbed resonator can be 
found by computing perturbation integrals. We do these 
procedures in sections III and IV. 

3. Electromagnetic Field Computations for 
the Unperturbed Structure 

For the unperturbed resonator depicted in Fig. 3 in which 
p  goes to zero, using (1), the ferrite becomes a homo-

geneous dielectric with dielectric constant rf . Conse-
quently we can fiend zTM  electromagnetic fields for 
this unperturbed resonator with mixed dielectrics. 

For a homogeneous source free region having permit-
tivity   and permeability 0 , if A  is a wave function 
in cylindrical coordinates ( , , )z   then it satisfies the 
scalar Helmholtz equation 

2 2
2

2 2 2

1 1
( ) 0

A A A
k A

z


    
   

   
   

      (5) 

where 0k    . The components of zTM electro-
magnetic fields are [21] 

21

 

A
E

j z  



 

              (6) 

21

  

A
E

j z   



 

               (7) 

2
2

2

1
( )
 zE k A

j z


 


              (8) 

1 A
H  





                 (9) 

A
H 


 


                (10) 

0zH                    (11) 

For the unperturbed resonator the suitable wave func-
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tions which satisfy the boundary conditions on E-walls,  
0E E    at 0z   and z b  (see Figure 3), are 

,  ( ) cos( ) jn
d n n n c dA D J k z e          (12) 

,  ( ) cos( ( )) jn
f n n n c fA F J k z b e       (13) 

where ( )n cJ k   is the Bessel function of the first kind, 
0,  1,  2,  ...n     and ck  is the cut off wave number 

defined as 
2 2 2 2 2

0 0c f f d dk                 (14) 

The subscripts d  and f , also superscripts  herein-
after, refer to the regions z h , dielectric, and z h , 
ferrite, as shown in Figure 3 respectively. The electro-
magnetic fields components are obtained from equations 
(6)-(11) 

,  ( ) sin( ( )) f cf jn
n n n c f

f
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E F J k z b e

j

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
      (17) 

,

( )
cos( ( )) f jnn c

n n f

J k
H jnF z b e 







       (18) 

,  ( ) cos( ( )) f jn
n c n n c fH k F J k z b e 

          (19) 

, 0f
z nH                   (20) 

,  ( ) sin( ) d jnd c
n n n c d

d

k
E D J k z e

j





 


         (21) 

,

( )
sin( ) d jnd n c

n n d
d

n J k
E D z e 


 


 


        (22) 

2

,  ( ) cos( ) d jnc
z n n n c d

d

k
E D J k z e

j
 


        (23) 

2

,  ( ) cos( ) d jnc
z n n n c d

d

k
E D J k z e

j
 


        (24) 

,  ( ) cos( ) d jn
n c n n c dH k D J k z e 

           (25) 

, 0d
z nH                  (26) 

Equations (15)-(26) gives the electromagnetic fields 
profile for unperturbed resonator. For the circulator op-
erating in dipolar regime, only the dipolar modes, 

1n   , are important. Indeed we deal with 11TM   
mode of the unperturbed resonator. Since the resonant 
length, b , for the 11TM   mode is less than 
( ) / 2f d

g g  , (where f
g  and d

g  are the guide 
wavelengths of the 11TM  dielectric waveguide modes 

when the permittivities are f  and d , respectively) 
the symbol 2 / ( )f d

g gb     is used to denote the 
z  variation of the resonant mode [22].  

Matching tangential components of E


 and H


at 
z h  yields 

1 1cos( ) cos( )f dF t D t            (27) 

tan( ) tan( )f d
f d

f d

t h
 

 
 

        (28) 

Where t b h  , as shown in Figure 3. Equation (28) is 
a transcendental characteristic equation for the unper-
turbed structure. The splitting of dipolar resonant modes 
does not occur because the perturbation, splitting factor, 
is zero. So the dipolar clockwise and counterclockwise 
modes for the unperturbed structure have a degenerated 
resonant frequency which is denoted by unp . When we 
include the perturbation the splitting between the dipolar 
resonant frequencies, 1

  and 1
 will occur and so 

1 1unp      or 1 1unp     . On the other hand 
if the operational frequency of the circulator is between 
the dipolar resonant frequencies, the circulator works in 
dipolar regime so we can take the unperturbed resonant 
frequency, unp , as our operational frequency, 0 .  

In our design procedure, the resonant frequency of the 
unperturbed structure, 0 , is a known parameter and 
using electromagnetic fields profile for degenerated di-
polar modes we can find the radius of the circulator, R . 
To do this, satisfying boundary condition of zero tangen-
tial H


 at R  , magnetic wall, for 1n    or 

1n    yields (see Equations (19) and (25)) 

c

x
R

k
                (29) 

Where 1.841x   is the first positive root for the deriva-
tive of the Bessel function of the first order and of the 
first kind, 1J  . To find ck we should solve the transcen-
dental characteristic equation (28) by substituting f  
and d  from Equation (14). Then we have a transcen-
dental Equation in terms of ck  

2 2 2 2
0 0 0 0

2 2 2 2
0 0 0 0

tan( )

tan( )

f c f d c

d c d f c

t k k

h k k

      

      

  


 
   (30) 

To have a suitable range for ck  in Equation (30) we 

must note that the resonant frequency, 0 , for the un-

perturbed structure with mixed dielectrics goes to the 
resonant frequency of the 110TM  mode, 

0 /f
c rfk c  , when the cavity is completely filled by 

dielectric f  (where 0 01/c    ). In an analogous 

manner 0  goes to the resonant frequency of the 
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110TM  mode, 0 /d
c rdk c  , when the cavity is com-

pletely filled by dielectric d . Assuming f d  , 

which is a practical case, we have  

0

0 0  

c c
rd rf

rd c rf

k k

c c

k
c c

  

 
 

 

  
        (31) 

Inequality given in (31) presents a good range for 
finding ck . Finding ck  from transcendental character-
istic Equation (30) the radius of the circulator, R , by 
Equation (29) readily is obtained.  

For simplicity we define the symbol   called effec-

tive permittivity by 
2 2

0 0

c ck k c

k



   

    
   

            (32) 

Then from (31) we have rd rf    . From (14) we 
can write 

0f rfk                 (33) 

0d rdk                 (34) 

Then f  is pure real and d  is pure imaginary. In 
this situation we can write transcendental equation (30) 
as follows 

0

0

tan( )

tanh( )

rf f rd

rd d rf

k t

h

    

     

 


 
     (35) 

In practical cases in which the distance between 
ground plates is rather small, i.e. 0 2k b  , we can 
replace tan  and tanh  functions by their arguments. In 
this situation transcendental Equation (35) takes an alge-
braic form and effective permittivity,  , becomes 

1
/ 1 ( / )

rf rd

t b t b


 





           (36) 

In Figure 4, for 0 0 /2  4GHzf    , 1 mmb   
( 0 2 / 75k b  ), 14.5rf   , 9rd  , one can plot   
versus /t b , the ratio of ferrite thickness by the total 
thickness of ferrite-dielectric layers. We provide this plot  
using both transcendental Equation (35) and algebraic 
one (36). It is evident that as ferrite thickness goes down, 
  approaches to rd  and in a similar manner as ferrite 
thickness goes up,   approaches to rf . This figure can 
be applied for finding the radius of the circulator. For 
example if the ferrite and dielectric layers have the same 
thickness (i.e. / 0.5t b  ) according to Figure 4, 

11.1   then 0 1.841/ 11.1k R   or 6.6 mmR   
( 0  4 GHzf  ). 

 
Figure 4. Effective permittivity versus t/b for 0 2 / 75k b   , 

14.5 rf  , 9 rd  and mmb   . 

4. Dipolar Resonant Frequencies and  
Quality Factor of the Perturbed  
Structure 

The resonant frequency for the unperturbed structure 
analyzed in the previous section is 0 . For the perturbed 
structure, with non zero splitting factor, /p   , by 
perturbation method described in [23], one can find the 
frequency separation for dipolar frequencies as follows 

*

1 1
2

0 0

( [ ] ).
V

V

H H dv

H dv


 

 

 


 







 

         (37) 

where  

0[ ] [ ] [ ]I                 (38) 

and [ ]I  is the identity matrix. H


 is the 11TM   
magnetic field for unperturbed structure which we com-
puted its components in (18)-(20) and (24)-(26) for 

1n  . In our especial case, V is the volume of the fer-
rite cylinder and V  is the total volume of the resonator 
depicted in Figure 3. We begin with the expres-
sion *( [ ] ).H H

 
  

 

,1
* * *

0 ,1 ,1 ,1

*
0 ,1 ,1

0 1 0

( [ ] ). 1 0 0   0

0 0 0 0

                     2 Re (1 )

f

f f f

f f

jp H

H H jp H H H

jp H H



  

 

 



  
           
     

 

 

 

(39) 
Substituting ,1

fH  and ,1
fH , Equations (18) and (19) 

for n=1, in Equation (39) leads 

2* 20
1 1 1

2
( [ ] ). ( ) ( ) cos ( ( ))c

c c f

p k
H H F J k J k z b


   


   

 
 

(40) 
Then the integral of the numerator of Equation (37) 

can be calculated as below 
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2* 2
0 1

1 1
0

2 2
0 1 1

( [ ] ). 2 (2 ) cos ( ( )) 

                              ( ) ( ) 

sin( )cos( )
                            ( )( )

b

f
V h

R

c c c

f f

f

H H dv p F z b dz

J k J k k d

t t
p F J x t

   

  

 






    



  

 



 

 

(41) 
Also in V  we have 

2 2

2 ,1 ,1

2 2

,1 ,1

2 2 21
1

2 2
1

2 2
1

 0

( )
[( ) ( ( )) ]

cos ( )             0

cos ( ( ))     

d d

f f

c
c c

c

d

f

H H z h
H

H H h z b

J k
k J k

k

D z z h

F z b h z b

 

 










    
   

 

  


  



     (42) 

Using the notation given in the appendix we can write 
the integral in the denominator of the Equation (37) in 
this form  

2 22
32

2

1

2

1

[ ](2 )

sin( )cos( ) /
[ ( )

2
sin( ) cos( ) /

( )]
2

c
V c

d d d

f f f

I
H dv k I

k

h h h
D

t t t
F


 

  

  

  









      (43) 

Employing (A-1) and (A-4) to compute the radial in-

tegral 2
2 3[( / ) ]cI k I   also by using (27) to relate 1D  

and 1F  equation (43) takes this form  

2 22 2
1 1

2

2

( 1) ( )
2

sin( ) cos( )
[

cos ( )sin( )cos( )
( ) ]

cos ( )

V

f f

f

fd d

d d

H dv x J x F

t t
t

th h
h

h



 


 
 

  

 






        (44) 

Now we have computed the integrals in Equation (37). 
By substituting the computed integrals, Equations (41) 
and (44), in (37) we have 

1 1
2 2

0

2

2 1

( 1) cos ( )( sin( ) cos( ) / )
[1 ]

sin( ) cos( ) / cos ( )
fd d d

f f f d

p

x th h h

t t t h

 
   

   

 


 




 

(45) 

Then the quality factor of the circulator is derived us-
ing (45) and (4) 

1 1
2 2

0
2

3( )1 2 3 1

1 sec ( ) (tan( ) / )
1

sec ( ) (tan( ) / )
d d d

f f f

p

Q x h h h

t t t

 
   

  

 
 

 




 

(46) 

In the practical cases in which 0 2k b   we can 
easily substitute sec  functions by unity and tan  func-
tions by their arguments so the transcendental complexity 
in equation (46) can be removed 

2 2

1 2 3 1 2 3

1 11

p p t
hQ bx x
t

 
 

        (47) 

5. Input Conductance of the Ferrite Film  
Circulator Using Energy Integrals 

The electromagnetic field components computed in equ-
ations (15)-(26) are proportional to jne  . For operating 
the three port as a circulator in dipolar regime ( 1n   ), 
the circulation condition must be satisfied as follows [10] 

0

( , , ) 120

0 240

f
z

E

E R z b E


  




    
 

       (48) 

where  

,1 , 1
f f f

z z zE E E               (49 ) 

From equations (48)-(49) and (17), the amplitudes of 
dipolar modes, 1F  and 1F  are found: 

1 2
1

(1 )
2 ( ) 3

f

c

j E j
F

J xk


           (50) 

1 2
1

( 1 )
2 ( ) 3

f

c

j E j
F

J xk


            (51) 

Having 1F  and 1F  the sinusoidal standing wave 
form of f

zE is appeared from (49) 

1( ) cos( 30 )cos( ( ))f f
z z c fE e J k z b         (52) 

where  

1

2

3 ( )
f
z

E
e

J x
               (53) 

According to (52) dipolar modes create a standing 
wave pattern proportional to cos( 30 )   for electric 
field on the peripheral of the ferrite cylinders in which 

0   , 120   and 240    correspond to the posi-
tions of the input port, output port and isolated port of the 
circulator respectively. This standing wave pattern makes 
the polarity of the electric field positive in the half of the 
peripheral of ferrite cylinders and negative in another 
half. So the mentioned standing wave pattern make the 
peripheral of the ferrite cylinders as a dipole and this is 
the origin of the so-called dipolar modes. Other compo-
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nents of electrical field in ferrite and dielectric layer can 
be found using the amplitudes of dipolar modes (50)-(51) 

,1 , 1 1( ) cos( 30 )sin( ( ))f f f f
c fE E E e J k z b             

(54) 

1
,1 , 1

( )
sin( 30 )sin( ( ))f f f f c

f

J k
E E E e z b   


 

      

(55) 

,1 , 1 1( ) cos( 30 )sin( )d d d d
c dE E E e J k z             (56) 

1
,1 , 1

( )
sin( 30 )sin( )d d d d c

d

J k
E E E e z   


 

      (57) 

,1 , 1 1( ) cos( 30 )cos( )d d d d
z z z z c dE E E e J k z        (58) 

where  

1

2

3 ( )

ff f
c

c

E
e k e

k J x
 


              (59) 

1

cos( ) 2

cos( ) 3 ( )

f fd d d
c

d d c

t E
e k e

h k J x
 

  
 

         (60) 

1

cos( ) 2

cos( ) 3 ( )

f fd
z

d d

t E
e

h J x

 
 

        (61) 

To find the input conductance of the circulator at the 
operating frequency we present an electromagnetic 
computation in this section. This method is based upon 
the electromagnetic approach for the quality factor of the 
circulator that is 

0

out

U
Q

P


               (62) 

where U  is two times as much as the stored energy in 
the resonator described in Figure 3 (because the stripline 
structure has one such resonator on each side of the metal 
disc ), and outP  is the power delivered to the output port. 
We can relate outP  to the input conductance of the cir-
culator. Computation of  U  is a complicated work for 
the elevated substrate ferrite film circulators because it 
deals with energy computations in both ferrite and di-
electric layers and all components of electric field vector 
are present, unlike the conventional ferrite circulators in 
which only z  component of electric field is non-zero. 
In the previous section we found the quality factor, equa-
tion (46). Then from the relation between outP  and cG  
we obtain to a closed formula for the input conductance 
of the circulator.  

outP  is defined as  
2

2

out

out c

V
P G



              (63) 

where outV   is the outcoming voltage wave at the output 
port defined as 

0

( , 120 , ) ( , 120 , ) 
h b

d f
out z z

h

V E R z dz E R z dz             

(64) 
then using (52) and (58) we reach to a closed form for 

outV   

1

3
( ) [ sin( ) sin( )]

2

d f
z z

out d f
d f

e e
V J x h t 

 
      (65) 

and using (63) we can relate output power to the input 
conductance  

2 2
1

3
( ) [ sin( ) sin( )]

8

d f
z z

out c d f
d f

e e
P G J x h t 

 
    (66) 

Using (53) and (61) we can rewrite Equation (66) as 
follows 

2 2 2 2
1

tan( )tan( )3
| | ( ) cos ( )[ ]

8
f ff d

out z c f
d d f

th
P e G J x t

 


  
   

(67) 
For computing U  we can define  

2 2

1 14 4
f ff f f

z z z z
V

U E dv e I I I 

 



       (68) 

2 2

1 34 4
d d dd d
z z z z

V V

U E dv e I I I 
 



        (69) 

2 2

2 24 4
f ff f f

z
V

U E dv e I I I    

 



       (70) 

2 2

2 44 4
d d dd d

z
V V

U E dv e I I I    
 



       (71) 

2 2

3 24 4
f ff f f

z
V

U E dv e I I I    

 



        (72) 

2 2

3 44 4
d d fd d

z
V V

U E dv e I I I    
 



       (73) 

where 1I , 2I  and 3I  are defined in (A-1)-(A-3) 
and 

22

2
0

cos ( 30 )
 

sin ( 30 )
I d






 


 
  

 





        (74) 

2
1

1
cos ( ( )) sin(2 )

2 4

b

z f f
fh

t
I z b dz t 


       (75) 

2
2

1
sin ( ( )) sin(2 )

2 4

b

z f f
fh

t
I z b dz t 


        (76) 

2
3

0

1
cos ( ) sin(2 )

2 4

h

z d d
d

h
I z dz h 


         (77) 

2
4

0

1
sin ( ) sin(2 )

2 4

h

z d d
d

h
I z dz h 


         (78) 

2( )f d f d f d
z zU U U U U U U               (79) 
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By using (59) we can write  
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The last conclusion of equation (80) was made by 
(A-4). Using (60), in a manner analogous to equation 
(80), we can yield  

2

4 1 
4

d d dd
zU U I I e I    


          (81) 

Then by (79)-(81) we can obtain 
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(82) 
Using (75), (76), (53) and (59) we can expand the first 

expression in the energy Equation (82) 
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Also by (14) and (32) we can write 
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By using (77), (78), (60) and (61) we can expand the 
second expression in the energy Equation (82) 
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By (53), (61), (85) and (86) we have 
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Substituting (83) and (87) in Equation (82) and by us 
ing (84) we reach (the last terms of (83) and (87) will be 
 

cancelled because of characteristic Equation (28)) 
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(88) 
Equation (88) is a closed formula for the energy stored 

in a cylindrical ferrite-dielectric resonator demonstrated 
in Figure 3. At this stage we have not only the analytical 
expression for energy, Equation (88), but also an ana-
lytical formula for the power delivered to the output port, 
equation (67). Then according to (62) the closed formula 
for the input conductance of the bared circulator is ob-
tained (see Equation (89)). 

To reach to the Equation (89) we also used the expres-
sions for I  and 1I  given in (74) and (A-1). In the 
practical cases in which the electrical length, 0k b , is 
rather small, we can substitute sec  functions by unity 
and tan  functions by their arguments so the transcen-
dental complexity in Equation (89) can be removed as 
follows 
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Then using good approximations brought in (90)-(92), 

the input conductance given in (89) takes very simple 
form 

2
0 0

2

3
c

pt
G

f b
              (93) 

Equation (93) is the most important result of this paper 
and very useful to design the suitable matching network 
for the circulator. 

6. Design Procedure for the Ferrite Film 
Circulator 

In this section we summarize a procedure for designing 
an elevated stripline ferrite film circulator. In this design 
algorithm we use all the mathematical results in the pre-
vious sections. 

6.1. Choosing the Operational Frequency and 
Suitable Ferrite Sample  

The splitting factor in practical case must be located in 
the range 0.2 / 0.5   . This condition limits our 
choice of ferrite sample for our desired operational fre-
quency because of Equation (2). Then if we choose a 
central frequency for operation of circulator, our ferrite 
sample should have a saturation magnetization so that 
according to Equation (2), the splitting factor is located 
in the mentioned interval. 

6.2. Choosing the Substrate and the Thickness of 
Ferrite and Dielectric Layers 

In the next section we discuss about the permittivity 
mismatch for ferrite and dielectric layers. Also the over-
all thickness of ferrite and dielectric layers must be rather 
small to be a practical case in MICs. For a rule of thumb 

0 2 / 40k b   is a suitable choice. In most practical cas-
es the permittivity of ferrite is more than that of the di-
electric layer. To have a miniaturized circulator size, it is 
not appropriate to choose a low permittivity for dielectric 
substrate.  

6.3. Determining the Radius of Ferrite Cylinders 

If the electrical thickness of ferrite and dielectric layers is 
small, the algebraic formula for effective permittivity, 
Equation (36), can be very useful. Then the radius of 
ferrite cylinders are found using Equation (29) or equi-
valently  

01.841/ ( )R k              (94) 

6.4. Determining the Input Conductance for the 
Bare Circulator 

For the bare circulator (i.e. the circulator without strip-
line ports) provided the overall thickness of layers is 

small, we can use simple Equation (93) to find the input 
conductance of the bare circulator. This input conduc-
tance, indeed is the reciprocal value of the reference im-
pedance for which the scattering parameters for the 
three-port takes the form of the scattering parameters of a 
good circulator (i.e. with low insertion loss, high isola-
tion and high return loss) 

6.5. Determining the Suitable Matching Network 

The necessary quarter wave matching transformer im-
pedance, TZ , as shown in Figure 1 to match the circu-
lator to 50   lines is then 

50 /T cZ G               (95) 

To find the width of the striplines, we can use Micro-
wave Softwares. For example MWOFFICE [24] is a 
useful software.  

Table I shows the design parameters for an elevated 
substrate ferrite junction circulator using the above pro-
cedure. 

7. Numerical Results 

In this section, first we verify the correctness and accu-
racy of our formula, Equation (93), for the input conduc-
tance of the stripline ferrite film circulator using HFSS 
[19] simulations. By HFSS we can find the scattering 

Table 1. Design data for an elevated substrate ferrite film 
circulator. 

Quantity Comment Value 

0f  --- 4 GHz 

t  --- 0.5 mm 

h  --- 0.5 mm 

rf  G-610 ferrite1 14.5 

4 SM  --- 680 G 

rd  sapphire 9 

p  Eq. (2) 0.476 

  Eq. (36) 11.1 

f  Eq. (33) 154.5 Rad/s 

d  Eq. (34) -j121.4  

R  Eq. (94) 6.6 mm 

4g  02 ( )g rdk    6.25 mm 

1Q  Eq. (46) or (47) 0.345 

cG  Eq. (75) or (93) 0.0547 mho 

TZ  Eq. (95) 30 ohm 

W  (width of 
stripline) 

TXLINE [24] 1.2 mm 

 

We neglect the line-width H . 
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parameters of the bare circulator for each reference im-
pedance, refZ , of the ports. The scattering parameters 
are the functions of reference impedance. Indeed the in-
put conductance, cG , is the reciprocal value of the ref-
erence impedance for which the return loss and isolation 
are maximum and insertion loss is minimum. We call 
this suitable reference impedance as ,ref cZ . By this 
criterion we can know whether 1

cG   is near to ,ref cZ  
or not. Return loss, insertion loss and isolation are de-
picted in Figure 5 versus refZ  for an elevated substrate  
ferrite circulator for different permittivites of the dielec-
tric layer. According to these simulations, we can see that 

1
cG   is very close to ,ref cZ  and their difference is only 

in few ohms. So Equation (93) is a very good analytical 
formula for designing the matching network for an ele-
vated ferrite film circulator. 

The next thing we can verify numerically is the role of 
the thickness of ferrite film, effectively shown by, /t b , 
on the bandwidth of the scattering parameters. Hartwig 
and Readey [14] reported that as ferrite thickness is in-
creased, the bandwidth is improved but we lose the inte-
gration of our device. So we encounter with a trade-off. 
In Figure 6 the frequency behavior of the scattering pa- 
rameters of the ferrite film circulator are demonstrated 
for some values of /t b . This results show that to 
in-crease the bandwidth of the device, the ferrite thick-
ness should be increased but we should not miss the mi-
niaturization for our purpose. Another problem that is 
caused by low value of /t b  is the reduction of the 
width of the ports. This is a bottle-neck in fabrication 
because the absolute error in fabricating the striplines 
with small width is limited. 

The last numerical result is the effect of dielectric 
mismatch for ferrite and dielectric layers on the band-
width of the device. Figure 7 shows the frequency be-
havior of the scattering parameters of the ferrite film cir-
culator for some dielectrics. Roughly we can say as the 
permittivity of the dielectric layer increases not only the 
bandwidth goes up but also we keep the integration of 
the device. 

The concept and formulations developed in this paper 
allow successful design of the matching network with the 
use of simple formula for the input conductance for a 
bared miniaturized elevated ferrite film circulator. Al-
though a simple quarter wavelength transformer is util-
ized here, our formulation can be applied to other general 
matching networks to obtain a wider band circulator. 
Other aspects such as having different ferrite materials 
for the lower and upper part of the metal disk, can dem-
onstrate desired flexibility to have a wide band circulator. 
Further designs considering the fabrication realization 
are in progress. 

 
(a) 

 
(b) 

 
(c) 

Figure 5. Scattering parameters for an elevated ferrite film 
circulator versus reference impedance for 0 2 / 75k b   , 

, ,   2.1 4.5  6 and 9 rd  , 14.5 rf  ,  4 680 Gauss SM  , 

mmb    and  0 4 GHzf   

 (a) Return loss; (b) Insertion loss; (c) Isolation. 
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(a) 

 
(b) 

 
(c) 

Figure 6. Frequency behavior of the scattering parameters 
for an elevated ferrite film circulator for / 0.1, 0.3,t b   

  0.5 and 0.7 , 0 2 / 75k b   ,  9 rd  , 14.5 rf  , 4 SM  
 680 Gauss ,  1 mmb  and  0 4 GHzf  (a) Return loss (b) 

Insertion loss (c) Isolation. 
 

 
(a) 

 
(b) 

 
(c) 

Figure 7. Frequency behavior of the scattering parameters 
for an elevated ferrite film circulator for / 0.5t b  , 

,  ,  2.1 4.5 6 and 9 rd  , 0 2 / 75k b   , 14.5 rf  ,
 4 680 Gauss SM  ,  1 mmb  and  0 4 GHzf (a) Return 

loss (b) Insertion loss (c) Isolation. 

8. Conclusions 

This paper is a complementary to the study of elevated 
substrate ferrite film circulators. After 40 years of intro-
ducing the elevated ferrite film circulator, we answered 
the question of how we can find the input conductance of 
the elevated circulator to design a matching network not 
with trial and error or with approximated formulas which 
were used 40 years ago. We showed that how a long 
analytical formulation can end up with a simple formula 
for the input conductance of the miniaturized fer-
rite-dielectric circulator. The simple formula depends to 
the ferrite and dielectric thickness and the splitting factor. 
We followed circuit approach as well as electromagnetic 
approach in our design route by successfully employing 
perturbation method. The procedure to obtain such for-
mula had a lot of mathematical complexity due to per-
turbation integrals and finding the electromagnetic fields 
profile in ferrite loaded resonator. The transcendental 
nature of the result was simplified in the practical case 
that the electrical thickness of ferrite and dielectric layers 
is rather small. Finally we verified our analytical result 
by numerical simulations. 
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The formulation presented in this paper also can be 
applied for a multi-layer ferrite structure including more 
than two layers in each side of the metal disk. The layers 
can be dielectrics and ferrites with different characteris-
tics. The formulation illustrated in this paper can be ap-
plicable not only for stripline but also for microstrip cir-
culators. In microstrip case we need to consider just one 
ferrite dielectric loaded resonator instead of two resona-
tors. Other matching networks in different configurations 
can be utilized to match the bare circulator by using the 
input conductance formula presented in this paper. The 
proposed technique in this paper enables a capable ap-
proach for designing elevated substrate circulators with 
the use of energy integrals, and perturbation technique 
presented in this paper. 
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Appendix: Useful Integrals Involving Bessel 
Functions 
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ABSTRACT 

A simple theoretical modeling is made to describe the reflection features of the high power microwave (HPM) in the 
mixture-atmosphere. The time-space dependent mixture-atmosphere is generated by ionization of the neutral molecules 
in atmosphere. Reflection will occur when HPM propagates in such mixture-atmosphere. The reflection characteristic 
of the HPM propagation in the mixture-atmosphere is investigated by FDTD numerical experiments in inhomogeneous 
medium, the influence on the reflection for different HPM parameters is concluded. An additional stability conditions 
for the FDTD difference scheme of the HPM mixture-atmosphere propagation model are presented. 
 
Keywords: High Power Microwave, Reflection Properties, Mixture-Atmosphere 

1. Introduction 

When high power microwave (HPM) pulse propagates in 
atmosphere, the breakdown will occur if the correspond-
ing region where the breakdown threshold is lower than 
the HPM electric field intensity. The free electrons which 
exist in the atmosphere are accelerated, the impact ioniza-
tion is expected to occur when those accelerated electrons 
interacts with the neutral molecules, this process gener-
ates new electrons, the new electrons will be accelerated 
and the impact ionization will occur again, engendering 
more electrons. Due to the chain ionization, the electron 
density in the atmosphere rise sharply in a short time and 
space-time dependent plasma is formed [1]. The plasma 
will have some negative impacts on the HPM, bringing 
some nonlinear effects, such as reflection, absorption at-
tenuation and etc. Because of the pulse width is limited, 
and it will take some time for the electrons produced by 
ionization reach the density which can significantly ab-
sorb the pulse, but before that time, the leading edge of 
the pulse has passed, and therefore, the attenuation occurs 
only in the tail. This mechanism is called as “tail erosion” 
[1]. Some theoretical and experimental work has been 
reported in the past few years. Woo and DeGroot [2] ob-
tained the kinetic and hydrodynamic description of this 
problem by reduced the Boltzmann equation. Ali [3] has 
investigated the breakdown parameters for very high val-
ues of E/p. Kuo and Zhang [4] conducted a chamber ex-

periment and identified tow mechanisms responsible for 
tow different degree of tail erosion. Yee et al. [5,6] de-
veloped one-dimensional codes to investigate the dy-
namic behavior of short-pulse by using electron fluid 
equations and Maxwell’s equations self-consistently. 

When air is breakdown, the density is so high that the 
atmosphere will be turned into the plasma and non- 
plasma mixture-atmosphere. HPM propagates in the mix-
ture-atmosphere, the reflection will occur, if the reflection 
is strong, there will have a negative impact on the HPM 
source device, even damages like airborne high-power 
radar or other HPM equipments. 

In this paper, we report the results of a theoretical and 
numerical study of HPM reflection properties. Taking 
into account of the differential thinking, we treat the mix-
ture-atmosphere as a layered inhomogeneous medium. 
And using FDTD method [7] in inhomogeneous medium, 
we computationally investigate the reflection characteris-
tics of the HPM pulse in mixture-atmosphere; the stability 
conditions for the FDTD difference scheme of the HPM 
atmosphere propagation model are derived. 

The paper is organized as following. In Section 2, the 
HPM propagation model in mixture-atmosphere is intro-
duced, and its stability condition is presented. Section 3 
presents the stability condition for FDTD difference 
scheme. Section 4 discusses the reflection properties of 
HPM propagation in the mixture-atmosphere. Conclu-
sions are drawn in Section 5. 
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2. Propagation Model in Inhomogeneous 
Medium 

2.1. Transmission Line Model for  
Inhomogeneous Medium  

The mixture-atmosphere which is composited by plasma 
and non-plasma will be counterproductive in the HPM to 
make the occurrence of attenuation. The attenuation will 
weaken the ionization, therefore, the electron density de-
creases along the wave propagation direction, and the 
mixture-atmosphere is not uniform. Taking into account 
of the differential thinking, the mixture-atmosphere can 
be discretized as a multi-layer medium approximation 
model which distributes along the propagation direction. 
The setup of this model is shown in Figure 1(a). If the 
division of each layer is small enough, the medium within 
each layer can be regarded as homogeneous medium, the 
dielectric of each layer is a constant. 

According to the transmission line model, the propa-
gation of electromagnetic waves along the z axis can be 
equivalent to the cascaded transmission line. By making 
this equivalent, respectively the reflection, transmission 
and other law for electromagnetic wave propagation in 
the layered medium can be obtained [8]. The ik  and iZ  
in Figure 1 is the wave vector and wave impedance. 

2.2. The FDTD Difference Scheme of HPM in 
Mixture-Atmosphere 

The HPM atmosphere propagation model consists of 
Maxwell’s equations and the electron fluid equations 
which are reduced from the Boltzmann equation [4-6].  

t
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(a) 

 

(b) 

Figure 1. The schematic diagram of layered medium model 
for mixture-atmosphere (a) and equivalent circuit (b). 
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where (1) and (2) are the Maxwell’s equations in the case 
of atmosphere. The avalanche ionization makes the 
number of free electrons increase rapidly. Equation (3) is 
the electron density continuity equation. Equation (4) is 
the electron momentum conservation equation in the 
fluid model. E  is the electric field, B  is the magnetic 
induction, H  is the magnetic field, D  is the dis-
placement vector, en  and u is the density and velocity 
of electronic fluid, respectively; iv , av and cv are the 
ionization, attachment and collision rate coefficients; e 
and m denote the charge and mass of electronic, respec-
tively. 

In one dimensional model, the scalar forms of (1) and 
(2) in the inhomogeneous medium can be rewritten as 

( ) ( ) ( ) ( )yx
x

HE
v z Z z v z Z z enu

t z


  

 
      (5) 

( )

( )
y x

H Ev z

t Z z z

 
 

 
              (6) 

In which ( ) 1/ rv z   , ( ) / rZ z   are the wave 
velocity and wave impedance of the medium, respec-
tively.   is the permeability and r  is the relative 
permittivity of mixture-atmosphere, which can be mod-
eled as [9]. 
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2

40.308 10 e
r n
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n
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n f
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where nn  is the refraction index of non-ionizing at-
mosphere. 

6 481077.6 10
1 ( )e
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p
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T T
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where T  is the atmosphere temperature in K; p  and 

ep  are pressure and water vapor pressure in hPa, re-
spectively; f  is the microwave frequency in Hz; and 

en  is electron density in m-3. By discrete Equation (3), 
the changes of the electron density can be obtained; the 
related work can be found in [10]. The initial electron 
density is defined follows [11] 

 0 187

10                            ( 25 )

8 10 / 60    ( 25 )
e

h km
n

h h km

 
  

      (9) 

According to the Courant stability condition for the 
FDTD simulation, we have ( )v z t z    for the case of 
inhomogeneous medium. In order to meet this condition, 
the maximum wave velocity of the medium must be sat-
isfied. Another stability condition must be met when use 
FDTD to solve the problem of HPM atmosphere propa-
gation, which will be presented in the next Section. 
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3. Additional Stability Condition 

3.1. Stability Condition 

The scalar equations of the (1)-(4) can be discretized by 
central difference method in the time step and spatial step. 
The FDTD difference scheme for these equations in one 
dimensional model can be written as 
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(13) 
where the superscript n is the time steep and i is the 
space steep. When the air is breaking down, the electron 
density is so high that the HPM will be reflected and ab-
sorbed, the microwave will decay quickly in the mix-
ture-atmosphere which leads to the role of ionization iv  
decreases quickly and the electron adhesion av  plays a 
dominant role. But av  is so small that the electron den-
sity remains almost unchanged. Therefore, equation (12) 
is stable. 

In order to investigate the stability for the FDTD 
scheme of other equations, we expand the electromag-
netic wave into plane wave spectrum, and we have 

   0 0expn
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(15) 

Because the electron fluid velocity equation is only 
coupled with the electric field strength E . Therefore, the 
electron fluid velocity equation becomes a first-order 
linear differential equation, and its solution can be writ-
ten as follows 
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x x
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u E
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Substituting (14) into (16), we have 
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(17) 
On the other hand, we can plug (14) and (15) into the 

(11), after simplified, we have 
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(18) 
In (18), the term  0exp 1zj k z    can be rewritten 

as follows 
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Combining (18) and (19), we can obtain 
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Similarly, combining (17) and (14), after tedious sim-
plification, we can rewrite (13) as follows 
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(21) 
Taking the collision frequency cv  into account, the 

time step should meet the following condition [12] 
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At the same time, the term  0exp 1zj k z      in 
(21) can be rewritten as follows 

 0 0

0 0

1
exp 1 exp

2

1 1
                       exp exp

2 2

z z

z z

j k z j k z

j k z j k z

            
                

  

(24) 



Analysis of Reflection Properties of High Power Microwave Propagation in Mixture-Atmosphere 

Copyright © 2010 SciRes.                                                                              JEMAA 

546 

Therefore, considering (23) and (24), (21) can be fur-
ther simplified as follow 
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As discussed above, when the air is breakdown, the 
electron density will reach a maximum value maxn , and 
then remains almost unchanged [2,12,13]. So we can take 
the place of 1n

en   and n
en  in (10) with maxn . Combin-

ing (14), (15) and (17), after tedious simplification, we 
finally obtain from (11) 

0 0

max
0

1 1
sin sin

2 2

1
                          cos

2 2

z
r

z
r

t
j t E j k z H

z

en t
k z u






            
    

 

     (26) 

Substituting (20) and (25) into (26), we have 
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With the use of the propagation constant z rk     

and (22), (27) can be written as 
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Follow the same derivation of the Courant condition, 

we can obtain 
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This stability condition is similar to the result given in 
Ref. [14]. 

3.2. Calculation Results 

In order to illustrate our analysis, a numerical example is 
presented. We set the field intensity of the incident sinu-
soidal HPM source is 51 10 V/m, the center frequency 
is 1GHz and the pulse width is 50ns. It is transmitted 
vertically from the altitude of 35 km; Figure 2 records its 
time domain waveform of different altitude and the cor-
responding electron density. In order for clear compari-
son, we shift the time when the wave pulse just reaches 
the corresponding position to zero. Obviously, our nu-
merical results well agrees with the earlier literature re-
sults. 

As the previous analysis, when the breakdown is oc 

 

 

 

Figure 2. HPM decay in a mixture-atmosphere and the 
electron density of the corresponding position. 
 
curring, the electron density grows exponentially in time 
quickly, the density is so high that the HPM will be re-
flected and absorpted, the microwave will decay quickly. 
This leads ionization decreases quickly and the electron 
adhesion plays a dominant role, therefore, the electron 
density will decreases slowly. Therefore, the use of 
FDTD in the case of inhomogeneous medium to deal 
with the problem of HPM atmosphere propagation is 
reasonable. 

4. Reflection in the Mixture-Atmosphere 

The air breakdown makes the atmosphere change into an 
inhomogeneous medium; HPM will be reflected on the 
surface of each layer of the mixture-atmosphere. In order 
to investigate the HPM reflection, the propagation area is 
divided into scattering field and the total field area, 
which shows in Figure 3. 

According to the FDTD total field boundary condi-
tions [15], adding a corresponding equivalent current at 
the total field outer boundary and a magnetic current at 
the total field boundary as incident wave of the tangential 
field components, while the normal component remains 
unchanged, that is 
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Figure 3. Regional division: Scattering Fields. 
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(31) 

Using the same source which is given in Section 3. 
The results are shown in Figure 4, since the breakdown 
degrees are different at different altitudes, the different 
breakdown will lead to different plasma concentrations 
in the mixture-atmosphere, resulting in different de-
grees of reflection. When the air is breakdown, the 
electron density 8

010e en n  [3,11]. So, from (9) the 
initial electron density is about 4893.2 m-3 at 35 km alti-
tude. 

As Figure 4 (a) shows, the electron density is excited 
by HPM is about 113.6 10 m-3, which has not yet 
reached the breakdown density. Therefore, there is no 
breakdown occurred, almost no reflection. From Figure 
4 (b), we can see that as the altitude increases the break-
down begin to happen, and the electron density increases 
sharply, leading to serious reflection. As Figure 4 (b) 
shows, the reflected field actually as high as 43% at the 
altitude of 38 km, which would undoubtedly harm the 
high-power emitter device. 

Because of different pulse field strength, different 
pulse width and different frequency correspond to dif-
ferent breakdown threshold, so, the HPM pulses with 
different parameters at the same altitude will cause dif-
ferent breakdown. Comparing with the Figure 5 (a), Fig-
ure 5 (b) and Figure 4 (c), we can see that at the same 
altitude of 40 km, the field strength and pulse width in-
crease would lead to an increase of reflection, but as Fig-
ure 5 (c) shows, at the same altitude of 40 km the reflec-
tion will decrease with the frequency increases. This is 
because in our concerned altitude range, the breakdown 
threshold will be decreases with the increases of field 
intensity and pulse width, but it will increases as the 
wave frequency increases [13]. 

 
5. Conclusions 

A theoretical physical model describing the propagation 
of HPM pulse through the mixture-atmosphere is devel-
oped in the present work. We treat the mix 

 
(a) 

 
(b) 

 
(c) 

Figure 4. Reflection at different altitudes. (a) reflection field 
and electron density at 35 km; (b) reflection field and elec-
tron density at 38 km; (c) reflection field and electron den-
sity at 40 km.  
 

 
Figure 5. Reflection intensity of HPM sources with different 
parameters at 40 km. 
 
ture-atmosphere generated by HPM air breakdown as a 
layered inhomogeneous medium. Using the transmission 
line model of electromagnetic wave propagation in in-
homogeneous medium and the FDTD method in inho-
mogeneous medium, the reflection characteristics of the 
HPM propagation in the mixture-atmosphere have been 
studied. The results show that the reflection increases 
with the degree of air breakdown. The stability condi-
tions for the FDTD difference scheme of the HPM mix-
ture-atmosphere propagation model are firstly presented. 
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Figure 1. A general system energy-interactions. 

 
Table 1. Electric/Magnetic analogues in SI System. 

Magnetic quantity Electric quantity 

magneto-motive force Amp electromotive force Volt 

magnetic field strength Amp/m electric field strength V/m 

permeability kg m/sec
2
/Amp

2
 conductivity Sec

3
Amp

2
 /kg/m

3

magnetic flux m
2
 kg/sec

2
/Amp current Amp 

magnetic flux density kg/sec
2
/Amp current density Amp/m2 

reluctance Amp2 / m2 kg / sec2 
resistance m

2
kg/sec

3
/Amp

2
 

 
defined by hypothetical scales. The examples of such 
dimensionless scales are the angular scale that cuts the 
circular angle into 360 dimensionless degrees and as de-
fining the qualities of a viscous fluid flow by dimension-
less Reynolds numbers and of a compressible flow by 
dimensionless Mach numbers [6]. A common tool for 
measuring such potentials-scale is suggested by the ex-
perimental results discussed by Kumar and others [7] and 
the measurements elaborated in the presented study. The 
results compared the performance of an Aluminum-iron 
thermocouple to other thermocouple combinations. Such 
Al-Fe thermocouple recorded the generation of excess 
EMF by influence of magnetic and electric fields. Such 
influences or effects can be introduced to define a unique 
scale for evaluating potentials or qualities of the thermal, 
electric and magnetic fields. However; the concentration 
gradient or chemical potential generates a similar EMF in 
volt, as in the concentration cell, which is measured in 
the present study by the use of the same Al-Fe thermo-
couple. So, the volt will be introduced in the presented 
approach as a dimensionless fundamental-unit for the 
measurement of the thermal, chemical, electric and mag-
netic potentials. 

As energy is the core of most scientific and engineer-
ing fields; the Joule is considered in the introduced US as 
a fundamental unit while the unit of mass, kg, is consi-
dered as a derived unit. Such selection solves many con-

flicts found in dealing with properties of vacuum where 
the mass, involved in the SI system, is meaningless in 
vacuum. Finally, the introduced universal system is 
based on four units; meter, second, Joule and volt and 
three dimensions; Length, Time and Energy. Such sys-
tem leads to removing the SI redundancies in scientific 
relations, constants and many physical quantities [2,3]. 
However, the candela was not considered as a funda-
mental unit in the introduced approach as such unit is 
actually defined in terms of the energy intensity of a spe-
cified spectrum of energy-radiation; i.e. in Joule. Simi-
larly; the mole was not considered as a fundamental unit 
as it can be replaced by an appropriate number of mole-
cules, 6.02 x 1023 molecules per mole, which corresponds 
to a specific mass in kg for each material. 

The introduced three dimensional system of units 
leads also to simple representation of the physical quan-
tities in a three dimensional space, L, T and E. Such sys-
tem simplifies application of the π theorem to find di-
mensionally homogenous relations between the parame-
ters that characterize different phenomena and to define 
different energy interactions. 

2. A Universal Thermocouple 

During their experimental work to compare the perfor-
mance of some common thermocouples; Kumar and oth-
ers [7] found better performances of an Aluminum-Iron 
thermocouple as compared to other combinations. Alu-
minum fulfills the requirement of high electrical conduc-
tivity while iron is a ferromagnetic material that has a 
comparatively low thermal conductivity. 

Figure 2 shows the variation of the generated EMF 
due to variable temperature differences by various ther-
mocouples where an EMF of “1.6892” mV was meas-
ured at temperature difference of 293˚C when using an 
Al-Fe thermocouple. However, they also recorded effects 
of magnetic flux on the performance of such Al-Fe ther 
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3. Analogy of Thermal, Electric and  
Magnetic Fields 

The Fourier Law of thermal conduction is stated as 
follows [8]: 

q k T                    (1) 

Where q is the heat flux density in W / m2. T is the tem-
perature in, as postulated, in volt and is k the thermal 
conductivity of materials in W/m2 V. 

Similarly; Ohms Law of Electric conduction is stated 
as follows [8, 9]: 

eJ                     (2) 

Where J is the electric flux density in W/m2. φe is the 
electrical potential in Volts and σ is electrical resistance 
in W/m2 V or Ohm.  

The commonly used form for the relationship between 
the magnetic field parameters B and H is [9]: 

mB H                  (3) 
B is sometimes called the magnetic flux density or the 

magnetic induction. The unit of an energy- flux density is 
measured generally in W/m2. Hence, the unit of B should 
be analogous to the units of the thermal and electrical 
fluxes in W/m2. μm is the magnetic permeability of a ma-
terial that is analogous to the thermal and electrical con-
ductivities. By analogy between the electric, magnetic 
and thermal field [4], Equation (3) that describes the 
magnetic flux can be expressed by an Equation similar to 
Equations (1) and (2) of the form [8,9]: 

m mB                    (4) 

Comparing Equations (3) and (4), the magnetic poten-
tial φm  can be defined in terms of the magnetic field 
intensity by the following relation: 

mH                     (5) 

According to Equations (1), (2) and (4); the heat, elec-
tric and magnetic fluxes are denoted by q, J and B and 
they are measured in W/m2. Similarly, the thermal, elec-
tric and magnetic potentials are denoted by T, φe and φm 
and they are measured, as postulated, in Volts. Finally, 
the unit of conductivities k, σ and μm will result, accord-
ing to the stated Equations, in W/m2 V. Such modified 
units of the fluxes and potentials may be considered as 
results of the definition of the electric charge and the 
magnetic flux as forms of electromagnetic waves [4]. 

4. An Entropy Approach to a Universal  
System of Units 

In a recently published paper [4], it was introduced a new 
thermodynamic fundamental Equation of the following 
(rather modified) form: 

  t e e m m i idU p dV T dS dS dS dN          (6) 

Equation (6) represents the electric charge, Q in terms 

of the electric potential, φe, times a change of entropy dSe 
and the magnetic flux as magnetic potential, φm , times a 
change in entropy dSm. Such approach depends on the 
analogy between the thermal, electric and magnetic fields 
[4] where heat is expressed in terms of temperature (as 
the thermal potential or quality), T, times a change in 
entropy dSt. In Equation (6), the product of the two terms 
μi and dni is expressing the chemical energy where μ is 
the chemical energy added to the system per unit increase 
in the concentration of certain chemical specie by dNi. 
The term dNi represents the change of relative concentra-
tion of a specie “i” by the amount dni/ni where ni is the 
total number of moles of such specie. As we can discover; 
the definition of μi as a chemical potential is misleading 
since it represents the added chemical energy per unit 
increase in concentration and its driving potential is the 
concentration of each of the chemical species. In other 
words, we may consider μi as the entropy increase of the 
system per unit increase of the relative concentration of 
the species. 

Introducing the definition of the free Gibbs energy: 
G U pV TS                   (7) 

In this Equation; we may consider the potential T as 
the sum of the driving potentials of the thermal, electric 
and magnetic energies. 

Taking total differential of G, we have: 
dG dU pdV Vdp TdS SdT             (8) 

Replacing dU in Equation (8) from the fundamental 
Equation (6); we get: 

i i
i

dG

TdS pdV dN pdV Vdp TdS SdT


      , or  

i i
i

dG Vdp SdT dN              (9) 

Dealing with systems that involve the transfer of dif-
ferent forms of energy as in thermal, electric, magnetic, 
and chemical energies, Equation (9) can be rewritten as 
follows: 

( )e m i i
i

dG Vdp S dT d d dN           (10) 

The potentials; ,T e  and m  will be substituted, 
as previously discussed, in volts and ࡿ in Joule/ volt. By 
comparing the terms of Equation (10); the terms S and 
i  may be considered as the entropy added to the sys-
tem due to the increase of any of the potentials: ,T e , 
m  and dni/ni. So, the entropy may be considered in 
general as a specific free energy per unit potential, i.e. it 
defines the free energy required to increase the potential 
of a system by one volt. 

According to the second law of thermodynamics, 
temperature is considered as a quality of heat [5]. By 
analogy [4]; the electric and magnetic potentials are con-
sidered also as qualities of electric charge and magnetic 
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flux. Such qualities represent, according to Equation (10), 
the motivating mechanism that releases the entropy from 
the system into various energy forms. As the chemical 
potential is determined by the dimensionless concentra-
tion gradient of different species [6], different literatures 
consider also, by analogy, the thermal, electric and mag-
netic potentials are functions of the concentration of the 
related fluxes [9-12]. Accordingly, such potentials will 
be considered dimensionless parameters as they are func-
tions of dimensionless concentrations. This may originate 
also from the definition of temperature, the quality of 
heat, by a hypothetical scale similar to a scale that parti-
tions the circle into 360 dimensionless degrees [8].  

5. A Three-Dimensional System of Units 

Many references [1-3,10-12] found it is undesirable to 
use SI system of units in the thermo-chemical and elec-
tromagnetic fields as it fails to express properly the di-
mensional homogeneity of the characterizing Equations 
in such fields. Table 1 shows examples of such redun-
dancies. In addition; the SI system does not find a physi-
cal significance of many constants or identical units of 
the quantities E, D, B, H and µ [9,11,12].  

A recently defined system of units that was introduced 
to modify the SI system depends only on Space and Time, 
S and T, as basic dimensions and fundamental units [2]. 
However, such ST system of units did not solve the re-
dundancy that was discussed. Rather, it added many con-
flicts in its introduced units. As an example, it defines the 
energy and temperature by the same dimensions T S -1 
while energy is physically different than temperature. 
Similarly, such ST system assigns to the electric charge 
and the space the same dimension S which contradicts 
their definitions and physical meanings.  

The introduced US of units is relied upon the pre-
viously discussed analogy between the thermal, electrical, 
magnetic and chemical energies. According to Equation 
(10), the heat, electrical and magnetic fluxes are consi-
dered as forms of energy or electromagnetic waves that 
are measured by the energy dimensions and units. Ac-
cording to the studied measurement-results of the Al-Fe 
thermocouple, the potentials of these fluxes are defined 
by a unique scale, the measured EMF, and one dimen-
sionless unit, the volt. 

In many scientific and engineering studies, energy 
plays a dominant role. So, the proposed system of units 
introduces energy, E, as one of its fundamental dimen-
sions and units. Units of time and space, of the dimen-
sions T and L, are considered also as fundamental units. 
So, the introduced system is based on three basic dimen-
sions and units: the length in meters, time in seconds, and 
energy in Joule. The volt is considered as a dimension-
less unit that measures, as previously explained, the po-

tentials of the electric, magnetic and thermal fields by a 
unique EMF scale. The introduced US of units excludes 
the ampere as a fundamental unit where the charge, as 
modified electromagnetic waves [4], is measured directly 
by Joule. The candela is defined as the luminous energy 
intensity, in a given direction, of a source that emits mo-
nochromatic radiation of frequency 540 × 1012 hertz and 
that has a radiant intensity in that direction of 1/683 watt 
per steradian [8]. Therefore, the candela is defined in 
terms of energy units and can be skipped as a fundamen-
tal unit [8].  

Other physical quantities can be derived in terms of 
the introduced US fundamental dimensions and units 
according to their physical definitions. Some examples of 
derived US units are introduced as follows: 

Velocity 

1x mv of dimensionsLTst





      (11) 

Acceleration 

22
22

x v ma of dimensionsLT
stt

 
 


    (12) 

Mass 
From relativity theory: 

2 2
2

E
m kg of dimensionsEL T

c
       (13) 

Power  

  1E JoulE P or W Watt of dimensionsETst


 




(14) 

Such Power dimensions and units represent also the 
rate of flow of heat, electric charge and magnetic flux as 

, and .
thQ i  B  
Energy flux  

2 1
2

E We of dimensionsEL T
mA

 


       (15) 

Such energy flux represents rate of energy flow per 
unit area as , and : q j  b   

Force 

  1E JoulF or N Newton of dimensionsELmx





(16) 
Pressure 

  3
2

F Np or Pa Pascal of dimensionsEL
mA

   (17) 

Potential gradient: φ (as temperature gradient, elec-
tric field gradient or magnetic field gradient): 

1, ,  
φ VoltT E H of dimensionLmx




       (18) 

Conductivity (as thermal, electric and magnetic con-
ductivity): 
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,
φ

energy flux e W
mVpotential gradient

x

   




 

1 1ofdimensionsET L             (19) 

Permeability 
energy flux B Henry Worm mVmagneti cintensity gradient




 


           (20) 
1 1of dimensions ET L   

Permittivity: 

0

electric flux density D Joul
mVelectric field strength E
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1 2. .e m f VsL of dimensionsE TWi
t
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
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          (24) 

Capacitance (Electric and thermal) 
energy stored Q

C Farad
potential difference 

 


    (25) 

Joulor of dimensionEVolt  

According to the limited number of dimensions of the 
introduced system, 3 dimensions, it is possible to represent 
the above mentioned derived units into a three- dimen-
sional space which is shown Figure 6. Such representa-
tion simplifies the dimensional comparison between dif-
ferent physical quantities and shows directly the analogy 
between different fields. 

6. Discussion of the Introduced US of Units 

The introduced US of units assigns unique dimensions 
for the analogous parameters in the electric and magnetic 
fields as the energy flux, resistance, conductivities, and 
resistivity as seen in Table 2 and Figure 5. The conflicts 
of the SI system of units, discussed in Table 1, are com-
pletely deleted as shown Table 2. People with know-
ledge of the B-field and H-field have argued, as Larson 
[11], that the SI system is in a mess because physics of 
such parameters is in a mess. They said that ascribing SI 
units to the permeability μ is not science but computa-
tional legerdemain. The introduced US of units express  
the permeability and the permittivity by units that are  

 

Figure 6. The postulated “TLE” dimensional system. 
 

Table 2. Electric/Magnetic Fields analog in the US system. 
 

Magnetic quantity Electric quantity 

magneto-motive force Volt electromotive force Volt 
magnetic field strength Volt/m electric field strength V/m 
permeability W/m V conductivity W/m V 
magnetic flux W current W 
magnetic flux density W/m2 current density W/m2

reluctance V/W or Ω resistance V/W or Ω 

 
analogous to the units of electrical or thermal conductiv-
ity. Similarly, the introduced system solves the conflicts 
of the SI system that measures the free space or vacuum 
permeability and permittivity by units that involve the 
mass while mass has no meaning in vacuum. Similarly; 
vacuum has an impedance SI units of “m

2
kg/sec

3
/Amp2”. 

Such impedance involves the mass in vacuum as one of 
its units while the mass does not exist in vacuum. As the 
US excludes the mass as a fundamental unit, it excludes 
also assigning the mass to vacuum as the unit of such 
impedance is Volt/watt. 

We may look also at the units of the force between two 
electric charges, Coulomb’s force: 

1 2
2

04

Q Q
F

r
                 (26) 

Substituting the introduced dimensions of the charge Q 
in (E) and of the permittivity ε0 in (E L-1); the force will 
result directly in force dimensions and units, Newton. 
Such unit is already derived in Equation (16) as a unit 
of  
force in the introduced US of units. Looking at the defi-
nition of the fine structure constant; it is found as follows 
[14]: 

2

04

e

ch



                 (27) 

According to the introduced system: e is the elemen-
tary charge in J, ത݄ is the reduced Planck constant in J.s, 
 ૙ is the permittivity in J/m V and c is the speed of lightࢿ
in m/s. Substituting such units; it also leads to a dimen-
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sionless parameter in accordance to its definition. 
According to the SI system of units, the electron-volt 

is a unit of energy equal to approximately 1.602 × 10−19 J 
and is described also as a charge of 1.602 × 10−19 [14,15]. 
By classical definition, it is equal to the amount of kinet-
ic energy gained by a single unbound electron when it 
accelerates through an electric potential difference of one 
volt. So, it is not known if it is kinetic energy of 1.602 × 
10−19 J or as described a charge of the same figure of 
quantity of 1.602 × 10−19 C. Such redundancy of the SI 
system that cannot find the plausible explanation of the 
equality of such figures of the electron’s charge in Cou-
lomb and its kinetic energy in Joule is solved. In the US 
of units, we consider, as postulated here, the electric 
charge has the same unit as energy in Joule. In this case 
the e. V will be defined as the specific charge of the 
electron or the amount of energy that increases the po-
tential of the electron by 1 volt in analogy to the defined 
specific heat of a body as the amount of heat that in-
creases the temperature of such body by one degree. 

The limited number of dimensions in the introduced 
system simplifies the application of the π dimensional 
theorem to express the relation between different physi-
cal quantities. As an example; the dimensionless- struc-
ture constant can be found in terms of the permeability, 
the frequency of the electron charge and the related pa-
rameters as follows [16]:  

2

0

.

4
electrone

ch





                 (28) 

Equating the left sides of Equations (27) & (28) gives 
an interesting result: 

0

0
electron





                  (29) 

As the electron charge is considered, according to the 
postulated definition [4], a modified electromagnetic 
wave, it is possible to find the wavelength of an electric 
charge according to the relation: 

0
0

0

*electron o electronc c


 


          (30) 
Such frequency assures the postulated definition of the 

charge as an electromagnetic wave of specified frequen-
cy [4] which is referred as Bohr’s electron frequency 
[16]. 

Applying the π dimensional theorem once more to find 
an expression for the magnetic attraction force between 
two parallel conductors of equal length L and carrying 
electric currents I1 and I2 in terms of the permeability of 
the surrounding medium (vacuum), speed of electro-
magnetic waves (or of electric charge) and the spacing 
between the conductors “d”; it can be found as:  

1 2

0 02

I IF
f

L dLc 
             (31) 

Equation (31) expresses the force is in Newton the 
force/unit length in N/m; i.e. in accordance to the US 
derived units.  

To remove the mess between the B field and H field 
[11], the first law of thermodynamics, as a law of 
conservation of energy, is applied to the case of an 
electric motor shown in Figure 6. A power source of 
potential “V” is feeding the motor’s windings, which 
are connected in parallel, by a total current I as shown 
in Figure 6. 

According to experimental data [16], the magnetic 
field intensity “H” is found, with sufficient accuracy, 
proportional to the potential of the feeding current “V”. 
According to this result, it is possible to prove with suffi-
cient accuracy also that the voltage drop across the ar-
mature is equal to the intensity of the magnetic field 
strength of the shunt coil as both are connected in paral-
lel, according to Figure 6, and both are measured by the 
same unit, according to the introduced US of units. So; 

H V                    (32) 
Accordingly; the input power to such motor can be 

determined by the following power relation [8]: 
*Input Power V I               (33) 

I is the sum of currents flowing through the magnet 
and armature windings. V is the same potential difference 
across the magnet and coil windings, Figure 7. The out-
put work of such motor is [8]: F * ν or τ * ω; where F is 
the force acting on the armature-coil and ν is its velocity, 
τ is the torque acting on the armature-coil and ω is its 
angular velocity. The efficiency of this process can be 
written as follows: 

* τ*ω

* *

output F v

input V I V I
                (34) 

Substituting Equation (32) into Equation (33); it is 
possible to express the input power by a rather new rela-
tion: 

*Input Power H I              (35) 
Such relation expresses directly the interactions be-

tween the intensity of the magnetic field H, that depends 
on the electrical field potential, V, and the flowing cur 
 

 
Figure 7. Armature and Field windings in parallel [8]. 
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rent in the motor windings, I. The main effect of the field 
current is the generation of magnetic field of potential “H” 
through the magnetic core. Such core does not allow any 
current to flow but only magnetic flux. Equation (35) 
may be valid for measuring the power input to motors in 
general where it expresses interactions between electric 
and magnetic fields. Substituting Equation (35) into Eq-
uation (32), we can define the efficiency of the electric 
motor by a new relation:  

* τ*ω

* *

output F v

input H I H I
             (36) 

Hence, the force acting on a carrying current- conduc-
tor that moves in a magnetic field or the torque acting on 
such conductors can be expressed by dimensionally cor-
rect Equations in the US of units of the following form: 

*
*

H I
F

v
      N.            (37) 

*
*

H I 


      N. m           (38) 

Such Equation can be generally validated for motors 
or generators.  

7. Conclusions 

This study introduces a system of units that removes the 
redundancies found in the SI system of units. Such sys-
tem is called “Universal System” as it can be applied 
universally to all scientific fields. The introduced system 
depends on an entropy approach that used analogy be-
tween different forms of energy-system interactions and 
on a unique dimensionless scale that define all energy- 
potentials. The introduced US of units is defined by four 
fundamental units and three dimensions. The limited 
number of dimensions in the introduced system simpli-
fies the application of the π dimensional theorem to re-
formulate the relations between the physical parameters 
on dimensional basics. It offers also a plausible definition 
of the electron-volt as a unit for energy or charge. It helps 
also in expressing electromagnetic relations by dimensio-
nally homogenous relations. 
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ABSTRACT 

For a compact millimeter wave imaging system it is very important to design every component into small size, for the 
components in a millimeter wave system are usually much larger than those in an optical imaging system due to rela-
tively long wave lengths. In this paper, we suggest a kind of binary diffractive lens (BDL) designed using double nega-
tive materials (DNG) as the objective lens for a millimeter wave imaging system. The DNG-BDL has not only the ad-
vantage of low profile but also small f number, which will be benefit for constructing a compact millimeter wave imag-
ing system. Several DNG-BDL are designed and analyzed using the FDTD method. The numerical results of the focal 
plane field of the DNG-BDL are presented, which show that the DNG-BDL with small f number has relatively better 
focusing characteristic than that of a double positive BDL with same f number. 
 
Keywords: Millimeter Wave Imaging, Binary Diffractive Lens, Double Negative Material 

1. Introduction 

Since Veselago’s theory [1] about a homogeneous iso-
tropic electromagnetic material in which both permittiv-
ity and permeability have negative real values (μ < 0, ε < 
0) over thirty year’s ago, the properties of the double 
negative materials (DNG) have raised a great deal of 
interest, many interesting phenomena and applications of 
the DNG have been found, such as Plano-concave DNG 
lens [2], negative angles of refraction [3,4], enhanced 
focusing [4,5], backward wave antennas [6], and electri-
cally small antennas[7]. In this paper, DNG was used to 
design binary diffractive lens (BDL) [8,9], whose poten-
tial application is the objective lens in a millimeter wave 
(MMW) imaging system. In MMW imaging, sizes of the 
components are usually much larger than those in an op-
tical imaging system due to relatively long wave lengths, 
so reducing the component’s sizes is very important for 
designing a compact MMW imaging system. The BDL 
has advantages of light weight and low profile [10,11] 
than ordinary curve face lens, which will accordingly 
benefit for building up compact imaging system. Besides 
the aforementioned advantages of an traditional BDL 
made of double positive medium (DPS), the DNG-BDL 

with small f number (FN) is expected to have better fo-
cusing characteristics than a DPS one, which is well- 
founded for as we know that Plano-concave DNG lens 
show good small FN [2] characteristics, and the small FN 
characteristic of lens is also very important for con-
structing a compact imaging system especially at MMW 
frequencies. So in this paper, we present the design for-
mulas of the DNG-BDL; several DNG-BDL are designed 
at frequency of 94GHz and analyzed using FDTD method 
which is powerful for analyzing DNG problems [12,13]; 
the focal plane fields of the DNG-BDL are presented to 
show the focusing characteristics of the DNG-BDL with 
small f number. 

2. Design of the DNG-BDL 

The basic characteristic of an imaging lens is that it can 
focus the plane wave to a focal point. In practice, imag-
ing lens can not focus plane wave absolutely to a point, it 
can only focus the plane wave to a small region, and this 
will be represented by a main narrow lobe in the focal 
plane field (FPF) intensity distribution which is drawn 
versus a line perpendicular to the propagation direction, 
see Figure 1, there may be small side lobes which will 
degrade the imaging quality. The field distribution at the 
focal plane is actually the field sum of the electromag- *This Paper is supported by NSFC， Project Number: 60970058 
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Figure 1. Focal field distribution for a typical imaging lens 
incident by plane wave. 
 
netic waves passing through a lens, and the reason why 
energies concentrate into the main beam is that the phases 
of the electromagnetic waves reaching to the focal point 
have nearly same phases. So the basic rule for design a 
focusing lens is that every wave path to the focal point 
should be equal, for example the wave path ABCO in 
Figure 2 should equal to wave path DEFO. 

Following the design rule just mentioned, take a 1/22 
BDL (22 sub-zones in each zone) as an example [14], the 
distance from the focal point to the lens are 

2
1, 2,3

2nr f n n


           (1) 

where  
rn is the distance from the focal point to the lens , n is 

the number index of the sub-zones, f is the focal length, λ 
is the wavelength. It is clear that there is λ/22 difference 
(phase difference is π/2) between two neighboring rn. 

Waves propagated in DNG medium generate negative 
wave path differences compared to waves propagated 
in the air, which is opposite to that in DPS medium. Dif- 

 

1

2
3
4

1r 2r
3r 4r

 
Figure 2. DNG-BDL. 

ferent height of sub-zones will generate wave path dif-
ference and this will compensate for the difference 
among all rn, then each wave path to the focal point will 
be equal. Accordingly, the sub-zone step height d is de-
termined by the following equation 

0 2dk d k d                      (2) 

where  
kd is the wave number in the DNG medium and ac-

cording to [12], d r rk     when μ r andε r are 

both negative, so from equation (2) we get 
2 2

2r r d d
   
 

    , 

i.e.  2

1
0, 0

2 1
r r

r r

d
  

 
  


     (3) 

For 1/2k BDL, there are 2k  sub-zones in each zone, 
and the path difference between two neighboring sub- 
zones is λ/2k, then the parameters of this BDL are: 

2n k
r f n


                     (4) 

1 22

12 2n k k
nf n

  

     
   

             (5) 

1

2 1k
r r

d


 



                 (6) 

3. Numerical Results of the DNG-BDL 

Among numerous methods for solving DNG problems, 
FDTD method [15] is a relatively convenient and pow-
erful one, so FDTD method is used to analyze the DNG- 
BDL in this paper. There existing three types of fre-
quency dispersive FDTD methods: the ecursive convolu-
tion (RC) method [16], the auxiliary differential equation 
(ADE) method [17] and the Z-transform method [18]. 
The ADE FDTD method is selected here and the Drude 
model [12,15] is used to model the DNG medium where 
permeability μ (ω) and permittivity ε (ω) take the fol-
lowing forms: 

2

0 2
1 p

 


 
   

 
, 

2

0 2
1 p

 


 
   

 
       (7) 

where  
ωp is the material’s resonant frequency. 
The perfect lens (μr = –1, εr = –1) proposed by Pendry in 

[12] is simulated at first to test our code. The thickness of 
the DNG slab (denoted by the dashed line) was d = 100 
cells in the direction of propagation and the source-to- 
slab distance was 50 cells in front of the slab, according 
to Pendry’s theory the focus in the slab would occur at 
the center of the slab and the focus outside the slab 
would occur at 50 cells beyond the back of the slab. The 
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electric field intensity obtained by our program at fre-
quency 94 GHz after 2000 time steps is shown in Figure 
3, where S denotes the point source; the focus occurring 
in and outside the slab agrees well with Pendry’s theory. 

The BDL designed and analyzed here are axisymmet-
ric, so a symmetry boundary (see Figure 4) is set in the 
computation model to save computation space; the total 
FDTD region is enclosed by the PML and divided into 
total-field and scattered-field, the plane wave source is 
generated by 1D-FDTD method [19] and introduced 
through the connection boundary of the total-field and 
scattered-field by a combined total–scattered field for-
mulation [20]; the focal plane field (FPF) is then com-
puted through Stratton-Chu integral of the field at the 
output-boundary. 

The FPF (f = 30e-3) of a 1/2 DPS-BDL (εr = 2.2, con-
tains five zones) was computed using the FDTD code 
and compared with that obtained by boundary element 
method (BEM) as shown in Figure 5, the two results 
agree well with each other. 

Then several DNG-BDL are designed and analyzed 
using the FDTD method. Shown in Figure 6(a) is the  
 

 
Figure 3. The electric field intensity over the DNG slab 
simulation space. 
 

 

Figure 4. FDTD computation model. 
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Figure 5. FPF of a 1/2 DPS-BDL. 
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Figure 6. Focal plane fields of the DNG-BDL(μr = –1, εr = –1) and DPS-BDL(εr = 2.2) with FN = 1. (a) DNG-BDL; (b) Focal 
plane field; (c) DPS-BDL. 
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Figure 7. Focal plane fields of the DNG-BDL(μr = εr = –1) and DPS-BDL(εr = 2.2) with FN = 0.21. (a) DNG-BDL; (b) Focal 
plane field; (c) DPS-BDL. 
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Figure 8. Focal plane fields of the DNG-BDL(μr = εr = –2) and DPS-BDL (εr = 3.78) with FN = 1. (a) DNG-BDL; (b) Focal 
plane field; (c) DPS-BDL. 
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Figure 9. Focal plane fields of the DNG-BDL(μr = εr = –2) and DPS-BDL with FN = 0.21. (a) DNG-BDL; (b) Focal plane field ; 
(c) DPS-BDL. 
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structure of a 1/22 DNG-BDL (μr = –1, εr = –1) with four 
zones, focal length f = 105 mm and diameter D = 105 
mm (FN = 1). The FPF of the DNG-BDL was computed 
using the FDTD method and compared with that of a 
DPS-BDL (εr = 2.2), see Figure 6(b). The structure of 
the DPS-BDL with same number of zones, focal length 
and diameter as that of the DNG-BDL is given in Figure 
6(c). It is clear from Figure 6 that the FPF side lobes of 
the DNG-BDL are lower than that of the DPS-BDL, as 
has been explained in section 2 that lower side lobes of 
the DNG-BDL will be benefit to the imaging qualities. 

For BDL of small FN, the FPF side lobes of the 
DNG-BDL are relatively even much lower than that of 
the DPS-BDL, an example is shown in Figure 7 where 
the focal length of the 1/22 DNG and DPS BDL (five 
zones) are f = 10 mm, diameter D = 47 mm (FN = 0.21). 
The FPF of two DNG-BDL with μr = εr = –2 and two 
DPS-BDL with εr = 3.78 were also computed. Shown in 
Figure 8 are the results of the BDL with focal length f = 
105 mm and diameter D = 105 mm (FN = 1); shown in 
Figure 9 are results of the small FN BDL with focal 
length f = 10 mm, diameter D = 47 mm (FN = 0.21). The 
results in Figure 8 and Figure 9 also support the conclu-
sion that smaller FN DNG-BDL has relatively lower side 
lobes than that of DPS-BDL with same FN, and will get 
better imaging quality as a result. 

4. Conclusions 

The DNG-BDL which has good characteristics of low 
profile and small f number is studied in this paper. The 
design formulas of the DNG-BDL are presented and 
several DNG-BDL are designed and analyzed using the 
FDTD method. The focal plane fields of several DNG- 
BDL are given and compared with that of DPS-BDL; the 
compared results show that the DNG-BDL with small f 
number has better focusing characteristics than that of 
DPS-BDL, and this property makes it very useful to be 
taken as the objective lens to construct a compact milli-
meter wave imaging system. 
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ABSTRACT 

In Electromagnetic Welding (EMW) process, the capacitive energy is the source of input energy. The tool that is used 
for welding comprises of an electromagnetic coil. The job piece to be welded is placed in close proximity with the coil. 
The welding is achieved by impact, when the colliding job pieces are accelerated towards each other by the Lorentz 
force. The electromagnetic and mechanical properties/ parameters of the equipment, tool and the job govern the overall 
welding process. We have described a procedure to calculate the capacitive input energies for jobs of different sizes. 
Data is given for welding of strips of aluminium, copper and S.S. in similar and dissimilar combinations. Since the 
EMW technique is used in limited applications, this type of data is not available. We have validated our model with 
some data available in the literature. It is hoped that, this information will help the designer, to select and standardize 
the system and process parameters. 
 
Keywords: Electromagnetic Welding, Collision Velocity, Capacitor Bank, Lorentz Force, Ringing Frequency, Energy 

Scaling Relationships 

1. Introduction 

Electromagnetic Welding (EMW) is the state of art 
technology in the field of joining of metals. It has nu-
merous advantages (suitability for welding of dissimilar 
metals being the important one among others), which 
have been reported earlier [1,2]. However, this technique 
has some inherent limitations, the major being: 1) lower 
efficiency for large size jobs (exceeding half a meter) and 
2) higher energy requirement for the welding of low elec-
trical conductivity metals. Due to these limitations, the 
idea of using this technique on wide scale has not re-
ceived significant attention of the industry. Nevertheless, 
this technique if applied judiciously, keeping in mind the 
above facts, can be utilized for some industrial applica-
tions. Elaborate analysis of the process and system pa-
rameters in Electromagnetic Forming (EMF) has been 
reported by many authors [3-8]. Copper to brass welding 
is reported by K.Feas et al. [9]. V.Shribman et al. have 
discussed about high strength aluminium welds [10]. Ben 
Artzy et al. have done in depth analysis of the nature of 
weld interface [11].  

The EMF process consists of three stages namely 1) 
free forming, 2) forming against a die (groove formation) 
and 3) welding. The energy required for these operations 
goes on increasing successively. For the process of EMF 
and EMW, there are no major attempts made in stan-
dardization of tool (forming/welding coil), the equipment 
(energy storage capacitor bank) and the process parame-
ters, which undoubtedly is a formidable task.  

We have made a modest effort in this direction, in the 
field of EMW. The data for input energy for different job 
sizes helps the designer to select the system components. 
We have chosen flat strips of similar and dissimilar met-
als (planar geometry) for analysis, for mainly two rea-
sons: 1) simplicity of coil fabrication and 2) considera-
tion of the fact that comparatively less research work is 
reported for planar geometry job pieces. In the beginning, 
we did analysis of electromagnetic Lorentz force based 
on the parameters of the capacitor bank, the work coil 
and job piece material. This is being reported separately. 

It is found that the collision velocity is the crucial pa-
rameter in EMW process. Its dependence on the electro-
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magnetic parameters and the effect of collision velocity 
on the welding microstructure has been reportedly re-
cently [12]. It is well known fact that, the aluminium is 
the easiest metal to form or weld electromagnetically. It 
can even improve the welding efficiency in case of other 
metals. In other words, aluminium is best suited as a 
‘Driver’ in EMW process. 

In this paper, we are discussing the relationships be-
tween capacitor input energy, ringing frequency and the 
sizes and the materials of the jobs to be welded (in simi-
lar and dissimilar combinations). The mathematical model 
developed by us is validated for the data on welding of 
S.S. tubes, which is summarized in the end. These rela-
tionships are useful to arrive at operating and design pa-
rameters of the capacitor bank and the coil, which could 
possibly eliminate the need of building hardware proto-
types.  

2. Description of the Analytical Approach 

The design approach discussed in this paper is based on 
computational and experimental data. Samples of alu-
minium, copper and S.S. of different sizes were welded 
in similar and dissimilar combinations and the corre-
sponding process parameters were calculated by the 
softwares. It was observed that whenever good welding 
was achieved, the computed collision velocity for the 
corresponding operating parameters was of the order of 
400 m/sec. Since the sample strips to be welded move in 
opposite directions (in our experiment), before collision, 
the velocity of individual strip was 200 m/sec. For the 
data given in Table 2, the computation of collision ve-
locities and experimental verification is done. The input 
energy values mentioned in Tables 3-7 are predicted 
values to achieve the collision velocity of 400 m/sec and 
hence the welding. The comparison of the measured 
value for the data from literature and data calculated by 
our model is given. On the basis of this comparison, the 
correctness of the predicted values can be justified.   

The electrical circuit simulation of the experimental 
set up (shown in Figure 1) was done using MATLAB- 
SIMULINK. For our set up, the electrical parameters 
were measured as R=10 mΩ, L=400 nH and C=200 µF. 
For these values, the circuit was found to be under 
damped. For a specific value of charging voltage, the 
software calculated the damped sinusoidal current in the 
circuit. This was given as input to MAXWELL–SV 
software, which calculated the values of magnetic field 
and current induced in the job piece. 

The magnetic field density B generated by the coil is 
given by  

 H =Jc                (1) 

 and   B=µH                   (2) 
 

where Jc is coil current density and H magnetic field 
intensity. 

The electric field density, E and current density, Jw in 
the job piece are given by  

 E= -∂B/∂t           (3) 
and Jw= σE             (4) 

Lorentz force on the job piece is given by 
F= Jwx B               (5) 

The force generated (given by the above equation 5 is 
unidirectional and is of double the frequency of the input 
voltage/current frequency. The impulse generated is then 
given by 

Impulse =2  .F dt           (6) 
This impulse is used in plastic deformation and in setting 

up the collision velocity. A portion of energy is also lost in 
joule heating and in sonic and light energy during switching 
in the spark gap. Neglecting the losses during switching, one 
can write the energy conservation equation as 

1

2
CV2= 

1

2
LI2=V σ. de

dt
 + I2Rt + 

1

2
mvmax

2      (7) 

where term (V σ. de
dt

) represents the plastic strain energy 

and ‘σ’ is plastic stress and ‘e’ is the plastic strain, ‘m’ is 
the mass of colliding strip and ‘v max’ is the collision ve-
locity. 

In EMF process, kinetic energy is fully utilized in 
forming (free deformation) and in welding process, it is 
partly used. The remaining kinetic energy is responsible 
to generate the collision velocity required for impact 
welding. 

The force impulse (calculated by MAXWELL-SV) 
along with the geometry and mechanical properties were 
given as input to ANSYS software, which calculated the 
collision velocity. The properties of the materials used in 
the calculations are shown in Table1. 

3. Description of the Experimental Work 

The experimental layout of the EMW equipment is  
shown in Figure 1. It consists of high voltage power sup-
ply, energy storage capacitor bank, spark gap switch and 
the arrangement of the coil and the job piece. The dis- 
 

 
Figure 1. Schematic of EMW equipment. 
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Table 1. Electrical and mechanical properties of the materials. 

Metal 
Electrical Con-

ductivity 
(S/m) 

Mass density 
(Kg/m3) 

Young’s Modulus 
(N/m2) 

Yield Strength 
(N/m2) 

Al 38 x 106 2700 69 x 109 50 x 106 
Cu 58 x 106 8900 117 x 109 190 x 106 
SS 1.1 x 106 8000 193 x 109 210 x 106 

 
Table 2. Details of attempted weld samples in our laboratory. 

Al-Al sample thicknesses 
in mm 

Energy in kJ 
Cu-Al sample thicknesses 

in mm 
Energy in kJ 

0.5-0.5 4.0 0.5-0.5 5.0 
0.5-1.0 4.5 0.5-1.0 5.3 

1.0-1.0 5.0 Cu-Cu sample thicknesses 
in mm 

 

1.0-1.5 5.4 0.5-0.5 6.3 
1.5-2.0 

 
5.9 Al-S.S. sample thicknesses 

in mm 
 

0.5-3.0 6.3 0.5-0.5 5.2 
Cu-S.S. sample thicknesses 

in mm 
 1.0-0.5 5.5 

0.5-0.5 5.8 0.5-0.7 5.3 
 

Table 3. Showing energy requirement for welding Al-Al strips of different dimensions. 

Thickness of the job 
pieces (mm) 

Length of the job 
pieces (mm) 

Energy at 18 kHz 
( kJ ) 

Energy at 14.7 kHz 
( kJ ) 

Energy at 12.7 kHz 
( kJ ) 

1-1 70 5.00 6.25 7.17 
2-2 100 6.37 7.87 8.95 
3-3 150 8.87 11.00 12.70 
4-4 200 13.12 16.25 18.67 
5-5 300 17.62 21.75 24.95 

 
Table 4. Shows the energies required to weld Cu-Cu strips of different lengths and thicknesses. 

Thickness of the job 
pieces (mm) 

Length of the job 
pieces (mm) 

Energy at 18 kHz 
( kJ ) 

Energy at 14.7 kHz
( kJ ) 

Energy at 12.7 kHz 
( kJ ) 

0.5-0.5 70 6.35 8.43 9.6 
1.0-1.0 100 7.95 10.30 11.67 
1.5-1.5 150 11.05 14.00 15.57 
2.0-2.0 200 16.50 19.32 23.12 
2.5-2.5 300 22.30 27.00 30.87 

 
Table 5. Shows energies required to weld Al-Cu strips of different thicknesses and lengths. 

Thickness of the job 
pieces (mm) 

Length of the job 
pieces (mm) 

Energy at 18 kHz 
( kJ ) 

Energy at 14.7 kHz
( kJ ) 

Energy at 12.7 kHz
( kJ ) 

1(Al)-0.5(Cu) 70 5.37 6.70 7.70 
1(Al)-1.0(Cu) 100 6.55 8.20 9.25 
2(Al)-0.5(Cu) 150 6.95 8.75 10.05 
2(Al)-1.0(Cu) 200 8.62 10.25 12.00 
2(Al)-2.0(Cu) 300 12.75 15.87 18.25 

 
Table 6. Shows energies required to weld Al-S.S. strips of different thicknesses and lengths. 

Thickness of the job 
pieces (mm) 

Length of the 
Job pieces (mm) 

Energy at 18 kHz 
(kJ) 

Energy at 14.7 kHz
(kJ) 

Energy at 12.7 kHz
(kJ) 

1(Al)-0.5(S.S.) 70 5.52 6.90 7.95 
1(Al)-1.0(S.S.) 100 6.75 8.45 9.55 
2(Al)-0.5(S.S.) 150 7.20 9.05 10.40 
2(Al)-1.0(S.S.) 200 9.00 10.75 12.62 
2(Al)-2.0(S.S.) 300 13.50 16.87 19.50 
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Table 7. Shows energies required to weld Cu-S.S. strips of different thicknesses and lengths. 

Thickness of the job 
pieces (mm) 

Length of the Job 
pieces (mm) 

Energy at 18 kHz 
(kJ) 

Energy at 14.7 kHz
(kJ) 

Energy at 12.7 kHz 
(kJ) 

1(Cu)-0.5(S.S.) 70 6.27 7.90 9.20 
1(Cu)-1.0(S.S.) 100 7.75 9.70 11.05 
2(Cu)-0.5(S.S.) 150 8.45 10.55 12.15 
2(Cu)-1.0(S.S.) 200 10.75 12.75 14.87 
2(Cu)-2.0(S.S.) 300 16.02 19.62 22.62 

 
charge of the capacitor bank creates a damped sinusoidal 
current in the coil, which induces anti phase currents in 
the job piece. The interaction of these currents results in 
the creation of Lorentz force, the latter being responsible 
for the deformation and impact welding. The isometric 
view of the arrangement of the welding set up is shown 
in Figure 2. We have adopted the H type coil discussed 
by T. Aizawa et al. [13]. 

It may be noted that the ‘driver’ is one of the important 
components in the assembly. The driver is high conduc-
tivity material which is used for the welding of low elec-
trical conductivity metals. We have done extensive ex-
perimental and computational work on the performance 
of the drivers, which is being published separately [14]. 
A detailed procedure is given for the selection of the di-
mensions of the drivers and it’s frequency dependence. It 
is found that aluminium is the best driver material to 
achieve welding in all other metals. 

Figure 2 shows the arrangement for coil, driver, job 
piece and end connectors. The base width of the coil is 
‘wc’ which tapers down to ‘w’ near the job piece. The 
end connectors are placed at the ends along longitudinal 
direction, serve the purpose of providing the separation 
between the job pieces. They also enhance the induced 
currents in the job piece. The separation distance, is var-
ied by using the end connectors of different thicknesses. 
The length of the job piece and the driver was 7cm, for 
the readings shown in Table 2. The job pieces collide 
with each other and a lap weld joint is obtained by im-
pact. 

Due to the limitation of the capacitor input energy and 
the life of the coil, we have limited our experimental tri-
als for aluminium samples up to 3 mm thickness and that 
for copper and SS samples up to1mm thickness. The 
weld length and width in all the cases were 7 cms and 5 
mm respectively. These details are given in Table 2. It 
was observed that for a good weld the computed collision 
velocity was found to be about 400 m/sec, in all these 
cases. The predicted (extrapolated) energy values for 
jobs of larger size, in Tables 3-7 are calculated so as to 
achieve this velocity. The input energy is worked out by 
using the soft wares mentioned above. Since there is 
complete agreement between the computational and ex-
perimental observations, it can be conclusively said that 

the rest of the computational results can predict scaled up 
energies for jobs of different materials and of larger size. 
The comparison of the calculated results with the data in 
the literature is also given in the end. 

4. Discussion of the Results 

It can be observed from Tables 3-7, that the input energy 
goes on increasing with size of the job piece. The energy 
is the least for welding of aluminium and it successively 
increases for copper and SS for welding of dissimilar 
combinations of these metals, the energy requirement is 
intermediate. When the input energy is applied, the EM 
force (Lorentz force) is generated in accordance with 
electrical conductivity of the job piece. Out of the total 
input energy, some part is spent in spark gap switch (in 
the form of light and sound). The remaining energy is 
distributed in the leads and the welding/forming coil. 
Hence for better efficiency, the lead lengths should be 
minimized. Out of the energy, coupled to the coil, a part 
is coupled to job piece, depending on magnetic coupling 
between the former and the latter. The energy coupled to 
the job piece is initially spent in deformation of the job 
piece. Successively higher energy is spent for deforma-
tion for aluminium, copper and SS. The kinetic energy 
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Figure 2. Shows the arrangement for coil, driver, job piece 
and end connector. 
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available for impact welding goes on diminishing in the 
same sequence. The collision velocity further reduces 
due to increase in mass density. In order to have good 
weld joint, the job pieces should have sufficient velocity 
at the time of collision. Thus the mechanical and electri-
cal properties play crucial role in deciding the collision 
velocity. 

As mentioned earlier, it was explicitly established 
(from experiments and the computations) that the colli-
sion velocity required to achieve weld was of the order of 
400 m/sec and is independent of job sizes and the job 
material. The energies required for other sizes are calcu-
lated to achieve this velocity. Thus it is possible to estab-
lish scaling relationships with the help of mathematical 
model. 

In EMW/EMF applications, it is desirable to operate at 
as high frequency as possible. The upper limit is set by 
the size of overall circuit. Figure 3 shows the variation 
of EM force for different frequencies and job piece con-
ductivity values. 

Table 3 shows the values of energy for the welding of 
aluminium strips of different thicknesses and lengths. 
The separation distance between the colliding strips was 
adjusted to 2 mm. The same separation was maintained 
for the readings in Table 4 to 7. The frequency values 
are calculated for capacitor bank with capacitances of 
200 µF, 300 µF and 400 µF, operating at10 kV. In this 
table, decrease in frequency is observed due to increase 
of capacitance value. It can also be observed that the en-
ergy requirement goes on decreasing with the increase in 
frequency. This is because of the fact that at higher fre-
quency more magnetic field is contained in the job piece 
and less magnetic field diffuses out, which results in 
making the process more efficient. This trend can be ob-
served in all the readings in Tables 3-7. The energy re-
quirement increases with length and thickness of the job 
piece. This due two reasons, viz.-1) There is increase of  
 

 
Figure 3. Variation of EM force with frequency for various 
conductivity values of the job piece. 

inductance of the overall circuit and 2) With the increase 
of thickness, more energy is spent in deformation, re-
sulting in reduction of collision velocity. 

It is desirable to use a capacitor bank of lower capaci-
tance and higher voltage for jobs of larger size and of 
low conductivity materials. This type of selection can 
meet the demand of higher energy and higher ringing 
frequency simultaneously. For welding of the jobs with 
dimensions larger than that indicated in the tables, the 
ringing frequencies of the order of 30-40 kHz could be 
implemented. 

Table 4 shows the values of energy required to weld 
copper strips of different dimensions, without using alu-
minium driver. When Table 3 and 4 are compared, it can 
be observed that, for the same size, copper needs higher 
energy as compared to aluminium, to get welded. This is 
owing to better mechanical strength and mass density of 
the former. 

Table 5 shows the energy values to achieve welding of 
aluminium and copper strips of different sizes. For the 
results shown in Tables 5, 6 and 7 aluminium drivers of 
70 mm length, 5 mm width and 0.5 mm thickness was 
used to drive the copper and S.S. strips. When the read-
ings in Table 4 and 5 are compared, it can be observed 
that Al-Cu combination requires less energy as compared 
to Cu-Cu combination (compare reading 2 from Table 4 
and reading 2 from Table 5).This is quite obvious, owing 
to the fact that Cu is mechanically stronger than Al. 

Table 6 shows the energy values to achieve welding in 
aluminium and S.S. strips of different sizes. It can be 
observed from Table 5 and 6 that welding of Al-S.S. 
needs higher energy than Al-Cu, owing to better me-
chanical strength and mass density of S.S. as compared 
to that of copper. 

From Table 6 and 7, one can observe that the energy 
required for welding of Cu-S.S. is higher than the corre-
sponding combination of Al-S.S. This is again due to 
better mechanical properties of S.S. than that of copper. 

The readings from Tables 3-7 can be broadly summa-
rized as follows- 

1) The energy requirement increases with the increase 
in the dimensions of the job piece. 

2) The energy requirement increases at lower frequen-
cies due to increase of diffused out magnetic field, re-
sulting in reduction in energy available for generating the 
velocity.  

3) Aluminium needs the least energy for welding. 
4) It is found that welding can be achieved at lesser 

energy for other similar and dissimilar welding combina-
tions. Hence the use of aluminium as a driver is recom-
mended. 

5) The energy requirement goes on increasing succes-
sively for the combinations Al-Al, Al-Cu, Al-S.S., 
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Cu-Cu and Cu-S.S. This could be explained on the basis 
of mass density and electrical and mechanical properties 
of the metals involved in the process. 

6) It is interesting to note that in even case of copper 
the welding can be achieved at less energy. This ex-
plained elaborately in [14]. 

The Figures 4-9 show the photographs of samples 
welded in our laboratory. 
 

 
Figure 4. Al-Al welded sample. 

 

 
Figure 5. Al-Cu welded sample. 

 

 
Figure 6.Al-S.S. welded sample. 

 
Figure 7. Cu-S.S. welded sample. 

 

 
Figure 8. S.S.-S.S. welded sample. 

 

 
Figure 9. Cu-Cu welded sample. 

 

5. Comparison of the Computed Results with 
EMW System for Fabrication of S.S. Fuel 
Pins 

We have done the validation of our computational model 
with the data available for the welding set up reported by  
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Table 8. Data used in computational model. 

Sr. No Details of components / operational parameters Numerical data 

1 Capacitor bank ratings 37.5 µF, 50 kV, 47 kJ 

2 Actual charging voltage 37.5 kV 

3 Total circuit inductance 27 nH 

4 Outside diameter of the inductor coil 10.2 mm 

5 Length of the inductor coil 16.0 mm 

6 Inside diameter of the inductor coil (O.D. of the fuel pin) 5.84 mm 

7 Wall thickness of fuel pin 0.38 mm 

8 Taper angle of the end plug 50 

9 Acceleration step 0.25 mm 

10 Material of fuel pin and end plug S.S. 316 

 
Table 9. Comparison of the data. 

Sr.No. Parameter Data reported in ref. [10] 
Data calculated by 

our model 

1 Mag.field generated, B(max) More than 50 T 55 T 

2 Peak current 1.25 MA 1.40 MA 

3 Ringing frequency 165 kHz 165  kHz 

4 Pressure generated In excess of 689 MPa 840 MPa 

5 Collision velocity 305 m/sec (measured) 330 m/sec 

 
W.F.Brown et al. [15] which describes the electromag-
netic welding of SS fuel pins used in the breeder reactor. 
They have used 47 kJ, 50 kV capacitor bank to achieve 
the welding of SS fuel pins with the end enclosure, using 
a single turn inductor. The weld results are qualified by 
mechanical and metallurgical tests. The data shown in 
Table 8 is taken as input data in our computational 
model. 

Table 9 shows the comparison of the values reported 
in [10] and the values computed by our model. It can be 
observed that there is good amount of agreement.  

It is interesting to note that the value of measured col-
lision velocity (305 m/sec) reported in [10] is closely 
matching with the value calculated by our model (330 
m/sec). This observation underlines the correctness of 
our computational model. 

6. Conclusions 

It is possible to establish scaling relationships for the 
input energies for welding of jobs of different sizes and 
the materials, in the case of EMW process. It is also pos-
sible to decide appropriate values of the capacitance and 
voltage for the capacitor bank, depending on the size of 
the job. The correctness of the computational model is 
validated, using the data available on welding of S.S. 
tubes. This analysis gives important inputs for the pre-
dictive design and the standardization procedures and is 
equally applicable for tubular jobs. 
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ABSTRACT 

The aim of this study is to provide measurements of the electromagnetic field due to the ‘electrosmog’ emitted by some 
home electronic devices in the range of microwaves frequencies. The enormous increase in the use of mobile telephony 
throughout the world, microwave ovens, cordless phones and other high frequency home utilities suggests accurate 
measures of microwaves power density emitted by such devices to check that the exposure limits suggested by the In-
ternational Commission on Non-Ionizing Radiation Protection are not exceeded. Measurements were carried out by a 
Narda SRM 3000. Spectrum analysis mode was chosen as a preliminary analysis to quantify the frequencies intensities 
of electromagnetic waves. Time analysis was successively conducted to operate selective and continuous measurements 
at a fixed frequency, allowing temporal check of power density and the related electromagnetic field components emit-
ted by high frequencies home electronic devices. 
 
Keywords: Electrosmog, Electromagnetic Field, Microwaves, High Frequency, Mobile Phone 

1. Introduction 

The achievement of electronics in all technological sec-
tors and the growing demand for electric power have 
generated exposures of living beings to high frequencies 
electromagnetic field (HF-EMF). 

Power lines, electric generators and motors, electric 
appliances, electronic devices and wireless communica-
tion systems generate electric and magnetic fields. 

EMFs are produced everywhere in our homes, be-
cause of electrical wiring and very common devices 
such as electronic household appliances, mobile phone, 
microwave ovens, computers or television sets. Sig-
nificant changes are afoot in the telecommunications 
sector, thanks to progress made in the new UMTS 
technologies, which allow the transmission of huge 
amounts of data on the airwaves and signal repeaters or 
mobile phone aerials.  

All these technological environment produces a con-
tinuous electromagnetic waves emission, a phenomenon 
that has come to be known as ‘electrosmog’, a term 
coined in the 1970s. The part of the word ‘smog’ derives 
from the description of heavy industrial pollution where 
a mixture of smoke and fog produced horrendous clouds 
of air pollution in cities due to industrial processes. Elec-

trosmog describes the dirt of electromagnetic pollution 
that is invisible and undetectable. It can be considered as 
the sum of all radiation coming from artificial sources in 
our environment. 

The radiation produced by electrosmog can be broken 
down into different types.  

Electrical fields are generated between two poles of 
opposite electrical potential. The closer these poles are to 
each other the stronger the field between them. It is not 
necessary for electrical current to flow in order to gener-
ate an electrical field because electric fields occur when-
ever a voltage difference occurs. Hence, any electrical 
device whether switched on or off will be a source of 
electrosmog. This is particularly true for cables hidden in 
walls and floors and therefore they represent a potential 
source of extremely low field (ELF) electromagnetic 
radiation. 

Electric field component is usually not very strong in a 
building. High electric-field areas are found near TV or 
computer monitors, fluorescent lights or light dimmer 
controls and a safe distance from the field source is 1 
meter at least. Electric fields are high near high-voltage 
power lines, but these fields rarely penetrate into a house.  

In contrast, magnetic field component is much more 
common at home than electric field. Magnetic fields are 
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generated when electricity flows through electrical con-
ductors. Like electric fields, they produce current in the 
body. Most of the recent health concerns have been about 
magnetic fields.  

The main sources of ELF magnetic fields are electrical 
appliances, power lines or underground power cables, 
transformers, motorized equipment, computers and any 
modern electronic equipment.  

New wireless technologies produced the electromag-
netic contamination as electrosmog in the ranges of ra-
diofrequency (RF) and microwaves (MW) generated by 
HF-EMFs. RF frequency range occurs from 100 kHz to 
300 MHz, MW are at frequencies falling between 300 
MHz and 30 GHz on the electromagnetic spectrum. Al-
most all RF-MW radiation is man-made, produced by 
satellites, radar, radio, mobile phone, baby-phones, cord-
less telephones, bluetooth and more, in order to enable 
technical applications such as signals traveling over long 
distances. 

HFs EMF can be produced either by nearby transmis-
sion towers or by central stations of mobile phones, 
while the field of a low frequency is mainly spread by the 
equipment in the home, as well as by electrical wiring.  

Since 1970s, base stations for mobile telecommunica-
tion have been spreading across the urban centres, in-
creasing the electromagnetic contamination in the RF- 
MW range.  

Mobile phone devices use electromagnetic radiation in 
the microwave range, at frequency bands usually close to 
900 and 1800 MHz that can interfere in the nervous sys-
tem of organisms.  

In spite of the great number of studies performed, 
knowledge about the adverse effects of RF and MW ra-
diation on human health, or the biological responses to 
their exposure, is still limited [1,2].  

Many scientific studies have investigated possible 
health effects of mobile phone radiations. An assessment 
published in 2007 by the European Commission Scien-
tific Committee on Emerging and Newly Identified 
Health Risks (SCENIHR) concluded that no significant 
health effect has been demonstrated from mobile phone 
radiation at normal exposure levels. However, more 
studies concerning potential health effects on children are 
needed [3]. 

Some scientific studies focused on the danger of MW 
radiation for health in humans and animals [4]. It was 
demonstrate that animals exposed to RF-MW field in the 
vicinity of transmitting antennas show conspicuous ab-
normalities [5,6]. 

It was found that RF-MW radiations produce a re-
sponse in many types of neurons in the avian Central 
Nervous System [7]. MW radiation emitted by mobile 
phones can affect central cholinergic activity in the rat [8] 

and their learning memory tasks [9]. Furthermore, effects 
on blood-brain barrier permeability [10,11] and oxidative 
damage in brains tissues [12] were observed.  

Karinen et al. [13] demonstrated that protein expres-
sion in human skin can be affected by the exposure to 
RF-EMF. Calabrò et al. [14] observed changes in 
heat-shock proteins expression of human neuronal-like 
cells exposed to MW radiations. In addition, several 
studies proved that the exposure to RF-MW radiation can 
alter DNA and gene structures [15-17].  

In view of previously effects of RF-MW radiations, 
various authorities have long defined limit values to pro-
tect people from excessive exposure. 

National radiation advisory authorities have recom-
mended measures to minimize exposure to their citizens, 
following the Guidelines for exposure limits to electro-
magnetic fields of the International Commission on 
Non-Ionizing Radiation Protection (I.C.N.I.R.P.) [18].  

However, it becomes necessary to avoid overexposure 
to electromagnetic waves and to make sure that installa-
tions are carefully and regularly monitored. Hence accu-
rate measures need for monitoring power density and 
EMF emitted by the most used electronic devices in our 
home, particularly those emitting RF-MW radiations. 

2. Materials and Methods 

The value of electrosmog is generally measured by 
means of monitoring stations located in the vicinity of or 
inside the critical zones. The instrument used is available 
not only to the cantonal or local council authorities, but 
also to the population.  

Electrosmog-meter-detector such as Gaussmeter, Teslameter, 
ELF-meter, are needed to measure the level of ELF-EMF 
produced by power lines, computers, TVs, kitchen ap-
pliances, enabling to find hidden sources of ELF fre-
quency magnetic fields, and determining the effective-
ness of eventual electric shielding devices.  

HF-meter/detector can be used to measure the elec-
tromagnetic field emitted by high frequency appliances 
and devices. 

A SRM-3000 instrument of Narda Safety Test Solu-
tions was chosen to measure the electromagnetic field 
components related to three typical high frequency home 
utilities. Narda SRM 3000 frequency range can vary 
from 100 kHz to 3 GHz. It was linked through a cable to 
a Narda three axis antenna covering the frequency range 
from 75 MHz to 3 GHz, determining the three spatial 
components of the EMF being measured. 

The “Spectrum Analysis” mode of the device was 
chosen as preliminary analysis. This function enables to 
detect and quantify the frequencies values relative to the 
electromagnetic waves impinging the three axis antenna. 
Hence, in Spectrum Analysis mode all the field compo-
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nents in the environment can be detected and measured. 
The frequency range in Spectrum Analysis can be set by 
entering the upper and lower frequencies. Spectra analy-
sis represented in Figure 1 and Figure 3 were carried out 
by setting a narrow frequency range so that the maximum 
number of frequencies can be detected. 

Otherwise, only signals which are separated by a fre-
quency greater than the defined resolution bandwidth 
(RBW) can be distinguished from one another. Hence the 
RBW characterizes the selectivity of the spectrum ana-
lyzer in respect of signals having the same amplitude.  

The SRM-3000 can automatically define a suitable 
RBW, depending on the selected frequency span. This 
function gave the value RBW = 6 MHz for the spectral 
analysis shown in Figure 1 and Figure 3. 

The Average Mode was chosen as result type, and the 
average of the measured values were taken over a num-
ber of 16 results. 

In “Time Analysis” mode, the device can provide se-
lective and continuous measurements at a fixed fre-
quency, allowing temporal check of power density of 
radiation. In addition the intensities of the related electric 
and magnetic field components can be monitored. This 

operating mode is ideal for timer-controlled measure-
ments since the instrument mode enables one to carry out 
selective measurements at a defined frequency, to moni-
tor the EMF level at the selected channel.  

This operating mode function produces that RBW can 
be selected to match the channel bandwidth, averaging 
over a user defined time period, e.g. 6 minutes. Better 
results were obtained at RBW = 5 MHz. 

Spectrum and Time analysis results were transferred to 
a PC for monitoring the electromagnetic components 
related to the RF-MW emitted during some conversations 
by mobile phones and cordless telephones, and during 
microwave ovens working. 

Mobile phones, microwave ovens and cordless tele-
phones have been considered the most representative 
home electronic utilities emitting in the range of MW 
radiation. 

The mobile phones Nokia 1208, LG model U8330, 
Motorola V635, the microwave ovens Whirlpool Model 
AVM 541/WP/WH, Termozeta MW 250 D, Samsung CE 
137, and the cordless telephones Brondi DC3010, Sie-
mens Gigaset A38H, were used to measure MW radia-
tion emitted during their working. 

 

 
Figure 1. A representative spectrum analysis of the electric field component measured by Narda SRM 3000 at 2 cm from a 
mobile phone Nokia 1208 during a conversation. The limit of 59 V/m suggest by the ICNIRP for the electric component was 
exceeded at 1766 MHz. 



Monitoring Electromagnetic Field Emitted by High Frequencies Home Utilities 

Copyright © 2010 SciRes.                                                                              JEMAA 

574 

 
Figure 2. A typical time analysis of the magnetic field component measured by Narda SRM 3000 at 2 cm from a mobile phone 
Nokia 1208, with respect to a frequency centred at 1757 MHz during an exposure. 
 

3. Results and Discussion 

A typical house consists of a matrix of wires throughout 
the walls and ceilings. Moreover home devices or appli-
ances are particularly MW sources, above all mobile 
phones and transmission masts, Wi-Fi systems and cord-
less phones. 

First, we must differentiate between thermal and 
non-thermal effect of RF-MW radiations.  

Whereas electric currents flow inside the body when 
ELF is concerned, the radiated energy within the body 
in HF fields is mainly transformed into heat, and the 
temperature increase in the organism can cause dam-
age.  

The unit used to measure it is the Specific Absorption 
Rate (SAR) which is given in watts per kilogram and its 
maximum levels for modern handsets have been set by 
governmental regulating agencies. In the USA a SAR 
limit of 1.6 W/kg has been assigned, averaged over a 
volume of 1 gram of tissue, for the head. In Europe, the 

limit is 2 W/kg, averaged over a volume of 10 grams of 
tissue.  

Second, it must be taken into account that besides the 
thermal effect, the so-called “non-thermal effect” of the 
fields can have a negative influence on the biological 
system, an effect which can occur even when the radia-
tion emission is extremely low. Persons working in MW 
fields have reported headaches, eyestrain, over-all fatigue 
and disturbance of sleep. These effects have been associ-
ated with the interaction of the MW fields with the cen-
tral nervous system of the body. Such effects have been 
labeled as "non-thermal" interactions. These may be re-
sponsible for some of the long-term effects from pro-
longed exposure to low levels of EMFs. There is no con-
firmed scientific evidence to prove a link between such 
effects and MW exposure. However, accurate monitoring 
need to check that exposure limits recommended by 
I.C.N.I.R.P., at least, are not exceeded. 

Results reported here strictly depend on the local base 
station to which mobile phone signal was transmitted. In 
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fact, when a user of a mobile phone makes a call, it is 
transmitted to the nearest base station, which receives 
and transmits radio signals in its area. The area covered 
by a base station is called a “cell”. The number of cells 
varies in different areas, depending on the volume of use. 
Areas with a high volume of mobile phone use will have 
more cells, and as the phone user moves around, the ra-
dio signal can be switched from one cell to another, 
maintaining a good connection.  

The total power output of a typical mobile phone base 
station depends on the type of antenna, the number of 
analog and digital channels that operate at a given time 
and at their maximum strength, and the antenna gain 
which gives the signals direction and strength. In addi-
tion, the power level generated by a mobile phone to 
maintain a good connection depends on the distance from 
the base station: more power is needed for great distances 
from the base station within a cell. 

The power output is less when the base station is close 
to the phone user. Hence, base stations are being placed 
closer together, to make it simpler for a phone and a base 
station to communicate reliably and to minimize the 
power output of a mobile phone. 

This fact suggests particular checks of power level 
during cellular phone calls in areas with a low volume of 
use, because a great distance from the base station could 
increase the power output of a typical mobile phone 
working. 

Measurements were carried out in South-Italy to check 
that the power density at 1-2 centimetres from some cel-
lular phones was lesser than 9 W/m2 (resulting from the 
expression f / 200 as to the frequency of 1800 MHz) in 
line with the Guidelines for public exposure limits to 
electromagnetic fields [18]. 

Analogue checks were performed with respect to the 
electric and magnetic components of the electromagnetic 
field. 

The magnetic field component H should be lesser than 
111 mA/m (as to 900 MHz band) and 159 mA/m (as to 
1800 MHz band), resulting from the expression H < 
0.0037 f ½ (Am-1) reported on Table 7 of the mentioned 
Guidelines. Finally, the intensity of the electric field 
component E must not exceed the limit of 59 V/m re-
sulting from the expression E < 1.375f ½ [18]. 

Several measures were performed by spectrum analy-
sis mode of Narda SRM 3000 to find the exact frequency 
values where the highest peaks occur during a call, con-
necting with local phone networks such as Vodafone or 
Wind. A representative spectrum analysis of the electric 
field component measured at 2 cm from a mobile phone 
Nokia 1208 during a call is shown in Figure 1. 

Figure 1 shows as the radiation emitted by a mobile 
phone working consists of a number of peaks at different 

frequencies close to 1800 MHz, whose intensities change 
continuously during the conversation, due to the con-
tinuous connections to the local base station as above 
specified. In particular, the spectrum represented in Fig-
ure 1 shows that the limit of 59 V/m for the electric com-
ponent was exceeded at the frequency of 1766 MHz dur-
ing a measurement. Nevertheless the peak intensities of 
EMF frequencies change continuously during mobile 
phone working, as it can be observed by time analysis 
mode. 

A typical time analysis of the magnetic field compo-
nent due to the MWs emitted by the same mobile phone 
during a conversation is represented in Figure 2 with 
respect to a frequency centred at 1757 MHz, where ap-
peared that the limit of 159 mA/m was not exceeded 
during an exposure of 5 minutes at that fixed frequency. 

Microwave oven is another common device often used 
at home. The source of the radiation in a microwave oven 
is the magnetron tube, which converts powerline electric 
current to electromagnetic radiation around 2450 MHz.  

The high voltage (about 3,000 or 4,000 volt) which 
powers the magnetron tube is produced by a step-up 
transformer rectifier, and filter which converts the AC of 
line voltage to 4 kV DC.  

The microwave energy from the magnetron is trans-
ferred to the oven cavity through a waveguide section. 
Heat is produced when the water molecules in the food 
vibrate (at a rate of 2,450,000,000 times per second) 
when the food absorbs the microwave radiation. The 
movement of the molecules produce friction which 
causes heat.  

Microwave ovens are heavily shielded to stop leakage 
and shut off automatically if the door is opened. None-
theless, microwave ovens use a lot of grid electricity and 
produce high levels of power frequency EMF as much as 
200 mG at 50 centimeters. 

Typical levels of radiation leakage from microwave 
ovens is about 0.2 mW/cm2. 

A spectrum analysis was acquired at 30 cm from the 
door of a working Whirlpool AVM 541/WP/WH. Spec-
trum analysis of the electric component was represented 
in Figure 3(a), in which a maximum appears around 
2470 MHz within a range of exposure from 2400 to 2480 
MHz. Spectrum analysis of magnetic component was 
represented in Figure 3(b), as well. Such results showed 
that electric and magnetic components related to the MW 
radiation do not reach high values during microwave 
ovens working, as confirmed by other measurements 
carried out on the microwave ovens devices listed in sec-
tion 2.  

Furthermore, the relative measured power frequency 
electromagnetic field was lesser than 100 mW/m2, as 
shown in Figure 4 at the same exposure conditions. 
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(a) 

 
(b) 

Figure 3. (a) A representative spectrum analysis performed by Narda SRM 3000 in the range of 2400-2500 MHz of the elec-
tric component related to MW radiations generated by a working microwave oven Whirlpool Model AVM 541/WP/WH, ac-
quired at 30 cm from the door’s device; (b) Spectrum analysis of the magnetic component emitted by a microwave oven 
Whirlpool Model AVM 541/WP/WH at the same exposure conditions illustrated for Figure 3(a). 
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Figure 4. A typical spectrum analysis of the relative power density emitted by a microwave oven Whirlpool Model AVM 
541/WP/WH, measured at the same exposure conditions indicated for Figure 3(a) and Figure 3(b). 
 

Some standards applied to microwave ovens sets safe 
exposure limits as follows. 

In U.S.A. the ANSI/IEEE-C95.1-1991 stated that the 
power density of a microwave oven should not exceed 
1.6 mW/cm2 at 2450 MHz for human exposure in uncon-
trolled environments. 

Otherwise the IRPA (International Radiation Protec-
tion Association) Guidelines recommends exposure limit 
of 5 mW/cm2 for RF workers and 1 mW/cm2 for the 
general public. These exposure limits are averaged over 6 
minutes period.   

Regarding cordless telephone system the handset is not 
wired to its base unit, but wireless communication tech-
niques between a remote handset and its base unit is used, 
permitting a user to move freely and not be physically 
restricted by a telephone cord. 

The base unit provides a wireless connection to a 
handset. The handset is capable of receiving and trans-
mitting signals over a wireless link to the base unit. The 
handset can be removed from the base unit and used 
within a predetermined range, which is limited by the RF 
signal strength and not cord length. Cordless telephones 
typically operate over a RF portion of the spectrum set 
aside for general public use. The frequency band is bro-
ken up into a number of channels that may be used by the 
handset and base station. Only a relatively small portion 

of the radio spectrum has been allocated to cordless tele-
phones and these telephones operate on a selected band 
of a relatively few channels, as can be observed in Fig-
ures 5(a),(b).  

The RF link either transmits the voice signals between 
the base unit and the remote handset using frequency 
modulation techniques or using digital techniques such as 
quadrature amplitude modulation or frequency shift key-
ing. The RF link between the handset and the base unit is 
typically divided into two portions, such as an uplink 
from the handset to the base unit at a first frequency, and 
a downlink from the base unit to the handset at a second 
frequency. 

DECT base stations transmit signals permanently, 24 
hours a day, even when the phone is not being used.  
The small installation works just like a big one with 
pulsed radio signals, pulsed at 100 Hz in the low fre-
quency range and high-performance in the HF typical 
range between 1800 and 1900 MHz.  Spectral analysis 
of power density and magnetic component of MW emit-
ted by the model Brondi DC3010 are shown in Figure 
5(a) and Figure 5(b), respectively. 

It was verified that the limit of [18] was not exceeded 
and that the exposure occurs within a narrow frequency 
range from 1880 and 1890 MHz. 

The increase of temperature in cordless devices is gene-
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(a) 

 
(b) 

Figure 5. (a) A typical spectrum analysis of magnetic component of microwaves emitted by a cordless Brondi 
DC3010, acquired by Narda SRM 3000. (b) A typical spectrum analysis of power density of microwaves emitted 
by a cordless Brondi DC3010, acquired by Narda SRM 3000. 
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rally lesser than that produced by mobile phones batteries. 
This may be wrongly interpreted by users as a lack of 
warning about eventual long-term effects on health. 

4. Conclusions 

This brief study has provided measuring methods to 
quantify high frequency electromagnetic radiation levels 
coming from artificial sources in a typical house. Spec-
trum and time analysis modes performed on mobile 
phones microwaves showed that the limits recommended 
by the I.C.N.I.R.P. can be exceeded during a conversa-
tion, depending on the distance of the user from the local 
base station. Analogue measures relative to high fre-
quencies radiations of some cordless telephones evi-
denced microwave radiation emissions in a narrow band 
close to 1900 MHz, within those suggested exposure 
limits. Spectrum analysis performed on some working 
microwave ovens showed a large frequency range expo-
sure from 2400 to 2500 MHz, not exceeding the limits 
recommended by some international guidelines. Never-
theless such result can not be considered negligible. Our 
measurements and other previous studies performed so 
far suggest to monitor RF-MW intensities in our living 
environment. However, further research is needed to find 
reliable protective effectiveness relative to high frequen-
cies home devices. 
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