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ABSTRACT 

Although stem cell therapies have been proposed as a candidate for treating neurological diseases, the best stem cell 
source and their therapeutic efficacy remain uncertain. Embryonic stem cells (ESCs) can efficiently generate multiple 
cell types, but pose ethical and clinical challenges, while the more accessible adult stem cells have a limited develop-
mental potential. Following included-expression of Nanog, an ESC gene, adult human mesenchymal stem cells (HMSCs) 
are able to develop into cells exhibiting neural cell-like characteristics based on morphology, cell markers, and gene 
expressions. After expansion, Nanog overexpressed HMSCs differentiated into cells immunopositive for III-tubulin 
and glial fibrillary acidic protein, lineage markers for neurons and astrocytes, respectively, under the influence of con-
ditional media from differentiated human neural stem cells. This result indicates that the Nanog expression increased 
the ability of HMSCs to become a neural cell lineage. We further demonstrated that Nanog-overexpressed HMSCs were 
able to survive, migrate, and undergo neural cell-like differentiation after transplantation in vivo. This data offers an 
exciting prospect that peripheral adult stem cells can be modified and used to treat neurological diseases. 
 
Keywords: Stem Cells, Dedifferentiation, Transplantation, Nanog 

1. Introduction 

The central nervous system is one of the most limited 
systems in the human body in terms of regeneration and 
recovery after cell loss [1]. While many pharmacological 
treatments mediate symptoms, they fail to cure neuro-
logical diseases. Today, many researchers are investigat-
ing stem cells as potential therapeutics to overcome this 
issue. 

The use of embryonic stem cells (ESCs) has been 
proposed as the most promising strategy for treatment of 
neurological diseases because of their pluripotency to 
become a variety of tissues, but concerns over ethics 
[2-4], immune response [5,6] and tumor formation [7-9] 
have been major barriers for their clinical use. Adult 
stem cells are known to exist throughout the body, and 
they can be harvested from a patient and autologously 
transplanted back to the patient. The autologous approa-  

ch will eliminate the issues associated with the use of 
ESCs. However, the ability of adult stem cells to develop 
along multiple lineages is limited by their tissue origin. 
Thus to regenerate neural tissue, neural stem cells (NSCs) 
isolated from brain tissue are needed. However, finding 
the tissue within a patient from which to isolate them 
may be difficult. Utilization of other easily accessible 
adult stem cells, such as mesenchymal stem cells (MSCs) 
found in the bone marrow, could eliminate the difficulty 
of acquiring transplantable material. Although studies 
have claimed that human MSCs (HMSCs) transdifferen-
tiate into cells outside their restricted germ layer, the 
transdifferentiation could have been from a very limited 
population of HMSCs [10,11] or due to the low frequen-
cies of cell fusion, which allow HMSCs to acquire char-
acteristics of multiple cell types by fusing to somatic 
cells [12,13]. Therefore, a strategy to increase the trans-
differentiation abilities of adult stem cells is requisite for *This research was supported by NIH grant R01 AG 23472-01. 
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their use in neuroreplacement therapies. 
In a previous study, we demonstrated that HMSCs 

treated with bromodeoxyuridine (BrdU), which is in- 
corporated into the DNA as a thymidine analog, undergo 
neural differentiation following transplantation in the 
brains of rats and improve cognitive function [14]. This 
result indicates that epigenetic modification of the adult 
stem cells may increase their potency. However, effi-
ciency of transdifferentiation and concerns with the non- 
specific epigenetic modification, led us to explore other 
strategies. 

One possible strategy is cell fusion that would alter the 
characteristics of adult stem cells based on the exogenous 
cell used for merging. This method could change the 
transdifferentiation ability of cells allowing them to de-
velop into cells beyond their respective lineage [15-17]. 
The fusion of somatic cells to ESCs prompts expression 
of the ESC gene Oct-4 [17,18]. Thus, the expression of 
stem cell genes that regulate self-renewal and pluripo-
tency may play an integral role in reprogramming the cell 
lineage. 

Earlier studies have indicated that the expression of 
critical stem cell genes is capable of maintaining ESCs in 
a pluripotent state. The over-expression of ESC genes, 
including Nanog [19,20], Pem [21] and Rex1 [22], su- 
ppressed differentiation of ESCs, while the presence of 
elevated levels of Oct-4 was insufficient to guard against 
ESCs differentiation [23]. In this study, we tested our 
hypothesis that developmental ability of HMSCs can be 
increased by changing the gene expression profile through 
the over- expression of Nanog, and the resulting cells can 
be transdifferentiated into neural cells. This technology 
may allow us to perform autologous therapies to treat 
neurological diseases using patients’ own HMSCs. 

2. Materials and Methods 

Cell culture: Adult human bone marrow-derived HMSCs 
(Cambrex) were cultured in DMEM (Invitrogen) sup-
plemented with 1% antibiotics (Invitrogen) and 10% FBS 
for improved HMSC growth (StemCell Technologies). 
Per Cambrex product information, mesenchymal stem 
cells are harvested and cultured from normal human bone 
marrow. Cell purity is far higher than cells from tradi-
tional Dexter cultures. Cells are tested for purity by flow 
cytometry and for their ability to differentiate into osteo-
genic, chondrogenic and adipogenic lineages. Cells are 
positive for CD105, CD166, CD29, and CD44. Cells test 
negative for CD14, CD34 and CD45. Media systems are 
available to support growth of HMSCs, and their differ-
entiation into adipogenic, chondrogenic, and osteogenic 
lineages. Cells were cultured in T75 tissue culture treated 
flasks (BD Biosciences) and incubated in a CO2 chamber 
at 37℃ with 5% CO2 (NuAire). Co-culture experiments 

were carried out using differentiated NSCs in Falcon tissue 
culture treated 6-well plates (BD Biosciences). Prior to 
co-culture, fetal-derived human NSCs (Cambrex) were 
expanded in serum-free NSC medium of DMEM/F12 
(Invitrogen) supplemented with B27 (1:50, Invitrogen), 
basic Fibroblast Growth Factor (bFGF, 20 ng/ml, R&D 
Systems), Epidermal Growth Factor (EGF, 20 ng/ml, 
R&D Systems), heparin (0.18 U/ml, Sigma), and 1% 
antibiotics (Invitrogen). Cells were allowed to spontane-
ously differentiate for one week in tissue culture treated 
6-well plates containing serum-free neural basal medium.  

For co-culture, cell culture inserts with a semi-perme- 
able membrane with 0.4 µm pores (BD Biosciences) 
were used to separate the Nanog-transfected HMSCs 
from the differentiated HNSCs. This allowed for the dy-
namic exchange of secreted factors and eliminated direct 
cell contact to avoid possible cell fusion. Nanog- or 
mock-transfected HMSCs were then transferred to 
co-culture to promote neural differentiation. To eliminate 
Nanog expression in viral-loxP-Nanog-transduced HMSCs 
prior to the co-culture, plasmids containing the Crere-
combinase gene regulated by an EF1 promoter (Ad-
dgene, plasmid 11918) were transfected into the cells 
using the FuGene 6 reagent. Cells were allowed to dif-
ferentiate for 10 days and then stained for early (III- 
tubulin) and mature (MAP2) neuronal markers and as-
trocytic markers, GFAP and S100. 

Cloning of Nanog gene: Nanog was originally cloned 
from male genomic DNA that was pre-digested with the 
restriction enzymes NotI, XbaI, and SpeI, then amplified 
by PCR using Nanog-specific primers, (CGTTCTGCTG- 
GACTGAGCTGGTT, CGGGCGGATCACAAGGTCAG). 
PCR conditions consisted of pre incubation at 94℃ for 
three minutes, 30 cycles consisting of 94℃ for one mi- 
nute, 52℃ for 30 seconds, and 72℃ for three minutes, 
and post dwells at 72℃ for 10 minutes. The PCR pro- 
duct was then placed into a mammalian expression ve- 
ctor (TopoHisMax 4.1, Invitrogen) according to manu-
facturer’s protocol. The cloned sequence was confirmed 
by DNA sequencing.  

Production of lentivirus containing Nanog: The gene 
encoding for Nanog (gift from Austin Smith, MD Uni-
versity of Cambridge) was amplified using the Herculase 
II fusion DNA polymerase (Promega) and gene-specific 
primers containing a BamHI enzyme-cutting site in the 
forward primer and a SalI-cutting site in the reverse 
primer (ATAGGGATCCACATGAGTGTTGACCCAG- 
CTT, ATAGGTCGACTCACACGTCTTCAGGTTGCA). 
The PCR amplified Nanog was sub-cloned into the pLox 
lentiviral vector (gift from Didier Trono, MD and Patrick 
Salmon, MD, LVPU, Centre MédicalUniversitaire, 
Genève, Switzerland).  

Production of a lentiviral vector containing the Nanog 
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sequence was carried out using a vector containing a 
LoxP site. The pLoxNanog vector, the packaging vector 
pCMVR8.91 (AddGene) encoding for regulatory pro-
teins Tat and Rev as well as the Gag and Pol precursors, 
and a vector for the envelope protein VSV-G (Clontech) 
were used for viral production. The aforementioned vec-
tors and lentiviral vectors pLoxNanog and pLoxGFP, 
combined with the packaging and envelope plasmids at a 
ratio of 2:1:1 (pLox:pCMV∆R8.91:pVSV-G) [24,25], 
were transiently transfected into the HEK293T/17 cell 
line (ATCC) using Lipofectamine (Invitrogen) at a DNA 
(20g) to Lipofectamine ratio of 1:2.5. The cell culture 
media was removed at 24 hours and collected every 12 
hours thereafter for the next two days to harvest the viral 
supernatant. 

Non-viral and viral gene delivery: For non-viral gene 
transfection, 75% confluent HMSCs were transfected with 
3 µg of Nanog vector using two different reagents, Neu-
roporter (Gene therapy systems) or FuGene 6 (Roche), at 
DNA to reagent ratios of 1:15 and 1:3, respectively. Pro-
liferative clusters began to emerge after one week and 
grew large enough for expansion typically by three 
weeks. Clustered cells that resembled Nanog-transfected 
HMSCs were passed by mechanical dissociation from the 
feeder layer and subsequently plated with a feeder cell 
layer of HMSCs. 

For lentivirus-mediated transfection, viral supernatant 
was transferred to HMSC cultures for viral transduction. 
Delivery of Nanog was analyzed through fluorescent 
microscopy for positive green fluorescent protein (GFP) 
expression. Differentiation was induced through the de-
letion of the Nanog-containing proviral sequence with a 
vector encoding for Crerecombinase (Addgene pBS513) 
[26]. The Cre vector, which contains an EF1 promoter 
[26,27], was delivered to the cells through chemical 
transfection. Following Cre-transfection, cells were used 
for neural differentiation or gene expression analysis at 
72 hours post-transfection. All recombinant DNA re-
search was performed in accordance with NIH guide-
lines. 

Gene expression analysis: RNA extraction was per-
formed using TRIzol (Invitrogen) according to manufac-
turer’s instructions. Media was removed from cultured 
cells and incubated with 1ml of TRIzol for five minutes 
at room temperature. Reverse transcription was per-
formed using an iScriptcDNA synthesis kit (Bio-Rad). 

Primers used for RT-PCR were GAPDH (AGCCA-
CATCGCTCAGACACC, GTACTCAGCGGCCAGCA- 
TCG), -actin (TCCTGAGCGCAAGTACTCC, AAG-
CATTTGCGGTGGACGA), Nanog (ACAACTGGCCG- 
AAGAATAGC, AGTGTTCCAGGAGTGGTTGC), Oct-4 
(CTTGCTGCAGAAGTGGGTGGAGGAA, CTGCAG- 
TGTGGGTTTCGGGCA), TERF1 (GCAACAGCGCA- 

GAGGCTATTATT, AGGGCTGATTCCAAGGGTG- 
TAA), Sox-2 (ATGCACCGCTACGACGTGA, CTTTT- 
GCACCCCTCCCATTT), ZFP342 (GAAGGCATCACC- 
CAAAAAGA, GCGGTTGAGCTTACTGCTCT), TERT 
(CGGAAGAGTGTCTGGAGCAA, GGATGAAGCGG- 
AGTCTGGA), and eGFP (CCTGAAGTTCATCTGCA- 
CCA, GGTCTTGTAGTTGCCGTCGT). 

Real-time two-step RT-PCR was performed using a 
SYBR green PCR mix (Bio Rad), carried out in a My-
IQiCycler (Bio Rad) and then analyzed by the Ct 
method as previously described [28,29]. 

Stem cell transplantation: Two different transplanta-
tion studies were performed with C57/Black mice at four 
months of age in accordance with approved protocols 
from the University of Central Florida’s Institutional 
Animal Care and Use Committee.  

The animals were fixed in a stereotaxic apparatus and 
approximately 1x105 cells in 10 µl of phosphate-buffered 
saline (PBS) were slowly injected into the right lateral 
ventricle (coordinates: AP -1.4, ML 1.8, DV 3.8). Ex-
periments were carried out independently using HMSCs 
dedifferentiated through non-viral transfection or lentivi-
ral transduction.  

Brain sample preparation: Animals were deeply 
anesthetized and perfused using a 10% sucrose solution 
followed by fixation with a 4% paraformaldehyde PBS 
(pH 7.2). Following fixation, brains were removed and 
placed inside a 20% sucrose/4% paraformaldehyde solu-
tion and left overnight at 4℃. When the brain settled to 
the bottom of the container, it was froze in isopentane 
pre-cooled by submerging the beaker into liquid nitrogen. 
The brains were mounted using a cryomedium, sliced 
into 20 m sections using a cryostat at –20℃ and col-
lected in PBS and stored at 4℃ until antibody staining. 

Immunocytochemistry and immunohistochemistry: Cul- 
tured cells were washed with PBS then fixed with a 4% 
buffered paraformaldehyde (Sigma) solution overnight at 
4℃. Following fixation, cells were washed with PBS 
(Sigma) then permealized with PBS-Tween (Sigma) con- 
taining 0.1% Triton-X (Fisher Scientific) for one hour at 
room temperature. Brain sections were washed with PBS 
then permealized by incubation in PBS-Tween with 0.1% 
Triton-X at room temperature for one hour. The samples 
were then incubated for one hour at room temperature in 
a blocking solution of PBS-Tween with 3% donkey se-
rum (Jackson ImmunoResearch). Primary antibodies 
TRA-1-60 (MAB4360), SSEA-3 (mab4303), Sox-2 
(AB5603), MAP2 (AB5622), and Oct-4 (mab4305) all 
from Chemicon, Nanog (AF1997, R&D Systems), 
III-tubulin (T8660, Sigma), S100 (S2644, Sigma), and 
GFAP (G9269, Sigma) were added to blocking solution 
and incubated overnight at 4℃. The next day, samples 
were washed with PBS and incubated in the dark with 
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FITC- or TRITC-conjugated secondary antibodies at 
room temperature. Samples were washed with PBS, 
cover-sliped with water-based mounting solution contain-
ing DAPI (Vector Laboratories), and sealed using clear 
nail polish. 

3. Results 

Cloning of Nanog: Sequence analysis of the clone estab-
lished from genomic DNA showed over 99% sequence 
identity with Nanog but did not contain introns, suggest-
ing that it may be Nanogpseudogene 8 (NANOGP8) [30], 
one of twelve Nanog variants [30-32]. The high homo- 
logy and intact coding region suggests that the cloned 
sequence should be indistinguishable from Nanog and 
the translated product virtually identical to the actual 
Nanog protein, with the exception of substitutions occur- 
ing in residues 16 and 253, changing alanine and gluta-
mine for glutamate and histidine, respectively. The 
cloned gene sequence can be segmented into seven dis-
tinct regions: the 5’ untranslated region (UTR), N-terminal 
domain, homeodomain, C1 domain, Cw domain, C2 do-
main, and the 3’ UTR. The 5’ region contains binding 
sites for ESC genes Oct-4 and Sox-2, which are part of a 
transcriptional regulatory loop [33-35]. The 5’ region 
also contains a p53-binding site within the Nanog pro-
moter region that facilitates ESC differentiation [36] and 
is possibly responsible for the shift in replication timing 
observed with neural differentiation [37]. The N-terminal 
region of Nanog has transcriptional activity [38] and en-
codes for a sequence containing a SMAD-binding do-
main [31,39]. The homeodomain portion is similar to the 
NK-2 and ANTP family of homeodomain transcription 
factors, but comparing 120 different homeodomain pro-
teins using BLOcksSUbstitution Matrix (BLOSUM) and 
Point Accepted Mutation (PAM) matrices suggests that 
Nanog represents a distinct protein family divergent from 
both the NK-2 and distal-less gene family (data not 
shown). The C-terminal domain contains no apparent 
transactivation motifs, but has greater transactivation 
activity compared to the N-terminal and homeodomain 
[38,40]. 

The C-terminal domain can be subdivided into three 
regions: the portion immediately following the homeodo- 
main region (C1), the subregion containing a unique re-
peated motif of tryptophan flanked with four po-
lar-uncharged amino acids (Cw), and a more distal se-
quence (C2). Cloning of Nanog inside the pLoxlentiviral 
vector was successful and DNA sequencing confirmed a 
match for the actual Nanog gene. The Nanog sequence 
was properly inserted into the vector containing a LoxP 
sequence within the long tandem repeat, allowing for 
efficient proviral deletion following delivery of Crere-
combinase [41,42]. 

Transfection of Nanog: In the current study, human 
bone marrow HMSCs were cultured and grown to 75% 
confluency and then treated with either a plasmid con-
taining Nanog or a mock-transfected control. Following 
optimization, we achieved transfection rates of less than 
5% using non-viral transfection. Nanog transfection al-
tered the morphology of cells, producing smaller, prolif-
erative cells that themselves formed clusters (Figure 1 
(a)).  

Two basic cell types were observed; namely, the pro-
liferative clusters tended to form either an adherent mass 
of cells, resembling the morphology of an ES cell cluster 
(Figure 1(a), v-viii); or, more spherical, non-adherent/ 
loosely adherent clumps, somewhat resembling embryoid 
bodies morphology (Figure 1(a), ix-xii). The former cells 
extensively proliferated for a long period. The latter type 
cells originated as small, scattered clumps, but formed 
larger aggregates within weeks. These larger clusters 
seemed to be mainly the result of clump aggregation 
rather than cell proliferation. Normal MSCs have a dou-
bling time of approximately 70 hours in our conditions. 
After Nanog transfection of HMSCs, their doubling time 
changed to approximately 16 hours. 
Transfection with the neuroporter reagent appeared to 
have more toxicity and was more likely to produce more 
HMSCs; therefore FuGene 6 was the preferred transfec 
 

 
(a) 

 

 
(b) 

Figure 1. (a) HMSCs over-expressing Nanog displayed 
ESC-like (v-viii) or EB-like morphology (ix-xii). Morpho-
logical changes seen at three weeks (i,v,ix), two (ii,vi,x), 
three (iii,vii,xi), and six months (iv,viii,xii) post-transfection. 
(b) HMSCs nine days post-transduction with Nanog lenti-
virus (ii). Three weeks following non-viral Nanog transfec-
tion (iii) and three days later (iv). Untreated HMSCs showed 
as a control (i). 
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tion reagent. Cells that displayed the flattened, ES cell- 
like morphology were detected as early as one week, but 
were usually distinct at two to three weeks. The number 
of colonies produced did not appear to directly corre- 
spond to transfection rates. Following one week, one or 
two colonies could be observed in the wells. No colonies 
were able to expand without a feeder layer, and only a 
few colonies were able to expand into larger colonies of 
thousands of cells for subsequent passaging.  

Moreover, the colonies resembling morphology of an 
ES cell cluster were only found within the Nanog-trans- 
fected HMSC cultures. Both of the previously defined 
cell types either adhered and differentiated or underwent 
cell death when transferred to separate culturing flasks 
with no feeder layer (data not shown). The inability of 
isolated colonies to continually proliferate on their own 
indicates that the majority of non-transfected HMSCs 
served as a feeder layer, helping provide growth factors 
and aid in cell survival. Nanog-transfected HMSC colo-
nies were less homologous and displayed greater propen-
sity for differentiation than has been reported with ESCs 
(Figure 1(a)).  

There was little difference in the morphologies be-
tween Nanog-transfected HMSCs and ESCs for up to 
two months in culture, and while they were able to pro-
liferate, they did not appear to grow past 1000 m. How-
ever, by three months, gradual changes became evident 
as heterogeneity within the structures became more ap-
parent. It is uncertain whether this phenomenon is the 
result of cells undergoing differentiation, reaching a pro-
liferative limit, or the result of changes in the underlying 
feeder layer of un-transfected HMSCs. Control HMSCs 
showed changes in morphology and displayed little or no 
proliferation at three months in culture. 

Beyond three months, the number of Nanog-transfected 
HMSCs diminished, and mock-transfected HMSCs show- 
ed age-related alterations. HMSCs could be cultured for 
longer periods of time through continuous passages, but 
late-passaged HMSCs displayed changes in morphology, 
including increased cell size, larger cytoplasm, and no 
detectable proliferation. Following one year of culturing 
and expansion, HMSCs failed to survive and few Nanog 
transfected-HMSC remained. 

Cells co-transduced with Nanog lentiviruses showed 
prominent cluster formation (Figure 1(b), ii). Colonies 
formed by transduction with Nanog were easier to main-
tain and grew much larger than HMSCs chemically trans- 
fected with Nanog. Colonies produced through chemical 
transfection were difficult to maintain as the colonies 
tended to disperse (Figure 1(b), iii, iv).  

Gene expression and immnohistochemistry of Nanog- 
transfected HMSCs: Exploring biochemical changes fol-
lowing Nanog transfection, we performed RT-PCR for 

Nanog and Oct-4 to compare with mock-transfected 
HMSCs, as well as immunostaining for known ESC 
markers. Expression levels of Nanog and Oct-4 were 
absent or low in two different batches of mock-transfected 
HMSCs (Figure 2(a)).  

This illustrates the heterogeneity of HMSCs in culture 
and is consistent with the data showing a subpopulation 
of pluripotent HMSCs [10,11,43,44]. Following Nanog 
transfection, expression of both Nanog and Oct-4 were 
highly elevated at two, five, and eleven months. It was 
unexpected that either Nanog or Oct-4 would be ex-
pressed following long-term expansion since the few 
remaining cell clusters did not appear to proliferate at 
one year. Interestingly, levels of Oct-4 did not directly 
correlate with expression of Nanog, which is consistent 
with findings that Oct-4 is not directly controlled by 
Nanog [33,45,46].  

Quantitative gene expression analysis was difficult 
given the heterogeneous population and relatively low 
frequency of Nanog-transfected cells. We therefore at-  

 

 
(a) 

 

 
(b) 

Figure 2. (a) RT-PCR shows little or no expression of Nanog 
and Oct-4 in mock-transfected HMSCs but up-regulation of 
both at two, five, and eleven months following Nanog trans-
fection up to 11 month in a culture. GAPDH was a control. 
(b) qRT-PCR of Nanog lentiviral-transduced cells. Up-regu- 
lation of multiple ESC genes after Nanog transfection (grey) 
were observed and these genes were down-regulated after 
(black) delivery of Cre recombinase vectors to remove 
Nanog expression. 
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tempted to select out Nanog-dedifferentiated cells using a 
lentiviral system co-expressing GFP. Using lentivirus to 
deliver Nanog and GFP, we created identifiable clusters 
of cells resembling the morphology of ES C clusters that 
were more homogenous, highly proliferative, and easily 
expandable. In fact, the cells were able to grow with or 
without feeder cells for over 40 passages.  

Quantitative real-time PCR was performed on lentivi-
ral-transduced cells and showed a dramatic increase in 
most of the ESC genes tested. We were able to detect 
low levels of both Nanog and Oct-4 in two of three 
HMSC batches tested, but telomerase expression was 
absent. Following forced expression of Nanog, we mea- 
sured dramatic increases in Nanog, Sox-2, zinc-finger 
protein 342, TERF1 and telomerase. Given the earlier 
lack of telomerase expression, we assigned the lowest 
value for detection in order to perform an analysis that 
does not allow for “zero” expression. We observed only 
a modest, yet statistically significant, increase in levels of 
Oct-4 to four times the normal level (Figure 2 (b)). The 
measured changes, particularly the sudden expression of 
telomerase and increase in TERF1, demonstrate funda-
mental changes in the HMSCs following delivery of 
Nanog. Previous work has revealed that HMSCs fail to 
express telomerase and have a unique telomerase biology 
compared to other stem cells [47,48], so the link between 
Nanog and telomerase is an exciting area that warrants 
exploration.  

Removing Nanog and GFP using a vector encoding for 
the Cre recombinase enzyme should reverse gene ex-
pression changes in the viral-transduced cells. Recombi-
nation and gene excision were successful, as most vi-
ral-transduced cells were negative for GFP post Cre 
transfection, allowing for neural differentiation. Addi-
tionally, real-time PCR reveals an 89% decrease in GFP 
expression in viral-transduced cells 72 hours following 
delivery of Cre (data not shown). We compared changes 
in gene expression in Cre-transfected, 
virally-de-differentiated cells and found reduction in 
most stem cells genes. Nanog, Oct4 and TERF1 showed 
a 70% to 80% decrease in expression, while Sox-2 and 
telomerase showed decreases of approximately 98% each 
(Figure 2(b)). 

Immunohistochemical staining was performed using 
antibodies against the ESC markers Nanog, Oct-4, stage- 
specific embryonic antigen-3 (SSEA3), and keratan sul-
phate-associated antigen TRA1-60 (Figure 3). If Nanog 
increases the transdifferentiation ability of HMSCs, trans- 
fected cells should stain positive for these markers. The 
vast majority of untreated cells failed to stain for any of 
the markers, but a small population (approximately 1%) 
of cells, did show positive staining for transcription fac-
tors Oct-4 and Nanog, while faint staining for surface 

markers was seen in about 5% of cells (Figure 3). Alter-
natively, Nanog-transfected cells did display positive 
staining for the transcription factors Nanog and Oct-4 
within the proliferative cell clusters, although not in the 
surrounding feeder layer of HMSCs. Nanog-transfected 
HMSCs clusters also showed positive expression of sur-
face markers SSEA3 and TRA1-60 (Figure 3).  
This staining pattern was more apparent with the use of 
the GFP and Nanoglentiviral-transduced cells. Following 
transduction with Nanog and GFP, large colonies mor-
phologically similar to ES cell colonies began to form. 
GFP expression appeared localized to these colonies and 
showed positive staining for Nanog and Sox-2, unlike 
non-treated HMSCs (Figure 4). Taken together, it ap-
pears that forced expression of Nanog results in the in-
creased transdifferentiation ability of HMSCs and in-
duces the expression of genes related to pluripotency. 
Immunostaining against ESC markers in HMSCs has  
 

 

Figure 3. Immunocytochemistry of Nanog transfected HMSC 
colonies showed strong immunoreaction for ES cell markers 
after15 weeks in a culture (v-viii) while there is no expres-
sion of ES cell markers in mock-transfected HMSCs (i-iv). 
The cells were immunostained for Nanog (i, v), Oct-4 (ii, vi), 
SSEA-3 (iii, vii), and TRA-1-60 (iv, vii). 
 

 

Figure 4. With mock-transfected HMSCs showed no ESC- 
like colony formation (i,v) nor GFP expressions (ii,vi) and 
immunoreactivities for Nanog (iii) and Sox-2 (vii) are not 
detected. Lentiviral transduction with Nanog and GFP in-
duced colony formation (ix, xiii) and GFP expression (x, 
xiv), and positive for Nanog (xi) and Sox-2 (xv) immunore-
activities. DAPI is used counter stain of nuclei (iv, viii, xii, 
xvi). 

Copyright © 2010 SciRes.                                                                                  NM 



Nanog overexpression allows Human Mesenchymal Stem Cells to Differentiate into Neural Cells 7

previously been done [49].  
We next tested the ability of Nanog-transfected cells to 

undergo neural differentiation using a previously estab-
lished co-culture system. Cells were placed in co-culture 
consisting of a feeder cell layer separated by a semi-per- 
meable membrane to eliminate direct cell contact. The 
feeder cells used were neurons and glial cells derived 
from HNSCs, and were grown as neural spheres and cul-
tured in serum-free basal media. This system allows for 
the exchange of growth factors and eliminates the con-
cern over cell fusion since it prevented direct cell contact 
between the HMSCs and underlying feeder cells. Cell 
clusters adhered to the membrane surface and differen-
tiation occurred as cells radiated outwards. Control 
HMSCs adhered to the membrane surface but failed to 
differentiate into neurons and astrocytes. The differentia-
tion pattern was tested by immunostaining against 
III-tubulin and GFAP, early neuronal and astrocytic 
lineage markers, respectively (Figure 5, i-iii). Lentivi-
ralNanog-transfected HMSCs were able to undergo neu-
ral differentiation following transfection using a Crere-
combinase vector. The un-transfected HMSCs did not 
show positive staining for the neuronal early lineage 
marker III-tubulin, but approximately two percent of 
the cells did show weak expression of GFAP (Figure 5, 
i). This may represent a subpopulation of HMSCs [10,43] 
that is capable of differentiating into astrocytes. Modified 
cells formed spherical clusters with a similar appearance 
to differentiated NSCs, forming a web-like network of 
neurons and astrocytes that stained positive for both 
III-tubulin and GFAP (Figure 5, ii). Since, III-tu- 
bulin and GFAP are early lineage commitment markers, 
so we examined the expression of MAP2 and S100 to 
determine if these mature neuronal and astrocytic mark-
ers would be expressed following neural differentiation 
to our modified cells. Cells were cultured for two weeks 
and stained for mature neural markers. Cells stained 
positive for MAP2 and S100, indicating the cells were 
able to express mature neuronal and astrocytic makers, 
respectively (Figure 5, iv). Induction of differentiation in 
the non-viral transduced cells was achieved by first 
transfecting the cells with 3g of Nanog vector using 
FuGene6 at DNA to reagent ratio of 1:3, then placing the 
cells in conditioned media for neural differentiation. We 
found that some cells did show positive staining for both 
markers, and most cells were negative for GFP (Figure 5 
iii). Immunostaining shows expression of early neuronal 
(III-tubulin) and astrocytic (GFAP) markers at three 
days in neural differentiation culture. Additionally, we 
conducted transdifferentiation studies in vitro and in vivo 
with naive HMSCs, however we could not find signifi-
cant production of GFAP positive cells nor –III tubulin 
cells. 

Transplantation results: We tested the cell fate and 
migration of non-viral and lentiviral dedifferentiated 
HMSCs in vivo three weeks post-transplantation. Fol-
lowing sacrifice, the brains were sectioned and examined. 
None of the animals displayed evidence of tumors. Im-
munohistochemical staining for human III-tubulin and 
GFAP did reveal evidence of both in vivo early neuronal 
and glial differentiation. Moreover, the presence of trans- 
planted cells, marked by the expression of human neural 
markers or GFP in the CA1 regions of the hippocampus 
proper and dentate gyrus regions, is encouraging given 
the role of these structures in learning and memory (Fig-
ure 6). 

4. Discussion 

This study demonstrates a novel method to increase the 
transdifferentiation ability of adult stem cells by over- 
expressing genes regulating pluripotency, with the end 
goal of facilitating neural transdifferentiation of HMSCs, 
which may allow us to perform autologous cell therapies 
for individuals with neurodegenerative diseases and other 
neurological disorders. Nanog transfection of HMSCs 
produced proliferative cells with morphological and gene 
expressions resembling ES cells, though their pluripo-
tency has not been confirmed.  

We previously demonstrated that treatment with the 
nucleotide derivative BrdU allows for transdifferentiation 
[14], and other groups have demonstrated that fusion of 
stem cells and somatic cells can alter cell properties 
[13,17,50]. In the current study, we show that transdiffe- 

 

 

Figure 5. After co-culture with differentiated human neural 
stem cells, naive HMSCs showed few GFAP (red) but no 
III-tubulin (green) immunoreactivites (i). While Nanog- 
transfected HMSCs forming clusters of cells co-cultured 
with differentiated human neural stem cells attached to the 
culture insert membrane and migrated outward. They were 
positive for GFAP (red) and III-tubulin (green) immuno-
reactivites indicating neural differentiation of the cells, (low 
magnification in ii, high magnification in iii). Differentiated 
Nanog-transfected HMSCs are also stained positive for 
MAP2 (green) and S100 (red) at two weeks, indicating dif-
ferentiation into mature neurons and astrocytes, respec-
tively. 

Copyright © 2010 SciRes.                                                                                  NM 



Nanog overexpression allows Human Mesenchymal Stem Cells to Differentiate into Neural Cells 8 

 

Figure 6. After transplantation into mice, Nanog-GFP tran- 
sfected HMSCs HMSCs are capable of migration into hip-
pocampus dentate gyrus (i). Immunostaining specific to 
human III-tubulin (green) and GFAP (red) indicated that 
the transplanted Nanog-transfected HMSCs after Cre re-
combinase treatment differentiated into neurons and as-
trocytes in the dentate gyrus (ii, iii) and CA1 regions (iv) of 
the hippocampus, respectively. 
 
rentiation ability of HMSCs can be increased by gene 
delivery of only Nanog, although other factors already 
present in the cells may contribute to forming a cluster of 
cells whose morphology resembles that of an ESC cluster. 
Once the environment inside the cells have been changed 
by Nanog over-expression, ESC genes including Nanog, 
Sox2, and Oct4 is increased and maintained for longer 
periods due to each of the genes ability to influence each 
other. Recently, delivery of four factors induced pluripo-
tency in somatic adult, fibroblasts. Their use of transcrip-
tion factors Oct-4, Sox-2, and KLF4 along with the on-
cogenec Myc was sufficient to induce pluripotent trans-
formation [51-54].These results have been independently 
achieved by different labs using human cells with the 
same set of genes [55-57] or with a combination of 
Nanog, Oct-4, Sox-2, and Lin28 [58]. 

We found levels of Oct-4, Sox-2, and other genes re-
lated to pluripotency and self-renewal were significantly 
increased after Nanog over-expression. Previous reports 
failed to show production of cells expressing these genes 
using any single ESC gene when delivered to stem cells 
or fibroblasts [53,59], nor by combining Oct-4, Sox-2, 
Klf4 and cMyc in adult HMSCs [56]. The use of addi-
tional vectors encoding for the simian virus large T anti-
gen (SV40T) and the catalytic subunit for telomerase 
(hTERT) produced a few colonies resembling ES cell 
clusters but still showed cellular loss with expansion [56]. 
Such discrepancy between the studies analyzing ESC 
genes in HMSCs could be because those cells expressing 
ESC genes are a very minor sub population in HMSCs 
and could be altered by culture conditions. 

We observed that the number of colonies resembling 
the morphology of ES cell cluster that formed after 

Nanog transfection did not directly correspond to the 
number of cells receiving the gene. This may be likely 
the result of a number of critical factors. First, MSCs 
have a limited capacity for expansion and vary in their 
ability to proliferate and differentiate, qualities that de-
crease with age and vary among sources. They are sensi-
tive to culturing conditions, particularly plating density, 
supplements and serum quality [60-63]. Thus, heteroge-
neity in the culture may be responsible for this existence 
of responder and non-responder in the culture. Gene de-
livery is also challenging in these cell types given their 
difficulty to transfect, death from toxicity [64-67], their 
propensity to undergo senescence after several passages 
[47,68,69], or toxicity associated with viral transductions 
[67,70]. Additionally, original heterogeneity within 
HMSCs and variation between cultures may account for t 
lesser efficiency. Previous studies are inconsistent re-
garding the expression of pluripotency transcription fac-
tors Nanog, Oct-4, and Sox-2 in adult stem cells. Oct-4 is 
present at low levels in HMSC in vitro cultures or can be 
induced in a subtype of cells using various culture condi-
tions [10,60,71,72]. However, low levels of Sox2 and 
Nanog are detected in some, but not all HMSCs 
[44,60,73-75]. This inconsistency extends to telomerase 
activity and the ability to immortalize HMSCs. 

Similar to genes associated with pluripotency, telom-
erase activity has been detected by some groups [76,77], 
but not by others [47,48,78,79]. Conflicting results are 
also observed when groups attempt to immortalize 
HMSCs through viral delivery of telomerase. Over- 
expression of telomerase appears to overcome early se-
nescence and generate immortalized cell lines [32,80-83] 
while other groups report hTERT alone is insufficient 
[78,79]. Alternatively, only a subpopulation of HMSCs 
may increase transdifferentiation ability by Nanog. Pre-
sumably cells that endogenously express other necessary 
stem cell genes would be responsive to Nanog over-ex-
pression. This hypothesis is supported by the ability to 
convert NSCs, which already express many stem cell 
factors including Sox2 and cMyc, to pluripotent cells 
through forced expression of two factors, Oct-4 and 
Klf-4 [84].  

In addition to the presence of critical stem cell genes, 
the level of expression is likely to be imperative in de-
termining cell conversion. Since the combination of 
Oct-4 and Sox-2, which may up-regulates Nanog, is re-
ported to fail increasing transdifferentiation ability of the 
adult cells [34,35], high levels of Nanog may be the criti-
cal factor. Other research found that selection of the cells 
expressing high levels of Nanog after transfection with a 
combination of Oct-4 and Sox-2 has yielded ESC-like 
colonies [52]. 
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Cells receiving a non-viral transfection of Nanog tended 
to lose proliferative capability while lentiviral-transfected 
Nanog cells can be maintained over forty passages. 
HMSCs show extremely low rates of stable transfection 
using non-viral transfection [65]. Thus, differences be-
tween cells receiving Nanog through chemical transfec-
tion compared to those receiving it through viral delivery 
might explain the lack of stable expression of Nanog in 
the non-viral transfected cells. However, stable Nanog 
expression may not only increase their rate of prolifera-
tion but also prevent them from differentiating into func-
tional cells.  

The presented work demonstrates that forced expres-
sion of Nanog in HMSCs interacts with endogenous fac-
tors to induce neural transdifferentiation ability in cells 
committed to a mesoderm lineage and increase the de-
velopmental potential of the cells. We repeated the ex-
periments with both Nanog pseudogene 8 and Nanog 
clone from Dr. Austin Smith and we found the same re-
sults. The ability to generate human neural cells from 
adult bone marrow derived stem cells may allow us to 
perform autologous regeneration therapies for neuro-
logical diseases using the patient’s own cells. This will 
eliminate the issues associated with use of ESCs or adult 
NSCs. Although we observed both early glial and neu-
ronal differentiation in aged wild-type mice, functionality 
of the cells needs to be confirmed and we have to con-
sider effects of pathological condition on the cells in each 
disease [85,86]. This technology may also open a door 
for the possible production of disease-specific functional 
cells from patients that can be used to create disease 
models for research of the disease mechanisms and the 
development of personalized drugs. However, further 
detail studies are needed to prove pluripotency by forma-
tion of teratoma and/or chimera of the Nanog-transfected 
HMSC-forming colonies resembling the morphology of 
ES cell clusters and to show functionality of neural cells 
derived from the Nanog-transfected HMSCs by 
head-to-head comparison with the primary neural cells 
and neural cells derived form NSCs and/or ESCs. 
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ABSTRACT 

Empirical results are presented showing that people who acknowledge pain anticipation when expecting an injury ex-
perience higher sensitivity to pain (GREP, Robinson et al., 2001). The positive correlation between sensitivity and an-
ticipation is highly significant. However, no relationship is found between anticipation and pain endurance. 
 
Keywords: Discounting, Pain Anticipation, Sensitivity and Endurance 

1. Introduction 

“He who suffers before it is necessary, suffers more than 
is necessary” 

Lucius Annæus Seneca (c. 4 BC-65 AD) 
Humans are biologically programmed to anticipate 

threats, a subtle aid to survive the extant challenges in 
their environment. Recent studies in the field of behav-
ioural economics have shown that people differ in the 
way they anticipate or value the future (technically, they 
“discount” the future) in their inter-temporal choices.1 
Thus, we may find two diametrical personalities: 1) those 
who are present-oriented and therefore show a more im-
patient behaviour; and 2) those who are future-oriented 
and show a self-controlled behaviour.  

For instance, people with unhealthy lifestyles (that is, 
people who smoke, eat junk food, are sport-averse, etc.) 
are said to seldom highly value the future quality of their 
lives, thus typifying present-oriented personalities. In 
other words, they prefer good lives in the present to 
higher quality of life in the future (see [1]). The common 
explanation is that fulfilment of their expectations about 
future lifestyles or events remains highly uncertain due to 
life’s contingencies, and this makes maximizing their 
current lives more desirable. 

Savers typify the future-oriented group. Saving habits 
provide a good indication of how individuals discount 
the future. Savers, by keeping part of their current in-

come for future use, show that they highly value the fu-
ture as this deferral is apparently in anticipation of grea- 
ter benefits accruable from the future use of such income. 
Thus, they tend to hold a more optimistic view about the 
fulfilment of their expectations about future lifestyles or 
events.  

Recent research has explored the idea that time per-
ception guides intertemporal choice ([5]). When making 
decisions, subjects use subjective delays and predict 
outcomes. Therefore, the subjective time perception re-
garding the delay of an event affects present behaviour. 
Thus, those subjects who perceive a shorter delay will be 
more affected by future events. 

Similar arguments may be extended to loss scenarios. 
For instance, some people may suffer today in anticipa-
tion of future worse-case scenarios and anticipatory feel-
ings of future losses or pain affect their present well- 
being. In other words, those who are aware of the likeli-
hood of future pain and perceive a shorter subjective de-
lay could start to “feel” the pain even prior to experienc-
ing the real pain. Thus, anticipation would be more likely 
for impatient subjects. 

This study links pain anticipation and self-reported 
pain latency. Questionnaires were administered to 122 
experimental subjects. Data were collected on individual 
experience of pain in anticipation of expected injuries 
and also on pain sensitivity and pain endurance as de-
fined in the Gender Role Expectations of Pain question-
naire (GREP [6]). The subjects reported their pain sensi-
tivity and endurance levels on the Visual Analog Scale 

1Viscusi, Huber & Bell [2] estimated discount rates and examine how 
they vary with individual characteristics. See also [3] and [4]. 
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(VAS), which enabled comparisons with a typical 
woman and also with a typical man. This task was straig- 
htforward and clear to the subjects as it never referred to 
any specific type of pain, but only to the subject’s gen-
eral attitude towards pain. The results allowed us to 
measure the subjects’ awareness of pain sensitivity and 
endurance.  

The correlation of the GREP measurements with real 
pain is a critical issue. Defrin et al. [7] showed that pain 
thresholds and tolerance to real heat pain stimulus corre-
late significantly with GREP sensitivity measurements 
but not with endurance ones. Using thermal pain, Wise et 
al. [8] found that a higher GREP score is associated with 
both a lower pain threshold and less tolerance to real 
pain. 

Recent literature on pain perception ([9,10,11]) noted 
that pain sensitivity and endurance are mediated by 
socio-cultural factors (e.g. age, ethnicity), psychological 
factors (e.g. anxiety, depression) and biological factors 
(e.g. genetics, gonad hormones, endogenous pain inhibi-
tors). Edwards & Fillingim [12] using a hypothetical test 
different from GREP, likewise found that self-reported 
pain sensitivity is uncorrelated with tolerance to real pain 
but highly correlated with anxiety. 

Our paper contributes to the existing literature by ad-
vancing the idea that subjects’ inter-temporal valuation 
of the consequences of pain (anticipation of future events) 
has a nexus with their perception of pain tolerance and 
endurance. Thus, this research adds a new psychological 
factor that mediates pain sensitivity. 

Our empirical analysis yielded a conclusive result: 
those who felt pain in anticipation before suffering the 
real injuries had significantly higher sensitivity values in 
all categories (that is, with respect to women, men, one’s 
own sex, intersex and the average). In contrast, no dif-
ferential effect on endurance levels was found. Further-
more, we find that anticipation is related to impatience, 
which is consistent with the idea of a subjective percep-
tion of time. 

2. Research Question 

There is a sequential process following an injury. It be-
gins with pain sensitivity, which refers to the period of 
time that has elapsed before a person experiences pain 
after an injury. This is followed by the level of pain en-
durance, which refers to the period of time that has 
elapsed before a person experiencing pain will seek relief 
from their symptoms. These definitions are summarized 
in Figure 1: 

Our hypothesis is that there is an additional step in this 
sequential process: pain is not only experienced after the 

injury, but produces anticipatory discomfort before and 
immediately after the injury occurs. Once subjects are 
aware of the future injury, they start to foresee pain and 
this anticipation shortens the period between injury and 
pain. Hence, the hypothesis can be formulated as follows: 
anticipation decreases pain latency. This idea is illustra- 
ted in Figure 2. 

We conjecture that those who “feel” the pain ex-ante 
will have shorter pain latency. Hence, we expect sensi-
tivity and anticipation to be positively correlated. Note 
that anticipation occurs prior to the onset of pain. Hence, 
endurance should be independent of anticipation. 

We test the following hypotheses: 
H1: anticipation and sensitivity are positively corre-

lated. 
H2: anticipation and endurance are uncorrelated. 
A hypothetical experiment was used to check the va-

lidity of our hypothesis. The experiment and the dataset 
are described in the next section. 

3. Data & Methodology 

3.1. Variables 

Subjects responded to a two-part questionnaire. Part I 
was a GREP test (Gender Role Expectation of Pain; 
[13,14,6,8]) in which subjects were requested to report 
their pain sensitivity and endurance levels on a Visual 
Analog Scale (VAS). Part II included questions on per-
sonal characteristics (age, sex, health, anticipatory be-
haviour) and social habits related to pain.  

Part I. GREP 
Subjects were asked to report their level of sensitivity 

and endurance as compared to a typical woman and then 
to a typical man.2 The questionnaire was identical to Ro- 
 

 

Figure 1. Sensitivity and endurance. 
 

 2There were also many other items not used in this research study, for 
example “propensity to talk to other people about painful experiences.” Figure 2. The effect of pain anticipation on sensitivity. 
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binson et al. ([13]).3 Subjects place a mark on a 10 cm 
line to estimate their level of sensitivity and endurance.  

The mark is then transformed into an integer number 
in the interval [-50,50] to measure the subjects’ relative 
position with the center of the interval corresponding to a 
value equal to the reference point (the typical man or the 
typical woman). The GREP test provides the following 
variables: 

In Table 1, “same-sex” (sensitivity or endurance) de-
notes that the comparison is within the responder same 
sex (sw and ew for women, and sm and em for men). “Op-
posite-sex” denotes that the comparison is made with the 
other sex (sm and em for women, and sw and ew for men).  

We also compute the average values, smean = (sw + 
sm)/2 and emean = (ew + em)/2. These variables are used to 
compare each individual to the rest of the society, re-
gardless of gender, and they are obtained to check the 
robustness of the estimation. However, these average 
measurements do not have a straightforward interpreta-
tion, since sensitivity to pain is gender-related and the 
typical person is therefore not well defined. 

The GREP test is appropriate for our purposes as it 
captures personal history, that is, the individual compares 
her own experience (regarding pain) to that of the typical 
person. The information conveyed refers to the average 
past pain experiences, presumably of different types, and 
is therefore not specific to a particular type of pain.  

The information obtained from the GREP test is then 
interpreted as the overall measurement of individual pain 
sensitivity and endurance. Given previous results by 
Wise et al. [8] and Defrin et al. [7] regarding the correla-
tion between results in the GREP test and real pain ex-
periments, those who declare themselves to be more sen-
sitive than the average will therefore be considered as 
having greater sensitivity. Identical argument is used for 
endurance.  
Part II. Pain anticipation and personal characteristics 

The question aimed at measuring pain anticipation was 
formulated as follows:3 

When you know you are going to suffer a painful ex-
perience, do you start feeling pain even before the ex-
perience actually takes place? YES (= 1) or NO (= 0).  

The independent variable, pain anticipation, was de-
rived from this question; 44% of the subjects stated that 
they felt pain in advance.  

Anticipation could be related to impatience, which is 
consistent with the idea of a subjective perception of time 
as the basis for temporal discounting ([5] and [15]). In a 
parallel study, subjects were asked the following hypo-
thetical question:3 

Suppose that we offer you 100 euros that you will receive 
after 30 days. How much money are you ready to pay in 
order to get that money tomorrow? That is, which part of 
the 100 euros you would be willing to sacrifice to get the 
money in advance? I will pay _____ euros of the 100. 

This question was posed to obtain the subjects’ level 
of impatience; 101 subjects complete both the anticipa-
tion and the time preference questions.4 The amount of 
money to be paid in order to receive an earlier payment 
varies substantially across subjects (mean = 14.65; st. 
dev. = 17.91; min = 0; max = 80). A simple Pearson test 
between anticipation (yes/no) and impatience (X2 = 0.29; 
p−value = 0.002) shows that the distribution of impa-
tience among the subjects who anticipate pain is different 
from the distribution among those who do not. In par-
ticular, subjects who anticipated pain were also willing to 
pay more to obtain the payment immediately than those 
who did not. Hence, pain anticipation and impatience are 
positively correlated. 

Participants were also asked to report information on 
personal characteristics. Age, gender and health status 
were used as control variables. The descriptive statistics 
are presented in Table 2. 

The health status variable is self-reported; 5 levels are 
considered, from very bad (0) to excellent (4). Interest- 

Table 1. Variables. 

Original variables Sens. Endur. 

With respect to a typical woman sw ew 

With respect to a typical man sm em 

Transformations   

With respect to a typical person (same sex) ssame esame 

With respect to a typical person (oppos. sex) sop eop 

Average values smean emean 

 
Table 2. The descriptive statistics. 

 Obs. Mean sd. min max 

Age 122 24.40 3.19 20 46 

Woman 122 0.55 0.49 0 1 

Health 122 2.81 0.84 1* 4 

Anticipation 122 0.44 0.49 0 1 

sw 122 -9.76 23.26 -50 50 

sm 122 -0.29 23.00 -50 50 

ew 122 6.90 23.15 -50 50 

em 122 0.75 22.08 -50 50 3Translated into Spanish. 
4Only 57 subjects of this sample also completed the GREP test. 
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ingly, no subject reported the minimum level of health 
(very bad). 

We observe that, on average, subjects declared nega-
tive values for sw which indicated that individuals (both 
males and females) consider themselves less sensitive 
than the typical woman. This is in contrast with sm, where 
the mean value was not significantly different from zero. 

Hence, women are stereotyped as more pain-sensitive 
than men (as shown in [6]). Identical results were found 
for pain endurance: on average, both female and male 
subjects considered their levels of endurance to be higher 
than that of a typical woman, but not higher than that of a 
typical man. 

3.2. Experiment and Methodology 

The experiment was conducted in four sessions at the 
University of Granada (Spain) in September and De-
cember 2009. All the sessions were run by the second 
co-author.  

Questionnaire data were collected from 122 university 
students (55% women), who voluntarily participated in 
the experiment. The subjects were Economics and Busi-
ness students (graduate students and undergraduates in 
the last two years of their degree). Table 2 reports the 
main descriptive statistics of the population. 

A censored regression model (Tobit) was used to es-
timate the relationship between pain anticipation and 
pain sensitivity, on the one hand, and pain anticipation 
and pain endurance on the other, thereby testing the two 
main hypotheses. A censored regression or Tobit is simi-
lar to a linear model (OLS regression) except that it takes 
into account that the dependent variable is censored, that 
is, it cannot take values outside a specified interval. Note 
that in this study, the values for dependent variables: pain 
sensitivity and pain endurance were restricted to the in-
terval [−50,50].  

The list of independent variables also includes age, 
gender and health status. The data were processed using 
STATA10 for MAC. 

4. Results 

Table 3 shows the estimation results for both pain sensi-
tivity and endurance and at the different reference points 
(typical woman, typical man, typical person of the same 
sex, typical person of the opposite sex and the average 
person, respectively). Pain anticipation was significant 
for pain sensitivity. Subjects who felt pain in anticipation 
of future injuries also reported higher pain sensitivity 
values after controlling for sex, general level of health 
and age. 

The bottom part of the table shows the estimation re-
sults for pain endurance. In sharp contrast to the pain 
sensitivity results, pain endurance is not correlated with 
pain anticipation in all the reference groups。 

Hence, pain anticipation appears to be a key psycho-
logical factor mediating pain sensitivity. The subjects’ 
inter-temporal valuation of the consequences of pain is 
related to their perception of pain tolerance. Furthermore, 
since pain anticipatory behaviour is prior to the onset of 
pain, we hypothesized that endurance should be uncorre-
lated to anticipation, which was confirmed by the data. 

Figure 3 shows the Box-Plots of pain sensitivity for 
same sex (on the left) and for opposite sex (on the right) 
for two groups of subjects, those anticipating pain and 
those who did not. The Box plots show the first quartile, 
the median and the third quartile. 

We observe that the group of subjects who anticipated 
(on the right-side of each figure) showed higher values 
for the three statistics than their colleagues who never 
anticipated pain (on the left-side of each figure). These 
results illustrate how pain anticipation can increase the 
perception of pain sensitivity.

Table 3. Estimation results. 

Sensitivity sw sm ssame sop smean 

Age 0.73 (0.28) -1.67 (0.01) -1.09 (0.01) 0.18 (0.81) -0.53 (0.33) 

Woman 12.29 (0.00) 10.29 (0.01) -0.11 (0.97) 22.96 (0.00) 10.73 (0.00) 

Health 4.89 (0.05) 1.71 (0.49) 1.20 (0.57) 5.39 (0.06) 3.25 (0.12) 

Anticipation 13.98 (0.00) 8.10 (0.05) 11.14 (0.00) 11.05 (0.02) 10.48 (0.00) 

Endurance ew em esame eop emean 

Age 1.10 (0.11) -0,26 (0.70) 0.08 (0.89) 0.76 (0.29) 0.46 (0.42) 

Woman -5.54 (0.22) 1.48 (0.73) 4.45 (0.28) - 8.61 (0.07) -1.88 (0.61) 

Health 1.50 (0.56) -0.85 (0.73) 0.24 (0.91) 0.41 (0.88) 0.28 (0.89) 

Anticipation 2.24 (0.61) 2.36 (0.57) 5.22 (0.20) -0.70 (0.87) 2.44 (0.50) 
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Figure 3. Pain sensitivity and anticipation 
 
5. Discussion 

We tested the hypothesis that pain is not only experi-
enced after the injury but produces anticipatory discom-
fort that shortens the period between injury and pain. Our 
results indicated that there is a positive relationship be-
tween pain sensitivity and pain anticipation, thus sug-
gesting that an anticipatory feeling of pain reduces pain 
latency by increasing awareness of the future pain. 

It may also be argued that the positive correlation be-
tween pain anticipation and pain sensitivity is due to the 
fact that people with lower pain thresholds are more 
concerned about pain, and therefore likely to suffer more 
in anticipation of it. However, the fact that pain anticipa-
tion and pain endurance are unrelated suggests that 
higher pain sensitivity is indeed caused by the awareness 
of the likelihood of future injury. 

An interesting question which deserves further analy-
sis is whether the correlation found in the literature be-
tween anxiety and pain sensitivity (see [12]) could be 
related to the psychological factor highlighted in this 
paper, as individuals who anticipate future pain could 
also exhibit ensuing anxiety. Finally, a critical issue is 
how relevant this result is to clinical practice. Previous 
research has shown that perceptions of pain sensitivity, 
as measured in the GREP, may predict pain thresholds 
and tolerance to real pain stimulus ([8] and [7]). Our re-
search suggests that anticipatory behaviour and the re-
sulting perception of pain sensitivity could be useful to 
predict real pain tolerance and pain thresholds of pa-
tients. 
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ABSTRACT 

Hemiparesis is common following stroke. The ability to reach and grasp is a necessary component of many daily life 
functional tasks, hence reduced upper limb function has an impact on the ability to perform activities of daily living. In 
hemiparetic patients, the unrestricted and unguided repetition of a motor task may reinforce compensatory movements. 
Trunk restraint allowed the patients to use joint ranges that were present but not recruited during unrestrained reach-
ing. Later, studies combined the trunk restraint training with additional therapeutic interventions. With the growing 
number of studies on this intervention in the stroke population, there is the need to consolidate this evidence to deter-
mine the potential use of trunk restraint training in improving arm reaching in neurological rehabilitation particularly 
for stroke patients. A considerable research effort had assessed the effects of trunk restraint training on the recovery of 
reaching movements in hemiparetic patients. This review identified 5 relevant trials in which one trial is a pilot study. 
Among 5 trials, three trials recorded the movement kinematics (outcome measure) by Optotrak Motion analysis System, 
in the other two trials the movement kinematics (outcome measure) were analysed by a 6 – camera, 3D Motion analysis 
system and 10 – camera Motion Analysis System respectively. The effect size for the intervention was calculated by 
Cohen’s d. In this review, for the meta-analysis we used trunk displacement, trunk flexion, elbow extension, Smoothness 
and hand trajectory straightness (movement variables in kinematic analysis). The results of our review demonstrated 
that the use of trunk restraint as a treatment paradigm aimed at decreasing compensatory strategies has the potential of 
becoming an effective therapy. Further studies are necessary to determine the long term effect of the trunk restraint 
training. 
 
Keywords: Stroke, Trunk Restraint, Reaching 

1. Introduction 

Research on the effectiveness of rehabilitation techniques 
for patients with stroke is important not only for stroke 
survivors but also for care givers, treatment providers 
and society alike. The ability to reach and grasp is a nec-
essary component of many daily life functional tasks, 
hence reduced upper limb function has an impact on the 
ability to perform activities of daily living [1], which is 
likely to reduce independence and increase burden of 
care. In the months after stroke, function of the paretic 
arm can improve as reaching; grasping and manipulating 
ability is regained. Improvements in function can occur 

in 2 ways. In one way, premorbid movement patterns 
may be regained because of true motor recovery. In an-
other way, because of the redundancy in the number of  
degrees of freedom (DFs) of the body [2], actions can be 
accompanied by substitution of other DFs for movements 
of impaired joints. These alternative movements or motor 
compensations [3] are also observed in animals recover-
ing from experimental stroke [4,5]. 

In patients with hemiparesis, the unrestricted and un-
guided repetition of a motor task may reinforce compen-
satory movements.[6] Patients with severe impairment 
tend to improve performance (defined as movement speed, 
precision and smoothness) of a pointing movement after 
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1 day of intensive training by incorporating trunk ante-
rior displacement, a movement not normally needed for 
the task. Thus, in the short term, although compensatory 
movements may improve performance of the paretic arm, 
in the long term, these may be maladaptive by preventing 
recovery or reappearance of more efficient arm move-
ment patterns [7]. 

Although neurorehabilitation research has recently 
demonstrated that structured, specific, and intensive trai- 
ning protocols increase the amount of hemiparetic limb 
use, less attention has been given to normalizing move-
ment strategies poststroke [8]. Hence, Michaelsen et al. 
evaluated movement patterns of the hemiparetic arm 
made with or without restriction of compensatory trunk 
movements during reach to grasp tasks and found restric-
tion of compensatory trunk movements may encourage 
recovery of ‘normal’ reaching patterns in the hemiparetic 
arm when reaching for objects placed within arm’s 
length. During trunk restraint, patients improved active 
elbow extension, shoulder ranges and interjoint coordi-
nation when reaching [9-11]. Trunk restraint thus al-
lowed patients to use joint ranges that were present but 
not recruited during unrestrained reaching. Later, studies 
combined the trunk restraint training with additional 
therapeutic interventions [12,13]. 

With the growing number of studies on this interven-
tion in stroke population, there is a need to consolidate 
this evidence to determine the potential use of trunk re-
straint training in improving arm reaching in neurological 
rehabilitation particularly for stroke patients. 

2. The Review 

2.1. Aim 

1) The primary aim is, to assess the effectiveness of trunk 
restraint training on the recovery of reaching movements 
in stroke patients. 
2) Secondary aim is, to find out the effectiveness of trunk 
restraint training combined with other therapeutic inter-
ventions. 

2.2. Inclusion Criteria 

2.2.1. Type of Studies 
To determine the evidence of the effectiveness of trunk 
restraint practice in neurological rehabilitation of stroke 
patients, randomised controlled clinical trials (RCTs) was 
the study design of choice. Clinical controlled trials 
(CCTs), quasi experimental studies, descriptive studies 
were also considered in the absence of RCTs.  

2.2.2. Types of Participants 
This review included any study involving any adult per-
son with stroke, except those with pathology of the cere-
bellum or the basal ganglia (Table 1). 

2.2.3. Types of Interventions 
Trunk restraint training, Trunk restraint training com-
bined with other interventions (Table 2). 

2.3. Outcome Measures 

2.3.1. Clinical 
 Fugl—Meyer Assessment (arm section). 
 TEMPA Scale. 
 Manual Dexterity (Box and Block Test). 
 Isometric Force (Handheld & handgrip Dyna-

mometers). 
 AROM (Active Range of Motion). 
 Composite Spasticity Index. 
 Wolf Motor Function Test. 
 Motor Activity Log—Amount of Use Scale and 

Quality of Movement Scale. 

2.3.2. Kinematic 
 Motion analysis system. 

2.4. Search Strategy for Identification of Studies 

2.4.1. Language 
Published English language studies were sought. 

2.4.2. Keywords 
Chronic stroke, arm, reaching, trunk restraint training. 

Studies identified during the database searches from 
2000 to 2009 were assessed for relevance from a review 
of the title, abstract and descriptors of the study. The 
databases that were searched included: 
 CINAHL,EMBASE, MEDLINE, Cochrane library, 

PEDro, Pubmed, Ovid (Figure 1). 

2.5. Data Extraction 

Study outcome data were collected by one reviewer and  
 

 

Figure 1. Search outcome. 
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Table 1. Criteria for inclusion of participants in studies. 

Criteria 
SM Michaelsen  

et al. 2001 
SM Michaelsen  

et al. 2004 
SM Michaelsen  

et al. 2006 
G Thielman et al. 

2008 
ML Woodbury  

et al. 2009 

Time since onset of 
stroke 

5 to 69 months 7 to 94 months 6 to 48 months 7 to 36 months 6 to 101 months 

Age (Years) > 20 < 80 < 85 < 90 18 to 90 

Specified diagnosis X - - X - 

Specified side of  
Hemiplegia 

X X X X X 

No evidence of excessive 
Spasticity 

X X - - - 

No excessive pain X X X - X 

Measurement of reduced 
upper limb function 

X X X X X 

Specified level of Balance X - - - - 

Not participating in an 
active rehabilitation 

program 
- X - X - 

Not part of other  
experimental studies 

- - - X - 

No upper limb conditions 
limiting use before stroke 

X X X X X 

No other significant 
medical conditions 

X X X X X 

Specification of hand 
dominance 

- X - - X 

No evidence of severe 
perceptuocognitive  

deficits 
X X X X X 

Able to perform reach to 
grasp movement 

- X X X X 

No limitations in passive 
range of motion 

- X - - X 

 
Table 2. Description of trunk restraint procedures. 

Author Restraint Procedures 

SM Michaelsen et al. (2001) 
Trunk was secured to the chair back with the harness minimizing shoulder girdle movement 
and preventing trunk flexion and rotation 

SM Michaelsen et al. (2004) 
Participants wore a harness consisting of breast and back plates connected by adjustable 
straps. An electromagnet attached to the wall was locked to the back electromagnetic plate at 
the interscapular level 

SM Michaelsen et al. (2006) 
Trunk movements were prevented by body and shoulder belts attached to the chair back. 
Scapular elevation / protraction were not restricted. 

G Thielman et al. (2008) 
Restraining device (LL Bean Co, Freeport, ME) was attached to the chair’s back and had 2 
padded shoulder straps that come across the glenohumeral joint, permitting approximately 
3cm of scapula motion but limiting trunk flexion. 

ML Woodbury et al. (2009) 

To discourage anterior trunk displacement a custom designed trunk restraint was placed be-
tween the participant and the table. The restraint was placed between the participant and the 
table. The restraint was constructed on a stable base designed to fit around the outside of a 
chair while allowing the chair to slide under it to the table. The restraint was adjusted in 
height so that a padded shield was located anterior to and lightly touching the participant’s 
sternum. 
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checked by a second reviewer. The following study cha- 
racteristics were recorded on a data extraction form: set-
ting and phase, study design and population, intervention, 
outcome and measurement.  

2.6. Data Analysis 

The effect size for the intervention was calculated by 
Cohen’s d [14,33]. The effect sizes are especially impor-
tant because they allow us to compare the magnitude of 
experimental treatments from one experiment to another. 
Estimates from individual studies are combined to reflect 
the overall size of the effect of the independent variable. 
The larger the difference, the greater the ‘effect’ of the 
intervention. If the effect size is >= –0.15 and < .15, the 
effect is negligible, if the effect size >= .40 and < .75, it 
is said to be medium effect, while the effect size is > 1.45, 
the effect is said to be huge. The size of percentage 
change is also calculated. 

In this review, for the meta-analysis we used the fol-
lowing movement variables in kinematic analysis (out-
come measure), 
 trunk displacement,  
 trunk flexion,  
 elbow extension,  
 Smoothness and hand trajectory straightness. 

2.7. Results 

The search yielded 6 full text articles, following the ex-
clusion based on the criteria; 5 articles were included. 
Among the 5 articles included, one was done in Canada 
with 11 healthy and 11 hemiparetic individuals [9], the 
another two studies were studied in Canada with 28 
hemiparetic patients and 30 patients respectively [10,11]. 
The fourth one was done in New York with 11 patients 
[12]; fifth study was done with 12 strokes, 5 health indi-
viduals in Florida [13]. 

Michaelson SM et al. [9-11] studied the effect of trunk 
restraint training on the recovery of reaching movements 
in chronic hemiparetic patients. Thielman G. et al. [12] 
studied the task related training and resisted exercise 
combined with trunk restraint training. Woodbury ML et 
al. [13] combined the trunk restraint training with inten-
sive task practice and studied its effects on reach and 
function. 

Participants across all the trails had similar diagnosis 
of hemiparesis with more upper limb involvement. All 
the trails exclude the patients with hemispatial neglect or 
apraxia, shoulder pain or neurologic or orthopaedic con-
ditions affecting the arm or trunk. 

The duration of the trail, setting type, intensity and 
type of therapy varied across trails which are described in 

Table 3. The effect sizes and percentage change for the 
outcome measure was calculated for both treatment and 
control groups. It was described in the Tables 4, 5, 6, 7, 
8, which revealed negligible effect to very large effect 
sizes and negligible change to large decrease respec-
tively. 

2.7.1. Trunk Restraint Training and Recovery of 
Reaching 

Three of the five trials studied the effect of trunk restraint 
training on reaching movements in patients with chronic 
stroke. All the three trials were done by SM. Michaelson 
et al. [9-11]. In the first trial, he included 11 healthy and 
11 hemiparetic individuals. Data was collected with the 
use of an Optotrak Motion Analysis System. He con-
cluded that trunk restraint decreases the number of joints 
involved in reaching. The effect sizes for elbow exten-
sion is 1.24 (Very large effect) in trunk restraint training. 
The percentage changes from comparison to treatment 
groups for elbow extension are –15 (Medium decrease). 
In this study, elbow extension was increased on an aver-
age of 14 degrees. 

In the second study, 28 hemiparetic were assigned into 
two groups. The outcome measure was Optotrak motion 
Analysis system. The author concluded that restriction of 
compensatory trunk movements during practice may lead 
to greater improvements in reach – to – grasp movements 
in patients with chronic stroke than practice alone. The 
effect sizes for trunk displacement is 0.58 (Medium ef-
fect) and elbow extension is 0.29 (small effect). The per-
centage changes from comparison to treatment group for 
trunk displacement is –33 (Large decrease) and elbow 
extension is 7 (Small increase). Individual analysis of 
hemiparetic patients in trunk restraint group showed an 
increase in elbow extension (> 10 degrees) between 
pre-test and retention test; Anterior trunk displacement 
was decreased significantly more (by 52 mm) in trunk 
restraint patients. 

In the third trial, Michaelsen randomly assigned 30 pa-
tients into trunk restraint group and control group. The 
author concluded that treatment should be tailored to arm 
impairment severity with particular attention to control-
ling excessive trunk movements if the goal is to improve 
arm movement quality and function. The effect sizes for 
smoothness (in whole group) is 0.22 (Small effect) and 
hand trajectory straightness (in whole group) is 0 (negli-
gible effect). The percentage changes from comparison 
to treatment group for smoothness is –10 (Small decrease) 
and hand trajectory straightness is 0 (negligible change). 
Kinematic analysis revealed that trunk restraint de-
creased mean trunk displacement by 32.8 mm at post-test; 
at the same time trunk restraint increased elbow exten-
ion by 5.9 degrees at post-test. s 
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Table 3. Summary of trial design features. 

Study  
(First author) 

Setting 
Intensity of  

therapy 
Type of therapy Additional therapy

Michaelsen 2001 Inpatient 20 trials 

With trunk restraint and with full vision, partici-
pants reached toward, grasped and returned the 
cone to the midchest region at a comfortable self 
paced speed. Reaches to target 1 and target 2 
repeated with trunk secured to the chair back with 
a harness. 

Nil 

Michaelsen 2004 Inpatient 

60 trial training 
period on day 1 and 
in a single session 

on day 2 

Participants reached and grasped a cylinder in 
response to an auditory signal. Both groups were 
instructed not to move the trunk and to use as 
much as elbow extension 

Nil 

Michaelsen 2006 Inpatient 

1 hour therapist 
supervised program 
3 times per week for 
5 weeks(total = 15 

sessions) 

With trunk restraint, repetitive functional uni- and 
bimanual reach to grasp tasks using objects vary-
ing in size, weight and shape. 

Nil 

Thielman 2008 Inpatient 

12 sessions (3 per 
week), 45 minutes 
per session, 200 

movements for each 
session. 

For task related training, participants reached to 
contact or grasp objects variably placed to require 
arm movements of different amplitudes across all 
quadrants of the table top. Common objects were 
used that varied in size, shape and weight (eg, 
cups, mugs, writing, eating utensils). For resisted 
exercise, repetitive movements that required 
proximal and distal arm muscles were carried out 
against the resistance of the theraband. Trunk was 
restrained in both groups. 

Task related training 
and resisted exer-

cises. 

Woodbury 2009 Outpatient/ inpatient 

14 day mCIMT 
protocol and 10 

days of inclinic task 
practice for 6 hours 

per day 

Modified CIMT protocol along with trunk re-
straint training. Tasks progressed in difficulty as a 
participant demonstrated success 

mCIMT 

 
Table 4. Effect sizes for the trial 1 (SM Michaelsen et al. 2001). 

Effect sizes 
Percentage change 

From comparison to treatment 
Outcome measure 

Trunk free Trunk restrained Trunk free Trunk restrained 

Elbow extension 1.32 very large effect 1.24 very large effect –27 medium decrease –15 medium decrease 

Shoulder horizontal 
adduction 

1.89 huge effect 2.19 Huge effect –41 large decrease –44 large decrease 

Shoulder flexion 1.63 huge effect 1.27 very large effect –54 very large decrease –30 large decrease 

Peak velocity 0.84 large effect 1.40 very large effect –22 medium decrease –38 large decrease 

No. Of peaks 1.26 very large effect 1.89 huge effect 87 huge increase 100 huge decrease 

Index of curvature 0.83 large effect 0.76 large effect 12 small increase 11 small increase 

Slope of angle 1.17 very large effect 0.44 medium effect –54 very large decrease –17 medium decrease 

Angle correlation 0.9 large effect 0.53 medium effect –22 medium decrease –5 small decrease 

 
2.7.2. Trunk Restraint Training Combined with Task 

Related Training and Resisted Exercise 
G. Thielman et al. [12] in his study included 5 stroke 
patients in task related training group and 6 stroke pa-
tients in resisted exercise group. After the training, 3D 
Motion analysis system was used for testing. He con-

cluded that training done by restricted truncal motion 
during task related training improved the precision of 
reaching more than during resisted exercise. The effect 
sizes for elbow extension (in midline) is 0.08 (Negligible 
effect) and for trunk flexion (in midline) is 0.8 (Large 
effect). The percentage change from comparison to treat-  
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Table 5. Effect sizes for the trial 2 (SM Michaelsen et al. 2004). 

Outcome measure Effect sizes 
Percentage change 

From comparison to treatment 

Performance outcome measures 

Velocity peaks 0.04 negligible effect 2 negligible change 

Movement time 0.02 negligible effect 1 negligible change 

Wrist peak velocity 0.16 small effect 4 negligible change 

Time to peak velocity 0.46 medium effect 17 medium increase 

Movement variable 

Trunk displacement 0.58 medium effect -33 large decrease 

Trunk rotation 0 negligible effect 0 negligible change 

Elbow extension 0.29 small effect 7 small increase 

Shoulder horizontal adduction 0.33 small effect 19 medium increase 

Shoulder flexion 0.31 small effect 19 medium increase 

 
Table 6. Effect sizes for the trial 3 (SM Michaelsen et al. 2006). 

Outcome measure Effect size Percentage change From comparison to treatment 

Clinical   

Elbow extensor strength 

1. Whole group 

2. Mild group 

3. Moderate group 

 

0.25 small effect 

0.23 small effect 

0.58 medium effect 

 

8 small increase 

–6 small increase 

21 medium increase 

BBT 

1. Whole group 

2. Mild group 

3. Moderate group 

 

0.1 negligible effect 

0.08 negligible effect 

0.21 small effect 

 

5 small increase 

2 negligible change 

13 small increase 

Kinematic   

Shoulder flexion 

1. Whole group 

2. Mild group 

3. Moderate group 

 

0.17 small effect 

0.23 small effect 

0.19 small effect 

 

9 small increase 

6 small increase 

13 small increase 

Peak velocity 

1. Whole group 

2. Mild group 

3. Moderate group 

 

0.07 negligible effect 

0.39 small effect 

0.22 small effect 

 

2 negligible change 

10 small increase 

–6 small decrease 

Smoothness, # peaks 

1. Whole group 

2. Mild group 

3. Moderate group 

 

0.22 small effect 

0.15 small effect 

0.28 small effect 

 

–10 small decrease 

– small decrease 

–10 small decrease 

Hand trajectory straightness 

1. Whole group 

2. Mild group 

3. Moderate group 

 

0 negligible effect 

0.84 large effect 

0.2 small effect 

 

0 negligible change 

8 small increase 

–3 negligible change 
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Table 7. Effect sizes for the trial 4 (Thielman et al. 2008). 

Effect sizes Percentage change 
Measures 

Ipsilateral Midline Contra lateral Ipsilateral Midline Contra lateral 

Movement time 0.33 small effect 
0.12 negligible 

effect 
0.03 negligible 

effect 
13 small increase

4 negligible 
change 

1 negligible change 

First velocity 
peak 

0.41 medium 
effect 

0 negligible 
effect 

0.49 medium 
effect 

8 small increase 
0 negligible 

change 
7 small increase 

Elbow extension 0.27 small effect 
0.08 negligible 

effect 
0.29 small effect 9 small increase 

2 negligible 
change 

11 small increase 

Trunk flexion 0.37 small effect 0.8 large effect
0.71 medium 

effect 
–17 medium  

decrease 
–32 large  
decrease 

–42 large decrease 

Trunk rotation 
0.74 medium 

effect 
0.4 medium 

effect 
0.65 medium 

effect 
–33 large de-

crease 
–15 medium 

decrease 
–36 large decrease 

Scapula 1.9 huge effect 
1.15 very large 

effect 
0.9 large effect –186 huge  

decrease 
–300 huge 
decrease 

90 huge increase 

Independent arm 0 negligible effect 
0.49 medium 

effect 
0.39 small effect

2 negligible 
change 

16 medium 
increase 

9 small increase 

 
Table 8. Effect sizes for the trial 5 (Woodbury et al. 2009). 

Outcome measure Effect sizes Percentage change

Clinical evaluation 

FMA 
0.42 medium 

effect 
7 small increase 

WMFT 
0.43 medium 

effect 
–16 medium  

decrease 

MAL – AOU 0.91 large effect –28 medium  
decrease 

MAL – QOM 
0.56 medium 

effect 
–19 medium  

decrease 

Kinematic results 

Peaks 2.4 huge effect –34 large decrease

Index of curvature 3.33 huge effect –32 large decrease

Trunk displacement 5.53 huge effect –36 large decrease

Shoulder flexion / 
extension excursion 

0.21 small effect 7 small increase 

Elbow flexion / 
extension excursion 

0 negligible effect 11 small increase 

 
ment group for elbow extension is 2 (Negligible change) 
and trunk flexion is –32 (Large decrease). The elbow 
extension increased significantly from pre-test to post 
test in trunk restraint group (55 degrees to 64 degrees). 

2.7.3. Trunk Restraint Training Combined with  
Intensive Task Practice 

ML. Woodbury et al. [13] did a pilot study in which he 
included 11 chronic stroke patients and 5 healthy indi-
viduals. Data were collected with 10 – camera motion 
analysis system. He concluded that intensive task prac-
tice structured to prevent compensatory movements and 
promote shoulder flexion – elbow extension coordination 
may reinforce development of normal reaching kinemat-

ics. The effect sizes for trunk displacement are 5.53 
(Huge effect). The percentage changes from comparison 
to treatment group trunk displacement are –36 (Large 
decrease). In mCIMT +Trunk restraint group, the trunk 
displacement is 0.13(0.01) in pre-test & 0.04(0.01) in 
post-test; the elbow flexion/extension excursion is –7.48 
(6.69) in pre-test & 1.87 (1.93) in posttest. 

3. Discussion 

A considerable research effort has assessed the effects of 
trunk restraint training on the recovery of reaching 
movements in hemiparetic patients. This review identi-
fied 5 relevant trials in which one trial is a pilot study. 
Among 5 trials, three trials recorded the movement 
kinematics (outcome measure) by Optotrak Motion 
analysis System, in the other two trials the movement 
kinematics(outcome measure) were analysed by a 6 – 
camera, 3D Motion analysis system and 10 – camera 
Motion Analysis System respectively. The effect sizes 
for the outcome measure (Kinematic analysis) were ana-
lysed which shows medium effect to very large effect 
favouring the trunk restraint group. There is variability in 
the result of the studies included in this review, since the 
studies included mildly to moderately affected patients 
there is lack of improvement resulted from the training 
not being challenging enough. 

Reaching ability is an important component for inde-
pendent living. However, survivors of stroke often rely 
on compensatory movement strategies to accomplish 
reaching tasks. Carr and shepherd [15] suggest that com-
pensatory strategies are the result of using available 
movements given the poststroke state of the central sys-
tem, which leads to long-term functional limitations. 
Hence Michaelsen et al. studied the effectiveness of 



Normalizing the Arm Reaching Patterns after Stroke through Forced Use Therapy– A Systematic Review 27 

trunk restraint training on arm recovery in stroke patients 
and demonstrated that trunk restraint is a treatment para-
digm which decreases the compensatory strategies. 

Since task related training [19,20] and resisted exer-
cise21 demonstrated enhanced recovery in stroke patients, 
Thielman et al. [12] compared the effects of task related 
training and resisted exercise combined with trunk re-
straint training in his recent trial. His results added one 
more stone in the crown of trunk restraint training. Ex-
tensive practice using task related training with truncal 
restraint appears to be a more effective approach to reha-
bilitate reaching with the hemiparetic arm. 

3.1. How Trunk Restraint Training Improves 
Arm Reaching? 

The effects of trunk restraint indicate that hemiparetic 
patients did not use their potential joint range for free 
arm movements. A likely explanation stems from the 
findings of Levin et al. [16]. They defined articular ranges 
in which hemiparetic patients could make isolated elbow 
flexion and extension movements by using a reciprocal 
muscle activation pattern. The increase in joint ranges 
with trunk restraint may be partly due to an adaption in-
volving anticipation of changed external load conditions.  

Another possibility is that the adaptation was triggered 
by somatosensory input from the trunk or shoulder 
caused by the trunk restraint [17]. In other words, pa-
tients are forced to make movements “out of synergy”, 
which probably involves a focussed and greater effort on 
their part. This is similar to the strategy of constraining 
the unaffected arm [18] to force the patient to make more 
use of the affected arm with the additional feature that 
reduction of compensatory movement patterns is also 
targeted. This was proved by the recent findings of ML. 
Woodbury et al. [13]. Physical trunk restraint can be con-
sidered similar to “Manual guidance” in which spatial 
constraints are used to promote use of more optimal 
movement patterns [10]. 

In this training paradigm, external feedback, that is, 
explicit information was inherently built into the task 
practice with trunk restraint context both as knowledge 
of results (KR) and knowledge of performance (KP). For 
example, the participant received KR by either achieving 
or failing to achieve the task- goal. Additionally, the par-
ticipants received KP via an afferent cue from the trunk 
restraint if he/she leaned forward [13].  

3.2. Trunk Restraint Training in Future 

Findings of Hsu WL et al. [22] suggest that the muscles 
in the affected ankle cannot be recruited timely and effi-
ciently for the reaching task in stroke patients, as with 
relative recovery in lower limbs. In other words, they do 
not generate normal motor recruitment patterns to ac-

complish the motor task. It has been reported that even 
when the recovery is scored high in test situations, stroke 
patients do not spontaneously use their paretic side in 
daily living situations [23]. Future studies should empha-
size some interventions to the hemiplegic lower limb 
while giving trunk restraint training to the hemiplegic 
upper limb. 

The interaction between arm and trunk movements 
may also be altered in patients with hemiparesis due to 
the excessive displacement of the trunk for arm transport 
as has been previously reported during unimanual reach-
ing and grasping [9-26]. The increased role of the trunk 
for arm transport and problems of trunk control in indi-
viduals with hemiparesis may represent additional chal-
lenges to inter-segment coordination and result in a de-
stabilization of posture during tasks requiring arm 
movements from a standing position [27]. In daily living, 
reaching is more likely to be performed in a standing 
position [28,29]. In future, we recommend to study the 
influence of trunk restraint training in arm reaching in 
standing position. 

It has long been recognized by clinicians [7,30] that 
once compensation has been learned, it is very difficult 
to modify. Indeed, prolonged use of compensatory trunk 
movements to reach targets placed within arm’s length 
may result in the system learning not to use arm joints for 
reaching and grasping (learned nonuse) [18]. So that re-
covery of independent use of these joints would be dis-
couraged. Compensatory movement strategies may be 
very difficult to unlearn [31], frustrating efforts to im-
prove movement for both patient and therapist. Though 
all the trials included in this review demonstrated posi-
tive results for trunk restraint training on arm reaching 
movements, for maintaining the training effects for the 
rest of the day we suggest to study the effects of addi-
tional usage of strapping or splints or brace with trunk 
restraint training. 

It is already known that stroke patients are decondi-
tioned; hence training programs should combine physical 
conditioning and motor learning principles which will 
give the best and most permanent effect on motor recov-
ery [32]. Trunk restraint training didn’t address whether 
the intervention improved functional capacity of the arm, 
because it was expected that longer term practice would 
be necessary to affect change in this dimension. Hence in 
future, studies on trunk restraint training can also include 
physical conditioning program along with long term 
practice. 

Young and Schmidt showed that less retention of 
learning occurs when continuous feedback is given com- 
pared with less frequent feedback. Hence further studies 
are necessary to determine the efficacy of faded trunk 
restraint program [34]. 
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4. Limitations 

The limitations of this review are, 
1) Among the studies included in this review, only one 

study is randomized controlled trial which is suitable to 
find out the clinical efficacy. 

2) The study quality of included papers is not evalu-
ated, because we included descriptive studies in the ab-
sence of randomized controlled trials. 

3) The kinematic analysis done in the studies included 
in this review used different movement variables; hence 
it is difficult to summarize the results. 

5. Conclusions 

This review identified 5 full text trials of trunk restraint 
training in stroke patients. The results of our review 
demonstrated that the use of trunk restraint as a treatment 
paradigm aimed at decreasing compensatory strategies 
has the potential of becoming an effective therapy. It 
shows that under lying “normal” patterns of movement 
coordination are not entirely lost after stroke and that 
appropriate treatments may be applied to uncover them 
to maximize function. One cost of this recovery may be a 
short-term decrease in movement speed. Our review also 
suggests that trunk restraint training + other rehabilitation 
program encouraged near to normal coordination patterns 
which were not seen in the absence of trunk restraint 
training in the rehabilitation protocol. Further researches 
with randomized control trials are necessary to determine 
the long term effect and the clinical efficacy of the trunk 
restraint training. 
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ABSTRACT 

Objective: The purpose of this study was to find out whether the simple reaction time was faster for auditory or visual 
stimulus and the factors responsible for improving the performance of the athlete. Methodology: 14 subjects were as- 
signed randomly into groups consisting of 2 members. Both the members from each group performed both the visual 
and auditory tests. The tests were taken from the DirectRT software program from a laptop. The DirectRT software 
consists of Testlabvisual and Testlabsounds to test the reaction times to visual and auditory stimuli. The 2 members 
from each group completed both the visual and auditory reaction times, the data was taken and the mean reaction time 
was calculated excluding the first and last values. Results: The results show that the mean visual reaction time is 
around 331 milliseconds as compared to the mean auditory reaction time of around 284 milliseconds. Conclusion: This 
shows that the auditory reaction time is faster than the visual reaction time. And also males have faster reaction times 
when compared to females for both auditory as well as visual stimuli. 
 
Keywords: Reaction Time, Auditory Stimuli, Visual Stimuli, Neuromuscular-Physiological Response, Auditory Cortex, 

Visual Cortex, Muscle Contraction 

1. Introduction 

Reaction time (RT) is the elapsed time between the 
presentation of a sensory stimulus and the subsequent 
behavioral response. Simple reaction time is usually de-  
fined as the time required for an observer to detect the 
presence of a stimulus. It is a physical skill closely related 
to human performance. It represents the level of neuro- 
muscular coordination in which the body through differ- 
ent physical, chemical and mechanical processes decodes 
visual or auditory stimuli which travel via afferent path- 
ways and reach the brain as sensory stimuli.  

Simple reaction time can be determined when an 
individual is asked to press a button as soon as a light or 
sound appears.Research done by Pain & Hibbs, 2007 [1], 
shows that simple auditory reaction time has the fastest 
reaction time for any given stimulus. A study done by 
Thompson et al., 1992 [2] has documented that the mean 
reaction time to detect visual stimuli is approximately 
180 to 200 milliseconds, whereas for sound it is around 
140-160 milliseconds. On the other hand, there are also 
researches done by Yagi et al., 1999 [3], that show that 
reaction time to visual stimuli is faster than to auditory 

stimuli. Research by Verleger, 1997 [4] also confirms 
that visual reaction time is faster than auditory reaction 
time during or after exercise. 

There are various factors that affect the reaction time 
to a stimulus. Factors like intensity and duration of the 
stimulus, age and gender of the participant, effect of prac-  
tice can affect the reaction time of an individual to a par-
ticular stimulus. For example, there are relative differ-
ences between the reaction time to visual and auditory 
stimuli between genders. Male athletes tend to be faster 
than their female counterparts in responding to different 
stimuli. Researches done by Engel, 1972 [5], show the 
reaction time to sound to be faster in males when com- 
pared to females. Studies done by Dane et al, 2003 [6], 
show the difference in reaction time in eye-hand reaction 
time among male and female handball players.  

The purpose of this study was to find out whether the 
simple reaction time was faster for auditory or visual sti- 
mulus and the factors responsible for improving the per-
formance of the athlete. 

2. Methodology 

14 subjects were randomly divided into groups consisting 
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of 2 members. Both the members from each group per- 
formed both the visual and auditory tests. The tests were 
taken from the DirectRT software program in the laptop. 
The tests for visual reaction time were taken from the 
‘testlabvisual’ file in the DirectRT program. Before 
starting the test, the subjects were asked to give individ- 
ual file numbers under the ‘enter codes’ menu, in order to 
access the data after the test. In the testlabvisual test, the 
subjects were asked to press the ‘space bar’ key, every 
time they saw a yellow box on the screen. Once the test 
was completed, the data was taken from the output file, 
the mean reaction time was calculated excluding the first 
and last values. After both the subjects from each group 
completed the visual test, they undertook the auditory 
reaction test. This was taken from the ‘testlabsounds’ file 
in the DirectRT program. In the testlabsounds test, the 
subjects were asked to press the ‘spacebar’ key, every 
time they heard a ‘beep’ sound. Once the test was com- 
pleted, the data was taken from the output file, the mean 
reaction time was calculated excluding the first and last 
values. After both the members of a group completed the 
visual and auditory tests, the mean reaction time data for 
both the visual and auditory tests were entered in the 
laptop. 

3. Results 

The results show that the auditory reaction time is faster 
than the visual reaction time. And also males have faster 
reaction times when compared to females for both audi- 
tory as well as visual stimuli. 

4. Discussion 

As the result shows, in Figure 1, the mean visual reac- 
tion time is around 331 milliseconds as compared to the 
mean auditory reaction time of around 284 milliseconds. 
This confirms that the auditory reaction time is definitely 
faster compared to the visual reaction time. This finding 
is similar to the studies done by Pain & Hibbs, 2007 [1]  
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Figure 1. Graph showing faster simple reaction time for 
auditory stimulus compared to visual stimulus. 

and Thompson et al., 1992 [2], which also show that 
auditory reaction time is faster than visual reaction time. 

Reaction time is dependent on several factors like ar- 
rival of the stimulus at the sensory organ, conversion of 
the stimulus by the sensory organ to a neural signal, neu- 
ral transmissions and processing, muscular activation, 
soft tissue compliance, and the selection of an external 
measurement parameter (Pain & Hibbs, 2007 [1]). Re- 
searches by Kemp et al., 1973 [7], show that an auditory 
stimulus takes only 8-10 milliseconds to reach the brain, 
but on the other hand, a visual stimulus takes 20-40 mil- 
liseconds. This implies that the faster the stimulus reaches 
the motor cortex, faster will be the reaction time to the 
stimulus. Therefore since the auditory stimulus reaches 
the cortex faster than the visual stimulus, the auditory 
reaction time is faster than the visual reaction time.  

Reaction times are widely used to evaluate neuromus- 
cular-physiological responses in sports. Studies by Pain 
& Hibbs, 2007 [1], have shown that the neuromuscu- 
lar-physiological component of an auditory reaction time 
for sprint athletes can be around 85 milliseconds. Faster 
reaction times are significant for better performance of 
athletes. The faster the stimulus reaches the brain, the 
faster the signal is processed and the necessary responses 
are sent for the necessary motor reaction. Van den Berg 
et al., 2006 [8], also found that fatigue due to sleep dep- 
rivation caused subjects to have slower reaction times. 
Studies by Ando et al., 2002 [9], reported that reaction 
times reduced with repeated practice. Therefore reaction 
times to a particular stimulus can be made faster with 
repeated practice with a particular stimulus and with 
adequate rest in between stimuli. 

In this study, as seen in Figure 2, it was also found 
that the male subjects had faster reaction times compared 
to the female subjects for both auditory as well as visual 
stimuli. This finding is similar to the research done by 
Dane et al., 2003 [6]. The reason for this difference could  
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Figure 2. Graph showing males having faster simple reac-
tion time compared to females for both auditory and visual 
stimuli. 
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be that it takes the same time for both the auditory and 
visual stimuli to reach the cortex but the time taken for 
the corresponding motor response and muscle contrac- 
tion might differ. This was documented in the study done 
by Silverman, 2006 [10], that the motor response is faster 
in males when compared to females because they are 
comparatively stronger than females. This explains why 
males have faster simple reaction times for both auditory 
as well as visual stimuli. 

5. Conclusions 

From the above study it can be concluded that simple 
reaction time is faster for auditory stimuli compared to 
visual stimuli. Auditory stimuli has 
 The fastest conduction time to the motor cortex. 
 Fast processing time in the auditory cortex. 
 Therefore faster reaction time and quick muscle 

contraction. 
 And on the whole improves the performance of the 

athlete. 
As exercise physiologists, our main aim is to improve 

the speed, skill and performance of the athlete. The 
above evidences suggest that speed and performance of 
an activity can be improved with faster reaction time to a 
stimulus. From the above findings of the study, faster 
reaction times can be achieved by providing repeated 
auditory stimuli and with adequate periods of rest be- 
tween the stimuli.  

A performance enhancing program can look like this: 
- Exposure to adequate auditory stimuli; 
- Repeated exposure to stimuli during practice; 
- Adequate periods of rest between practices. 
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ABSTRACT 

Multiple Sclerosis (MS) is a chronic demyelinating disease of the CNS with assumed autoimmune etiology. Human 
herpes viruses have probable effects on relapsing-remitting MS pathogenesis presumably through molecular mimicry 
and/or bystander mechanisms. In this study we probed the possible contribution of the two herpes viruses, human 
herpesvirus 6 (HHV-6) and human herpesvirus 8 (HHV-8), in clinically definite multiple sclerosis (CDMS) pa-
tients-relapsing remitting type (RRMS) during clinical exacerbations. All patients had no history of immune modulating 
or suppressing drugs intake in the last 6 months. The peripheral blood samples, from CDMS patients (n = 20) (13F/7M, 
age (y) = 30.3 ± 3.21) and other immune mediated neurological disorders (OIND) (11F/9M, age = 25.2 ± 12.1), (My-
asthenia Gravis, Guillain Barré Syndrome, ischemic stroke in adolescent and young adult with no clear risk factors), as 
a control group, had been enrolled within 15 months (January-2007-- March -2008). We investigated the existence of 
specific deoxyribonucleic acid (DNA) sequences belonging to HHV-6 and HHV-8, using polymerase chain reaction 
(PCR) in the isolated peripheral blood mononuclear cells (PBMCs) and in plasma. PCR demonstrated HHV-6 DNA in 
7 cases (35%), HHV-8 sequences in only one cases (5%) in PBMCs from 20 relapsed CDMS patients; all HHV-6 posi-
tive cases showed positive plasma results, while the blood samples from 20 OIND patients showed negative results ex-
cept one case (5%) out of 9 cases of GBS was positive for HHV-8 in PBMCs. We consequently concluded that there is 
considerable evidence in this study that proposed the roles of HHV-6 and HHV-8 in MS pathogenesis and clinical ex-
acerbation. 
 
Keywords: Multiple Sclerosis, HHV6, HHV8, Antiviral Drugs 

1. Introduction 

Multiple Sclerosis (MS) is a chronic demyelinating dis-
ease of the CNS with assumed autoimmune etiology that 
for many years have been supposed to be of potential 
viral triggering. Generally speaking, 85% of MS patients 
have relapsing remitting MS type (RRMS) in the early 
disease course that converted to secondary progression 
within 15 years in the majority of MS victims. Therefore 
it is considered as the most important cause of nontrau-
matic disability disease among young adults [1,2]. 

Indeed, no animal species other than humans develop 
MS. Even so, MS may be the consequence of a chronic 
virus infection, but, so far, a definitive role for HHVs in 
MS pathogenesis has not been established. Both HHV-6 

and 8 have the same distinctiveness features (neuroviru-
lence, neuroinvasiveness and neurotropism) of many 
viruses but till now there are no data that concluded in 
solid base the role of these viruses in development of 
demyelinating diseases [3-5]. 

Viral neuroinvasion takes place commonly in primary 
acquired HHV-6 and 8 infections, although demyelina-
tion has been notified as remarkable complications. The 
HHVs have been isolated from MS plaques that denote a 
potential relation with MS pathogenesis, accordingly 
hindering these factors could be considered as parallel 
management pathway in prevention or decreasing the 
frequency of MS relapses, as well as, long-term disability 
progression [6]. 

Several thoughts have been sophisticated to clarify the 
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molecular mimicry or nonspecific bystander hypotheses 
of viruses. In agreement with this, two of the hallmarks 
of MS are sensitized auto-reactive T-cell and high 
auto-antibodies titers that are measurable in MS patients 
but not in healthy individuals. Nonetheless, many inves-
tigators using epidemiological observations as well as the 
pathological characteristics consider these viruses as par-
ticipants in launching and perpetuation of the disease 
[7,8]. 

The rationale of this study was to investigate whether 
HHV-6 and 8 have a role in MS pathogenesis or not and 
their significant levels in relation to patients who have 
other immune mediated neurological disorders (Myas-
thenia Gravis, Guillain Barré Syndrome, ischemic stroke 
in adolescent and young adult with no clear risk factors). 

2. Patients and Methods 

This study prospectively enrolled 20 individuals who 
have been diagnosed RRMS with exacerbation and seen 
by two consultant neurologists in Mansoura university 
hospital throughout 15 months (January 2007, and March 
2008). All MS cases showed clinical, radiological and 
electrophysiological (visual evoked potential (VEPs) and 
Brainstem Auditory evoked potentials (BAEPs)) findings 
that confirmed RRMS diagnosis [10,11]. 

The patient population was RRMS during exacerba-
tion, the mean duration (y) of MS disease was 6.3 ± 1.86 
and EDSS score was 2.88 ± 1.06. The demographic data 
of our RRMS- patients were 13 females and 7 males; 
their mean age when they included in this study was 30.3 
± 3.21years old. As regard the control groups, twenty 
cases with other immune mediated neurological disorders 
included in this study, their mean age when blood sam-
ples withdrawn was 25.2 ± 12.1 years old.  

Above all, we used nested PCR (nPCR) to investigate 
the genomic DNA of HHV-6 and PCR for HHV-8 in 
peripheral blood mononuclear cells (PBMC) samples of 
20 relapsing-remitting MS (RRMS) patients during ex-
acerbation as well as control group. Two blood speci-
mens were obtained for PCR examination from every 
patient. One sample was taken for PBMC separation and 
the second sample for plasma. Specimens from OIND 
were taken by the same way. 

Isolated PBMCs and plasma samples were aliquoted 
and stored at −70℃. Blood samples from OIND patients 
were managed on the same technique. PBMC isolation 
were separated by Ficoll-Hypaque (Biotest-Germany) 
density gradient centrifugation and stored at −70℃. Total 
DNA was extracted from PBMCs and blood plasma of 
positive cases according to the manufacturer’s instruc-
tions (Gentra, Minneapolis, Minnesota). PCR was used 
for the detection of both HHV-6 (nPCR) and HHV-8 
(PCR) sequences in PBMC-HHV-6 and 8-DNA and 

blood plasma for HHV-6-DNA.  
NPCR-HHV-6, a 100 µL reaction (EzWay PCR mas-

ter mix, Koma Biotech) contained 0.5µM of each primer 
and 0.5µg of DNA as a template. Negative controls were 
performed with sterile deionized water.  The detection 
of HHV-6 DNA was carried out according to Bandobashi 
et al. 1997 with a nested primer set, complementary to 
the gene coding the major capsid protein, which recog-
nizes of the virus. The nucleotide sequence of HHV-6 
primers 5’-G C G T T T T CA GTG TGTA G 
TTCGGCAG-3’ and 5’- T G G C C G C A T T C G T A 
C A G ATACGGAGG- 3′(outer pairs); 5’-G C T A G A 
A C G T ATTTGCTGCAGAACG-3’ and 5’-A TC CG 
AAA CA A CTGTCTGACTGGCA- 3’ (inner pairs) for 
the first and second round of PCR, respectively [9]. The 
inner primers amplify a 258-bp fragment of HHV-6. 

The first round of PCR was carried out at 94℃ for 3 
min, followed by 30 cycles of 94℃ for 1 min, 57℃ for 1 
min, and 72℃ for 1 min. Terminal extension of 72℃ for 
5 min was carried out after completion of the 30 cycles. 
A sample (10 µl) of the first round product was used as 
template for the second round using the conditions de-
scribed for the first round.  

PCR was used to amplify 233-bp fragment of HHV-8- 
DNA with the primers forward (AGC-CGA-AAG-GAT- 
TCC-ACC-AT) and reverse (TCC-GTG-TTG-TCT-ACG- 
TCC-AG). A 100 µL reaction (EzWay PCR master mix, 
Koma Biotech) contained 0.5 µM of each primer and 0.5 
µg of DNA as a template. Negative controls were per-
formed with sterile deionized water. Reaction mixtures 
were subjected to 40 cycles of the following incubations: 
initial denaturations at 94℃ for 2 min (1 cycle), denatu-
ration at 94℃ for 1min, annealing at 58℃ for 1 min, 
extension at 72℃ for 2 min (40 cycles) and final exten-
sion at 72℃ for 5 min.  

A thermal cycler (Peltier-effect cycling, MJ Research, 
Inc.) (Watertown Mass) was used for the both PCR reac-
tions. Detection of amplified DNA of both HHVs ten µL 
from the amplicon were analyzed by electrophoresis 
(Haefer HE33) in 2% agarose gel with 1x TBE buffer 
stained with ethidium bromide, visualized under UVL 
(Fisher Biotech, FBTIV-88) and photographed (FB-PDH- 
1216).  

All positive PBMC-HHV-6-DNA-PCR cases were 
analyzed again for plasma HHV-6-DNA for more con-
firmation. In this study we will discuss the results of 
PBMC samples because it is done for all patients but 
PCR for plasma samples were done for HHV-6-MS posi-
tive cases only.  

Statistical analyses of data are given as mean ± SD. 
Continuous data were analyzed by the independent t test, 
as appropriate. P value of less than 0.05 was regarded as 
statistically significant.  
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3. Results  

Between January 2007, and March 2008, 40 patients’ 
blood samples were collected in Neurology department, 
Mansoura University, There were 20 patients who had 
been classified as CDMS according to published Poser 
and McDonald criteria of MS diagnosis, all of them are 
RRMS type and investigated during relapse. The control 
group included twenty patients who had other immune 
related neurological diseases. 

Indeed, this prospective study significantly estimated 
the proportion of HHV-DNA sequences positive cases in 
comparison with prospectively classified OIND. The 
OIND spectrum comprised 9 cases with Guillain Barré 
Syndrome, 5 for Myasthenia Gravis, and 6 patients had 
ischemic stroke in adolescent and young adult with no 
clear risk factor. The clinical characteristics of each 
group in our study were compatible with so-called im-
mune based neurological disorder, either B-cell or T-cell 
mediated, just to exclude the possibility of cross immu-
nity, dominating one type of immune reaction or B-T cell 
conversion immunoprocess. 

Among RRMS cases there were seven patients (35%) 
showed positive results for HHVs-DNA sequences. Pin 
pointing to the type of HHVs, The study implicated the 
relatively high frequency of HHV-6 DNA sequence in 7 
cases (35%), HHV-8 sequence in only one case (5%) in 
PBMCs that drawn from 20 RRMS patients throughout 
exacerbation; all patients had no history of immuno-
modulatory or immunosuppressive treatments intake 6 
months prior to the last attack (Table 1).  

There was one female patient who showed positive 
DNA sequence for both HHV-6 and 8 and her EDSS 
score was 5.5. This patient also experienced high fre-
quency of MS exacerbation. 

The PCR of the blood samples that had been drawn 
from twenty OIND patients showed no positive DNA 
sequence for HHV-6 or 8 except one case out of 9 cases 
of GBS (11.1%) was positive for HHV-8 that represent 
5% of the total OIND patients (Table 1). There was no 
 
Table 1. Comparison between positive PCR-HHVs* cases. 

RRMS (n** = 20) OIND(n = 20)    Diagnosis 
 

HHVS n % n % 

HHV-6 7 35 0 0 

HHV-8 1 5 1 5 

Both HHVs 1 5 0 0 

P value < 0.001, t Test 0.33 

*HHV, human herpesvirus; n**, number 

significant predilection to females. Three out of the seven 
patients (42.8%) who had positive HHV-6-DNA se-
quences as well had high EDSS scores (more than 4). 

4. Discussion 

Indeed, this prospective study significantly estimated the 
proportion of HHV-DNA sequences positive MS cases in 
comparison with prospectively classified OIND. It was 
detected significantly (35%) in blood samples of RRMS 
patients more than control group (%5) (p < 0.05). This is 
indicating that viral agents could contribute to demyeli-
nation plaques and MS pathogenesis [5,6,9,11,12]. 

Moreover there is significant increase in frequency of 
relapses and severity of MS disease among HHVs posi-
tive patients (42.8%) (p < 0.05) who showed relative 
high EDSS. The percentage of cases with positive HHV-6 
is higher thanHHV-8 [5,13]. 

In harmony with our results, Simmons 2001 and others 
stated that HHV-6 DNA correlates with active HHV-6 
infection and is not found in healthy individuals. In this 
distinctive study, IgM titers showed a considerable raise 
to the p41/38 early antigen in patients with RRMS, in 
comparison to healthy controls and individuals with other 
neurological disease [14-16]. 

Two further studies have established the existence of 
increased IgM responses to HHV-6 in patients with MS, 
Additionally, HHV-6 DNA was identified in 30% of MS 
patients (15 of 50) and in 0% of 47 controls consisting of 
healthy individuals, patients with other inflammatory 
diseases, and patients with other neurological diseases, 
despite the fact that no correlation was demonstrated in 
Enbom, 2001 study [17-19]. 

Knox et al., 1998, stated that HHV-6 may host CNS of 
MS patients and activated, as measured by DNA in 
plasma and CSF, from time to time. Anyhow, HHV-6 A 
variant was detected in the PBMC of MS patients but not 
in controls. [20] 

It has been proposed that disagreements in these re-
sults may be caused by variations in reagents, procedures, 
racial and patient selection. Further serological, cellu-
lar/immune response, molecular, and clinical studies are 
required to explain the task of HHV-6 and 8 in MS 
pathogenesis [5,6,12,17,21]. 

Clearly, there is one patient who had HHV-8 (5%) 
with high EDSS that did not show significant differences 
with control group, which denotes the modest role of 
HHV-8 in disease progression and relapses frequency 
more than MS pathogenesis [22]. 

However, it is of interest that, when other investigators 
studied HHV-6 and 8 in RRMS, they gave attention to 
virus immunoglobulin titers and DNA but they did not 
correlate both of them with exacerbation, [23,24] there-
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fore our distinctive study focus on the role of HHVs dur-
ing relapses, this higher percentage of positive cases in 
relation to other studies may denote a considerable rela-
tion between exacerbation and HHVs, in addition to 
HHVs potential task in MS pathogenesis, plus all cases 
in this study had not receive any of beta-interferon drugs 
that have potential antiviral effects. As well racial factor 
may play also an important role in this high percentage 

[25,26]. 

5. Conclusions 

We concluded that there is sizeable evidence in this study 
that put forward the association of HHV-6 and HHV-8 
with RRMS during exacerbation. At the same time we 
have to be watchful to explain this mysterious disease 
very simply on the base of chronic viral infection, but we 
support extremely Egyptian therapeutic trials which put 
forward the role of antiviral drugs (acyclovir or valacy-
clovir) in treatment of MS exacerbation via evaluation of 
viral serology, radiological as well as immunological 
outcomes and the effect of these drugs on long term dis-
ease disability. 
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