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ABSTRACT 

The service sector is growing in importance in the US, particularly in B2B contexts. Despite this, research in these ar-
eas lags behind manufacturing and B2C studies. The purpose of this article is to begin addressing this issue by looking 
at how information technology can improve service delivery in B2B contexts by looking at the fit between the CSLC and 
a mix of customer contact technology modes. Specifically, we look at how Web 2.0 technologies facilitate interorgani-
zational communication even for small and medium businesses by providing a wider variety of technologies at a lower 
cost. This allows businesses to use technology to reduce business customer uncertainty and equivocality, hence im-
proving the quality of their service delivery. Due to the increasing use of the Internet as a source of communication and 
the evolution of customer expectations, this is becoming an increasingly important research topic. Propositions and 
implications are presented. 
 
Keywords: Service Science, B2B, Customer Service Contact model, Customer Service Life Cycle, Media Richness Theory 

1. Introduction 

Although the service sector contributes 79.6% to the 
United States’ GDP (Gross Domestic Product) [1], ser-
vice research lags behind that of manufacturing. This is 
significant because the distinctive characteristics of 
managing services require a different approach than what 
is found in manufacturing [2]. IBM and others have re-
cently urged participation in the service science move-
ment (or Service Science, Management and Engineering 
– SSME). On their web page, IBM describes service sci-
ence as “a growing multi-disciplinary research and aca-
demic effort that integrates aspects of established fields 
like computer science, operations research, engineering, 
management sciences, business strategy, social and cog-
nitive sciences, and legal sciences” [3]. The goal of this 
movement is to improve quality and productivity, in-
crease efficiency and scalability, and nourish learning 
and innovation rates in the service industry by combining 
interagency, interdisciplinary and innovative resources [3,4]. 

In addition to the shortage of research on the service 
industry, we also find that even though 85% of e-com-
merce is business-to-business (B2B) [5], most of the 
e-commerce research has been in business-to-consumer 

(B2C) [6]. Just like the service science movement, re-
searchers are calling for more research in B2B contexts 
[7]. This paper resides in that rare intersection of B2B 
service research and examines how technology, specifi-
cally Web 2.0, can be used to facilitate efficient and ef-
fective service delivery. 

To address this need, we bring together the customer 
service contact model [8] from the field of operations 
management, which describes various modes of customer 
contact, and the customer service life cycle model [9] 
from the field of management information systems, 
which describes the stages a customer must go through 
when contacting a vendor. Our intention is to bring in-
sight to the question: “What form of information tech-
nology improves service delivery in specific situations?” 
To address the question, we created the matrix shown in 
Figure 1 (see Table 1 for construct definitions). 

In this matrix, we cross Froehle and Roth’s [8] tech-
nology-mediated customer service contact model with 
Ives and Mason’s [9] customer service life cycle (CSLC) 
model. The technology-mediated customer service con-
tact model indicates a range of service delivery modes 
ranging from technology-free, where two individuals 
conduct business without the aid of any technology, to  
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↓Contact    CSLC  
Mode   Stage→ 

Re-
quire-
ment 

Acqui-
sition 

Owner-
ship 

Retire-
ment 

Technology-Free    

Technoogy- 
Assisted 

   

Technoogy- 
Facilitated 

   

Technoogy- 
Mediated 

   

*Peer-to-Peer    

Technoogy- 
Generated 

   

*Technology-Only    

*New contact modes added in this study to Froehle and Roth’s frame-
work [8] 

Figure 1. Customer service contact mode / customer service 
life cycle matrix 

technology-only, where business transactions are con-
ducted without the presence of any individuals. For the 
second dimension of our matrix, we chose to use Ives 
and Mason’s [9] CSLC model because it provides a 
framework for applying IT to external, customer-focused 
applications [14]. The framework of their model contains 
four stages: requirements, acquisition, ownership, and 
retirement [9] as illustrated in the matrix. Specifically, 
this matrix links the way services are delivered to a 
business customer depending on the business customer’s 
stage in the customer service life cycle. Our model will 
aid in the selection of the appropriate technology level 
based on the business customer’s position within the cus-
tomer service life cycle. 

This paper contributes to the existing literature in the 
following ways. First, we present the matrix which pro- 
vides strategic insight into which customer contact modes 

Table 1. Construct definitions 

Construct Definition 

Customer Contact physical presence of the buyer in the service system [10] 

Full-Service 
the buyer interacts directly with the provider in the front office (e.g. technology-free and technology-assisted modes 
of customer contact) [8] 

Self-Service 
the customer service representative does not actively participate in service performance (e.g. technology-generated 
mode of customer contact) [8] 

Auto-Service 
no human involvement is required for business transactions to occur (e.g. technology-only mode of customer 
contact) 

Mode of Customer Contact 

Technology-Free the buyer only makes contact with the service representative and technology is not involved at all in the process [8]

Technology- 
Assisted 

the customer only makes contact with the service representative but the service representative has access to tech-
nology in order to process the transaction [8] 

Technology- 
Facilitated 

the technology system available to both its service representatives as well as the service customer [8] 

Technology- 
Mediated 

the service customer and service representative interact with technology but they do not interact with each other [8]

Peer-to-Peer the customers discuss (with other customers) the supplier’s service on a supplier-provided platform 

Technology- 
Generated 

the service customer interacts directly with the technology without the assistance of a service representative [8] 

Technology-Only 
Mode 

the computer systems at both companies interact with each other with no human involvement 

Customer Service Life Cycle Opportunity 

Requirements 
analyze and define purchase requirements, gather service information from suppliers, and identify service providers 
that meet requirements [9,11] 

Acquisition search for and identify potential suppliers, order the service, transfer funds, and evaluate the service [9,12,13] 

Ownership integrate the service into business processes, monitor the interaction [9,12] 

Retirement analyze expenses and switching costs [9,12] 
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should be utilized at the various stages in the customer 
service life cycle. Second, we add two additional cus-
tomer contact modes, peer-to-peer and technology only, 
to the work of Froehle and Roth [8]. Third, we provide 
insight into how Web 2.0 can be used for both intra- and 
inter-company coordination. Finally, we present research 
propositions based on our framework, leading to future 
research that can test our conceptual framework. 

This paper is organized as follows. In the next section 
we provide a background on Web 2.0, the characteristics 
of business-to-business transactions, and the concepts of 
equivocality and information richness. The succeeding 
section presents our model and propositions. The final 
section discusses implications for future research. 

2. Background 

In this section we provide information which will set the 
stage for the presentation of our model in Section 3. Our 
first background section covers Web 2.0, followed by a 
section on B2B, and finishes with a discussion of 
equivocality and information richness. 

2.1 Web 2.0 

Because Web 2.0 is a fairly new technology, we will 
define Web 2.0, describe four concepts of Web 2.0 that 
are suitable for B2B usage, and discuss how businesses 
can exploit these concepts for their B2B transactions. 
First, we define Web 2.0 as a collection of websites that 
use information technologies and applications to en-
courage user participation, information sharing, social 
interaction, and collaboration [5]. Unlike the more tradi-
tional websites (referred to as Web 1.0), Web 2.0 sites 
are typically used as services to accomplish tasks, typi-
cally with other people [5]. In a B2B context, companies 
can leverage Web 2.0 concepts such as Rich Internet 
Applications, Software-as-a-Service, collective intelli-
gence, and mashups [15]. These are described in detail in 
the following paragraphs. 

The first Web 2.0 concept that applies to B2B envi-
ronments is Rich Internet Applications (RIA). These ap-
plications allow business customers to specify the type of 
information they want to receive from a supplier so that 
the supplier can proactively provide the information [15] 
and the buyer can then organize and view the information 
they receive more effectively [16]. For example, Web 2.0 
can enable a business customer to automatically and se-
curely access information about their account or perform 
complex data entry for highly customized purchase or-
ders through an easy-to-use desktop-like experience such 
as drag and drop [17,18]. In short, Web 2.0 technology 
allows a business customer to get real-time information 
about their account or current business transactions in an 
information-rich environment with the added benefit of 
being able to do it from anywhere at any time [17]. This 
results in improved responsiveness and operational effi-

ciency on the part of the supplier [15,19]. 
Second, Web 2.0 delivers functionality as a service 

rather than packaged software [5]. The B2B concept is 
Software-as-a-Service or SaaS. This means instead of 
purchasing software to install on company computers, a 
supply chain member can access the software, and all of 
the relevant data, through the internet by use of a web 
browser (and the correct password) from any location at 
any time. Since the software is not purchased and in-
stalled, payment to the software supplier is commonly 
pay-per-use. Also because the software and data are not 
installed on local computers, updates and maintenance 
are transparent to end-users, allowing software suppliers 
to continuously update the software and users to have 
access to the latest version of the software [15]. 

A third, applicable concept for B2B contexts is that 
Web 2.0 is based on collective intelligence (a group of 
people can both contribute to and use the information 
gathered). One of the best examples of collective intelli-
gence, although not B2B or even business-related, is 
Wikipedia, as it supports more than 1.5 million articles 
written completely by user contributions. Another form 
of this collective intelligence is blogs where users post 
their solutions to problems they have personally encoun-
tered, or respond to requests to solve the problems of 
others [5]. In a B2B environment, collective intelligence 
can be used to improve forecasts or understand demand 
patterns. Additionally, customers can exchange their 
views on the supplier’s service [15–20] or share ideas on 
how to improve the service [18]. Several of the top En-
terprise Resource Planning (ERP) software vendors sup-
port blogs where experienced users can discuss issues 
encountered in using the ERP applications as well as the 
solutions they arrived at to address the issues. As these 
systems attract more user participation, they will become 
even more valuable, unique, and richer [18]. And when 
users help each other, the supplier doesn’t have the ex-
pense of providing quite as much customer support. 

The fourth and final Web 2.0 concept is the support of 
mashups. A mashup is the result of the transformation 
that occurs when local data is integrated with one of sev-
eral powerful web services such as Google Maps [15]. 
For example, it is possible to analyze local firm data 
about the location of supply chain members and/or ship-
ments by combining it with the Google Maps’ applica-
tion to get a visual display of the routes of all shipments 
to and from a plant. Viewing data in new ways may en-
able supply chain efficiencies, such as sharing transport 
or minimizing deadhead miles, which can benefit the 
entire supply chain. 

So how can businesses exploit these concepts in their 
B2B transactions? Many small businesses have hesitated 
to invest in interorganizational systems, such as elec-
tronic data interchange (EDI), in the past [21–23] due to 
resource constraints and failure to understand the strate-
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gic benefits of these types of systems [24,25]. In addition, 
the negative repercussions of investing in these systems 
can be major [22]. Typically, small and medium busi-
nesses are more likely to adopt these systems because of 
external pressures such as competitive pressure, depend-
ence on trading partner, trading partner pressure, or in-
dustry pressure [21,23]. However, Web 2.0 technologies 
provide low-cost options for smaller businesses. In fact, 
small businesses may be able to integrate Web 2.0 tech-
nologies before many of the larger businesses, because 
the large businesses are tied to their legacy systems [26]. 
This likely explains why Forrester Research Inc. predicts 
investments in Web 2.0 technologies will increase an 
estimated 43% per year over the next 5 years with a total 
of 4.6 billion investment dollars being spent on the tech-
nology by 2013 [27]. 

2.2 Business-to-Business 

Parasuraman and Zinkhan [7] wrote in a special issue of 
the Journal of the Academy of Marketing Science that 
most of the scholarly research has been focused on B2C 
even though the internet affects both B2C and B2B and 
the “economic magnitude of B2B transactions are esti-
mated to be substantially higher than that of B2C trans-
actions” (p292).  They conclude there is “clearly a need 
for more research in B2B contexts” (p293). LaPlaca and 
Katrichis [6] give two reasons for the imbalance of B2B 
and B2C articles in the marketing literature. The first 
reason is B2C data is more available than B2B data. The 
second is that consumer marketing is more popular than 
business marketing among students. 

When compared to B2C relationships, developing ef-
fective B2B relationships through the use of technology 
has the potential to significantly benefit all members of a 
supply chain. Within a long supply chain (as illustrated 
in Figure 2), all but one of the transactions occur between 
businesses. The only transaction that involves the cus-
tomer is the final transaction in the chain. In lean supply 
chains, businesses actively strive to establish long-term 
relationships with a small number of suppliers [28,29]. 
This makes it worthwhile and economically feasible for 
both business suppliers and business customers to invest 
the required money, time, and effort needed to automate 
their supply chain relationships [30]. In addition, the long 
history of EDI has demonstrated that many B2B transac-
tions are fairly standard, making them amenable to 
automation [31]. 

2.3 Equivocality and Information Richness 

Daft and Lengel [32] discussed why organizations gather 
and process information and conclude that “information 
is processed to accomplish internal tasks, to coordinate 
diverse activities, and to interpret the external environ-
ment” (p555). They further state that, in order to accom-
plish these goals, organizations must overcome both un-

certainty and equivocality. They defined uncertainty as 
the absence of information. To reduce uncertainty, the 
organization gathers information that is assumed to exist. 
When enough information is obtained, a clear decision 
can be made. 

Equivocality is similar to uncertainty, but it presumes 
ambiguity. This means even if a plethora of data is ob-
tained, it could still result in multiple, conflicting inter-
pretations and an unclear solution [32]. Daft and MacIn-
tosh [33] used the term “unanalyzability” to describe a 
similar concept. In order to reduce equivocality, manag-
ers cannot just collect more data; instead, they must 
ponder the issue at length, use judgment coming from 
experience, and elicit discussions with those of both 
similar and opposing views. So the solution to equivocal-
ity is what Daft and Lengel [32] call rich information. 
They define information richness as “the ability of in-
formation to change understanding within a time interval. 
Communication transactions that can overcome different 
frames of reference or clarify ambiguous issues to 
change understanding in a timely manner are considered 
rich. Communications that require a long time to enable 
understanding or that cannot overcome different perspec-
tives are lower in richness” (p560). 

Daft, Lengel and Trevino [34] further the discussion of 
information richness and identify four characteristics of 
rich media, which they define as media which has the 
capacity to process rich information. Their first charac-
teristic of rich media is that it provides immediate feed-
back to both the message sender and the message re-
ceiver so they can check interpretations without delay. 
The second characteristic of rich media is it provides 
multiple cues which the message receiver is able to infer 
information not explicitly stated in the message (e.g. tone 
of voice and body language). Their third characteristic of 
rich media is it is able to convey material in a variety of 
formats such as pictures, symbols and verbal statements. 
They call this characteristic language variety. Their 
fourth and final characteristic of rich media is that rich 
messages can be tailored with a personal focus so that it 
fits personal circumstances and can be infused with emo-
tions and personal feelings. They then go on to order 
media from most rich (face-to-face) to least rich (imper-
sonal, written documents). Daft et al. [34] also found that 
managers who could recognize the equivocality of a 
message and then chose appropriate media to convey the 
message (media high in richness to convey high- 
equivocality messages and media low in richness to con-
vey low-equivocality messages), had higher performance 
ratings than managers who were unable to match the me-
dia to the equivocality of the message. 

In this paper, we intend to illustrate that the stages in 
the customer service life cycle [9] vary in equivocality, 
and that the modes of customer contact [8] vary in media  
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richness, allowing us to recommend appropriate cus-
tomer contact modes for different stages in the customer 
life cycle. 

3. Research Model 

In this section we present the details of our model first 
introduced as Figure 1. We will first discuss the mode of 
customer contact (rows) followed by the stages in the 
customer service life cycle (columns). 

3.1 The Mode of Customer Contact Dimension 

To address the different customer contact technology 
modes, we will utilize Froehle and Roth’s [8] model of 
conceptual archetypes of customer contact in relation to 
technology, and describe how they vary in the B2B con-
text. We will first provide an overview of this model and  
describe each customer contact mode. Then, we will  

discuss how each type of contact (full-, self-, or 
auto-service) can be addressed by different levels of me-
dia richness according to Media Richness Theory. We 
will present propositions for each type of contact. 

Figure 3 illustrates the broad range of conceptual ar-
chetypes (or technology modes) of customer contact. 
They can range from traditional, technology-free services 
to completely automated e-services (“comprised of all 
interactive services that are delivered on the Internet us-
ing advanced telecommunications, information, and mul-
timedia technologies” [35 p175]). According to Froehle 
and Roth [8], the first type of contact, technology-free 
customer contact (Figure 3A), occurs when the business 
customer only makes contact with the service representa-
tive and technology is not involved at all in the process. 
A second form of contact, technology-assisted customer  

 

 

Figure 2. Example of a supply chain [Adapted from PowerPoint slides of 5] 
 

 

Figure 3. Froehle and Roth’s [8] customer contact technology modes with B2B marketplace adaptations for S2S and P2P 
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contact (Figure 3B), occurs when the business customer 
makes contact with the service representative and the 
service representative makes use of technology (such as 
Web 2.0 technologies like wikis or blogs) in order to 
serve the business customer. These two types of cus-
tomer contact are referred to as full-service contacts. A 
third form of contact, technology-facilitated customer 
contact (Figure 3C), occurs when a supplier makes the 
technology system available to both its service represen-
tative and its business customer. In addition to interacting 
with the system, the service representative and business 
customer also interact directly with each other. All three 
of these customer contact models (Figures 3A, 3B, and 
3C) are considered “face-to-face” solutions to customer 
service. 

“Face-to-screen” contact occurs, also according to 
Froehle and Roth [8], when the business customer inter-
acts only with technology and not with the service repre-
sentative. The first “face-to-screen” mode is technol-
ogy-mediated customer contact (Figure 3D) where both 
the business customer and service representative interact 
with technology but they do not interact directly with 
each other. In technology-generated customer contact 
(Figure 3F), the business customer interacts directly with 
the technology without the assistance of a service repre-
sentative; therefore, Froehle and Roth [8] considered this 
self-service contact. 

One additional form of self-service interaction for 
business customers not mentioned by Froehle and Roth 
[8] is as a member of a virtual community where a buyer 
can interact with other buyers in lieu of a service repre-
sentative (Figure 3E). An example of this is the “collec-
tive intelligence” Web 2.0 concept. In this case, business 
customers can interact directly with each other on a site 
provided by the supplier (e.g. http://blogs.oracle.com/) 
[36]. Businesses can install platforms to facilitate 
peer-to-peer interactions that can be used to solve and 
share solutions to mutual problems related to the com-
pany’s service [17,18,20]. This interaction can be of two 
distinct types: viewing and posting. Customers can view 
(read) comments written by other customers or post 
(write) their own comments or questions that can be 
viewed by others. We call this technology-mediated 
peer-to-peer (P2P) contact. 

These six technology-mediated customer contact 
modes can apply to both B2C and B2B marketplaces 
because a company’s buyer can have the same type of 
relationship with a service supplier as an individual con-
sumer can. However, B2B marketplaces, effectively, 
have an additional mode we call technology-only cus-

tomer contact (Figure 3G)1. In this scenario, the technol-
ogy systems at both the buyer’s and supplier’s companies 
interact with each other with no human involvement. For 
example, organizations have deployed inter-organiza- 
tional B2B applications such as purchase order process-
ing, invoice and payment processing, and procurement 
analysis [37]. Since this is not face-to-face or face-to- 
screen, so we call this auto-service contact. 

3.1.1 Full-Service (Figures 3A and 3B) 
There are three main benefits for the business customer 
in full-service customer contact modes. First, the buyer 
receives high human contact. This is important because, 
according to Vickery et al. [38], rich information “should 
be particularly relevant to customer contact in an indus-
trial service environment” (p1108). The two media 
channels with the highest information richness include 
face-to-face and the telephone [32,34,38]. Only the 
full-service offers this type of human interaction because 
all the other modes involve the business customer inter-
acting with a computer. A second benefit is most or all of 
the risk is the responsibility of the server. This assump-
tion of risk can be critical for those customers who are 
inclined toward full-service [39]. Full-service gives these 
buyers the opportunity to avoid any risk in the perform-
ance of the service because the server is accountable for 
all of the activities after the intent to purchase is stated 
[39–41]. The final benefit of full-service contact is an 
avoidance of customer effort. Just like risk, the burden of 
activity resides with the server. This is particularly im-
portant for “non-standard” transactions [35] such as con-
figuring specialized, industrial electric motors. Because 
the configuration can significantly influence the reliabil-
ity of the motor [42], it requires a knowledgeable indi-
vidual. If the buyer simply places the order, the burden of 
proper configuration is placed on the supplier [39]. 

Proposition 1: Business customers who need rich in-
formation, are risk-averse, and want to avoid extra ef-
fort will be more likely to opt for full-service contact 
with their suppliers, if given a choice. 

3.1.2 Self-Service (Figure 3F) 
In this type of service offering, the service representative 
does not actively participate in service performance. 
These types of interactions are called Self-Service Tech-
nologies (SSTs) [8]. SSTs are defined as the “techno-
logical interface that allows customers to produce and 
consume services without direct assistance from em-
ployees” [43 p283]. For example, employees at General 
Electric (GE) use a system called Trading Partner Net-
work Register to electronically order office supplies from 
pre-approved vendors because it saves them money [44], 
wait times are shorter, no paperwork needs to be filled 
out, and authorizations are done electronically [41,45]. In 
addition to these benefits, SSTs offer an interactive, 
convenient, consistent, and personal way of communi-

1While it could be argued that personal, automatic payments could be 
an example of B2C technology-only customer contact, we argue this 
type of contact is actually B2B since the automatic payments are proc-
essed by either a bank or credit card company. Therefore, this type of 
interaction is ultimately B2B even though it seems B2C from the con-
sumer’s point of view. 
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cating with the seller [35,41,46]. While SSTs can provide 
immediate feedback and a personal focus, they do not 
offer the same number of cues (e.g. body language and 
tone are not conveyed) or language variety (e.g. verbal 
statements combined with pictures or graphs); therefore, 
they are considered less rich [34]. 

For the supplier, SSTs can also offer a number of 
benefits. First, they can reduce costs [47] by eliminating 
costly specialists and experts [35]. Second, they allow 
the organization to meet customer demand for alternative 
ways of purchasing services. Third, SSTs can allow a 
company to generate new markets by introducing a new 
channel that will reach worldwide markets [47]. 

It is important to note all of these benefits are not 
automatic or all-encompassing. First, the supplier must 
analyze its buyers’ wants, needs, and capabilities to de-
termine if self-service is the appropriate offering [48,49]. 
For example, the supplier needs to determine whether the 
customer willing to accept the lack of verbal communi-
cation inherent in less media rich channels [34]. Second, 
if SSTs are appropriate, the supplier has to try to cus-
tomize the web interface to meet specific buyer needs. 
This typically results in a more complex website because 
of the level of personalization that is required. However, 
the website must still be simple, accessible, easy to use 
[35,41] and provide immediate feedback through pictures, 
on-screen displays, or text messages. 

Proposition 2: Business customers who do not re-
quire verbal cues or statements (i.e. less rich informa-
tion) will be more likely to opt for self-service contact 
with their suppliers, if given a choice. 

3.1.3. Auto-service (Figure 3G) 
Auto-service customer contact solutions are at the ex-
treme of technology-mediated customer contact solutions. 
In this scenario, no human involvement is required from 
either supplier or customer for the business transactions 
to occur. In other words, the buyer and supplier work 
together to create a shared infrastructure utilizing the 
Internet and other technologies as a means for commer-
cial exchange. These systems are referred to as interor-
ganizational information systems [50,51]. A traditional 
example is Electronic Data Interchange (EDI) [49]. EDI 
is a standard protocol for electronically exchanging 
documents like purchase orders, invoices, and advanced 
ship notices. In the past, data was converted using ex-
pensive translation software and exchanged between 
corporations through a Value-Added Network (VAN) or 
a Virtual Private Network (VPN). Since it was so expen-
sive and complicated, implementation of these types of 
technologies was usually restricted to large businesses 
[52]. If small businesses did choose to use interorganiza-
tional systems, they did so in response to competitive, 
trading partner, or industry pressure [21,23]. However, 
Web 2.0 technologies like enterprise application integra-

tion (EAI), Internet-based EDI, and point-to-point or 
system-to-system has made “auto-service” modes of cus-
tomer contact available to even small and medium firms 
since these technologies are services rather than software 
packages that need to be purchased [15]. 

The main benefit of these auto-services is they allow 
firms to exchange information quickly [38] and more 
frequently because their systems are linked together [53]. 
Some other benefits of this technology include reducing 
transaction costs, reducing order cycles, improving part-
ner relationships, improving the flow of data, and im-
proving planning and forecasting [54]. 

Just like full- and self-service, auto-service does have 
disadvantages. For example, electronic media, like EDI, 
are considered “lean” or less rich [38,53]. Electronic me-
dia receive this label because the channel restricts visual 
communication [38]. Another disadvantage of auto- 
service is the substantial coordination costs necessary to 
connect the two systems [21]. However, Web 2.0 prom-
ises to reduce those costs because it can be used as a ser-
vice (e.g. SaaS) or the software can be hosted either by 
the supplier or by a third-party host, so we propose: 

Proposition 3: As Web 2.0 becomes more widely ac-
cepted, supplier companies will be able to provide richer 
information to their customers at a lower cost, so they 
are more likely to use Web 2.0 technologies than tradi-
tional interorganizational systems like EDI. 

3.1.4 Mode Combination (Figures 3C and 3D) 
As shown in Figure 3, there are middle-ground options 
available to sellers. First, the company can make their 
technology available to both the service representative 
and the service customer in a technology-facilitated cus-
tomer contact. Second, the organization can support a 
technology-mediated customer contact environment 
where both the customer and representative mutually 
interact with the technology but not directly with each 
other [55]. These combined with full-service, self-service, 
and auto-service offer a wide variety of options that can 
be mixed-and-matched to best meet the customer’s 
needs. 

There are other ways that a company can utilize vari-
ous modes of customer contact. One example of this 
combination is a company that provides full-service on 
the first transaction in order to demonstrate usage of the 
system while subsequent transactions are performed by 
the customer in self-service mode. A company could also 
split its high-volume, standardized services from its 
low-volume, customized services. The supplier could 
make its high-volume, standardized services available on 
their website while the customized services are handled 
by full-service customer representatives. Therefore, the 
business customer receives the benefit of both rich and 
lean media depending on the circumstance. In summary, 
the business customer can employ “media switching” 



Offering Appropriate Information Technologies at Different Stages in the Customer Service Life Cycle for Improved Service Delivery 

Copyright © 2010 SciRes                                                                                 JSSM 

8 

based on the task at hand [56]. 
Proposition 4: Business customers will use a variety 

of contact modes depending on the previous number of 
transactions or the type of transaction. 

3.2 The Customer Service Life Cycle Dimension 

To address the different customer life cycle dimensions, 
we will utilize Ives and Mason’s [9] model of the cus-
tomer service life cycle. As illustrated in Figure 4, there 
are four stages in this life cycle. The first stage of the 
customer life cycle is the requirements stage. This stage 
presents the supplier with a number of opportunities for 
serving the customer more effectively with technologies 
such as Web 2.0. For example, suppliers can develop 
websites specifically designed to provide customers with 
the information they need (e.g. inventory levels, tracking 
information). These websites can offer real-time infor-
mation (i.e. immediate feedback). They can also specifi-
cally address services the business customer is interested 
in purchasing (e.g. personal focus) and present the in-
formation in multiple locations (e.g. a service could be 
viewed through the supplier’s website or an offsite blog2) 
and multiple ways (e.g. language variety through demon-
strations, trial packages, or written descriptions of the 
service). In other words, the supplier can use the Internet 
to provide a greater richness of information [8,57] that is 
unconfined by individual salespeople having to contact 
the customer during normal business hours [58,59]. 

In addition, the data can be more comprehensive, in-
cluding both service details and specifications as well as 
potential application suggestions [58]. Since most or-
ganizations are utilizing their websites to provide more 
comprehensive information [13], the buyer can easily 
become overwhelmed by the sheer volume of options 
available to him and his company for purchasing services 
[60]. This is combined with the fact the buyer may al-
ready be addressing an ambiguous business need, par-
ticularly when it comes to the nature of services [61]. In 
order to deal with the complexity, uncertainty, equivo-
cality, and information overload introduced by technol-
ogy-mediated marketplaces [11,62,63], suppliers need to 
be proactive about providing service recommendations or 
substitution queries that help buyers filter unwanted ser-
vices and alleviate some of the confusion and informa-
tion-overload problems. 

The second stage in Ives and Mason’s [9] CSLC is the 
acquisition stage. In this stage, the buyer first searches 

 

Figure 4. Ives and Mason’s customer service life cycle [9] 
 
for and identifies potential suppliers for the services 
identified in the requirements stage [64]. Through Web 
2.0-supported peer-to-peer sites, the buyer can gather 
information from those who have provided comments 
about the service. Once a procurement source has been 
chosen, the buyer orders the service from the supplier 
[12]. The buyer then has the option to follow the progress 
of the order [13]. Once the order arrives and the buyer 
takes possession, he can transfer the appropriate funds 
[12,65]. Finally, the buyer can perform a service evalua-
tion [13] to ensure the service meets expectations [12]. 
Unlike the first stage, this stage has a lower level of 
equivocality since there are a finite number of suppliers 
available. 

The third stage in Ives and Mason’s [9] CSLC is the 
ownership stage. This stage involves integration with 
other services, monitoring the access and use of the ser-
vice, and upgrading to higher levels of service as needed 
to meet changing requirements [12,14]. As more compa-
nies refocus their efforts on core competencies, this stage 
can also include pay-for-usage models typical of out-
sourced activities [58]. This stage has an even lower 
level of ambiguity than the previous two stages because 
the company is likely going to have well-defined pur-
poses for the purchased service. The only equivocality at 
this stage is the dyadic choice of upgrading to higher 
levels of service or not. 

Finally, the buyer enters the fourth stage in Ives and 
Mason’s [9] CSLC – retirement. This encompasses the 
analysis of expenses and the transfer or cancellation of 
the service [12]. At this stage, the buyer and supplier 
have the opportunity to establish a relationship instead of 
continuing to search for new partners that satisfy their 
service needs [66]. Business customers in this stage 
demonstrate the lowest level of equivocality because they 
only have to choose between continuing with the current 
supplier and moving to another supplier. If they choose 
to select a new supplier, they would move back into the 
requirements stage with its highest level of equivocality. 

2SAP is a notable example of this. Not only does SAP provide an “SAP 
Community” for its business customers on its website (see http://sap.
ittoolbox.com/), but they also have a separate blog site (http://sapro.
blogspot.com/). Through these two sites, SAP customers can request 
weekly newsletters, e-mail alerts, and join groups. They have access to 
blogs, wikis, white papers, and other resources. In the blogs, SAP em-
ployees, SAP consultants, and SAP customers discuss their implementa-
tion challenges, the issues they experience using the SAP software, and how 
they overcome the problems they face with SAP. 
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While the model proposed by Ives and their model is 
B2C in nature, it can be modified to reflect the needs of 
B2B buyers. Unlike B2C marketplaces, B2B buying 
situations typically involve different decision-makers 
along the life cycle. This means the person who makes 
decisions in the requirements stage may be different from 
the person who actually purchases the service in the ac-
quisition stage [67]. 

3.3 Mode of Customer Contact / CSLS matrix 

With the two dimensions defined, the complete matrix 
shown in Figure 1 is considered. From the supplier’s 
perspective, moving from the top to the bottom of the 
table reduces labor requirements. The top four rows 
(technology-free, -assisted, -facilitated, and -mediated) 
require service representative to interact with the busi-
ness customer at some level. The bottom three rows, on 
the other hand, don’t require interaction with any em-
ployee (peer-to-peer, technology-generated, and tech-
nology-only). From the business customer’s perspective, 
the upper three rows of the table involve face-to-face 
interaction with a service representative, the next three 
rows are self-service in which the business customer is 
required to interact with the technology, and the final 
row does not require any interaction by either party. 

By analyzing each stage in the customer service life 
cycle, a service-provider can identify opportunities for 
appropriate customer contact technology modes and 
avoid excessive IT spending that might result in unnec-
essary technology and potential buyer loss. Full-service 
customer contacts give customers human contact and 
risk-free service activities. Self-service technologies, on 
the other hand, offer customers control, convenience, and 
consistency across their service experience. By analyzing 
the customer’s needs/wants and the service provider’s 
technological ability, the company can offer the appro-
priate service for each circumstance. 

We posit that levels of equivocality decrease when 
moving from left to right in the matrix. The most am-
biguous phase is the requirements phase which has a 
higher level of equivocality than the acquisition phase 
which has higher levels than the ownership phase which 
has higher levels than the retirement phase. As the cus-
tomer moves through the service process life cycle, from 
left to right in our matrix, from requirements, to acquisi-
tion, to ownership to retirement, the transactions become 
more routine and require fewer customer contact modes 
and less media richness and are more suitable for auto-
mating. 

We also posit that media richness decreases when 
moving from top to bottom of the matrix. Technology- 

free, or full-service, is the richest mode of customer con-
tact because the business customer and service represent 
interact directly via face-to-face or telephone conversa-
tions which are not constrained by any technology.  
Moving down through the rows of the matrix, contact 
with the service provider decreases and contact with 
technology increases. As the technology contact in-
creases, this indicates a move toward less-rich media 
characterized by limited visual channels of communica-
tion [38]. The seventh row, auto-service, needs to be ex-
tremely structured so that the transaction can occur 
without intervention from the service representative. 

As equivocality decreases right to left and media rich-
ness decreases top to bottom, we suggest the most ap-
propriate matching of customer contact with stages of the 
customer life cycle will appear in a broad diagonal band 
going from the upper left to lower right.  Because not 
every task in each stage of the customer life cycle has the 
same equivocality, it is possible to effectively use almost 
every mode of customer contact in every stage of the life 
cycle (see Table 2). For example, even if the two compa-
nies have an EDI-type relationship, it may be necessary 
to resort to technology-free face-to-face communication 
in order to solve a specific problem [53]. Additionally, it 
is possible a business customer in the requirements phase 
may want to peruse the comments in an online commu-
nity discussion or download detailed specifications, re-
sulting in effective off-diagonal positions. We now go on 
to discuss the diagonal positions and generate proposi-
tions for each stage. 

3.3.1 Requirements 
The requirements phase, the leftmost column in the ma-
trix, is the time during which the new business customer 
moves from first realizing a need exists to specifying the 
attributes that will meet that need3. During this stage, the 
supplier company needs to educate potential business 
customers about the purpose of their service and help 
these business customers distinguish their service from 
the services of their competitors [68]. 

The decisions made in this stage have high levels of 
equivocality because gathering more data can easily re-
sult in more interpretations of the data, especially for 
services of which the buyer does not have experience.  
Because of the high levels of equivocality in this phase, a 
company should provide customers with as many contact 
modes as possible, including fact-to-face options, in or-
der to make the communication with the potential cus-
tomer as rich as possible. Therefore, we propose: 

Proposition 5: In the CSLC requirements stage, cus-
tomers will experience the highest levels of equivocality. 

Proposition 6: In the CSLC requirements stage, rich 
media will be utilized to assist the customer to manage 
high levels of equivocality. 

3Repeat customers move directly from the retirement phase to the ac-
quisition phase without cycling through the requirements phase, so only 
new and inexperienced customers enter the customer service life cycle 
through the requirements stage. 
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Table 2. A matrix for linking CSLC opportunities and customer contact technology modes 

 Customer-Service Life Cycle Stage 

 Requirements Acquisition Ownership Retirement 

Technology-Free 

· presales support and service 

specialists for high-demand 

customers [69] 

· understand the buyer’s 

problem and seek solutions 

to it [58] 

· “non-standard” transac-

tions [35] 

· sales force to maintain 

public relations [10] 

· request for information 

(RFI) service - written 

information about the 

capabilities of various 

suppliers [64] 

  

Technology-Assisted 

· single-point sales contact - 

he utilizes technology to 

maintain the vast amount of 

service information [58] 

· automate quote genera-

tion and order tracking for 

the sales force [78] 

  

Technology-Facilitated
· marketing/advertising tool 

[13] 

· customer service call 

center applications - rout-

ing, queue management 

[78] 

· transactional interaction 

(e.g. order entry, delivery, 

order tracking) 

[57,65,69,79] 

· routine ques-

tions via elec-

tronic interaction; 

complex prob-

lems via live 

interactions [69] 

 

Technology-Mediated
· contact sales staff through 

the website [13] 

· purchase on-line, pick-up 

in person [59] 

· pay for orders online [13]

· management 

information and 

reporting [48] 

· online support 

[13] 

 

Peer-to-Peer 

· research/verify the experi-

ences of existing customers 

[17] 

 

· problem resolu-

tion through 

interactions with 

customers en-

countering simi-

lar problems [18] 

 

Technology-Generated

· service catalogues [11,57, 

65,71,79]  

· automated caller ID units 

and voice response units that 

suggest solutions to meet 

needs [58] 

· customer forums [58] 

· service and pricing trans-

parency real-time [59,88] 

· global marketing auto-

mation - segmentation, 

targeting, response track-

ing [59,78] 

· personalized purchasing 

website [69] 

· order tracking [13] 

 

· receive auto-
matic, real-time 
information about 
the supplier’s 
inventory levels to 
make restock 
decisions or adjust 
forecasts [15] 

T
ec

h
n

ol
og

y-
M

ed
ia

te
d

 S
er

vi
ce

 

Technology-Only  

· EDI 

· automated payment sys-

tems [71] 

· automate cur-

rent information 

flows [35,49,83] 
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As illustrated in Table 2, research has shown that sup-
pliers do employ a wide spectrum of customer contact 
technology modes to handle the complexity of the ser-
vice being sought or the depth of information that must  
be gathered in order to suit many different buyer needs. 
For example, high-demand customers might need face- 
to-face presales support to handle all their specific ser-
vice questions [69]. On the other hand, some buyers 
might have some generic questions that can be resolved 
by automated caller ID units that ascertain customer 
needs and then make suggestions without direct contact 
with a salesperson [58]. Another possibility is these is-
sues could be resolved by the business customers them-
selves by accessing comments from an online users’ 
community that can be used to determine attributes of 
actual service usage as well as company responsiveness 
issues [18]. Since different buyers will have different 
levels and timing of customer demand [70], a single tech-
nology-mediated service is not sufficient. Therefore, we 
propose the following: 

Proposition 7: All modes of customer contact except 
auto-service will be commonly utilized in the require-
ments stage. 

Proposition 8: Peer-to-peer contact will be dominated 
by viewing, with little or no posting. 

3.3.2 Acquisition 
Customers can enter the acquisition stage from the re-
quirements phase or from the retirement phase of a pre-
vious order cycle3. Customers who are entering from the 
requirements phase experience a lower level of equivo-
cality than they did in the first stage because now the 
supplier choice has been limited to those that offer the 
required services. On the other hand, customers entering 
from the retirement phase do not experience any equivo-
cality because they’ve already done business with the 
supplier, so they know what to expect.  Therefore, we 
propose: 

Proposition 9: In the CSLC acquisition stage, equivo-
cality will be lower than it was in the requirements 
phase. 

Proposition 9a: In the CSCL acquisition stage, new 
customers will experience high levels of equivocality. 

Proposition 9b: In the CSCL acquisition stage, cus-
tomers retiring previous services with the same supplier 
will experience low levels of equivocality. 

Just like the requirements stage, the acquisition stage 
presents a number of opportunities for the supplier to 
support the buyer through a mix of customer contact 
technology modes. First, this stage presents opportunities 
for automated payment systems [71]. For example, buy-
ers and suppliers can exchange invoices via EDI or util-
ize automated clearinghouse (ACH) transactions. These 
systems allow the two parties to bundle transactions and 
avoid manual entry and reconciliation. Therefore, they 

can reduce or eliminate financial and human resources 
personnel for those processes [72]. Another opportunity 
is the supplier can make sure its website has clear and 
accurate pricing information [73,74]. This presents at 
least two benefits for both the buyer and the supplier.  
The first benefit is the buyer’s uncertainty about the 
transaction process is reduced because the pricing infor-
mation is readily available. This makes the buyer more 
likely to purchase from the supplier and it reduces the 
coordination costs of the transaction for both parties [75]. 
A second benefit is the price-sensitive buyer can accu-
rately weigh the supplier against potential competitors 
[76]. Once the buyer chooses a supplier, he might be 
willing to establish a collaborative relationship with the 
supplier. This would mean the two parties could improve 
their efficiency as they synchronize their planning and 
scheduling activities [46,65]. Finally, the supplier can 
offer financial services or logistics arrangements in order 
to facilitate the order process [65,66]. Providing financial 
services, for instance, gives the buyer access to real-time 
payments or credit approvals [65] that can speed-up the 
order entry process for buyers. Since research indicates 
buyers are reducing their number of suppliers [77], any 
opportunity the supplier can find and meet will give that 
supplier an advantage. 

As illustrated in Table 2, different customer contact 
technology modes provide a wide range of ways to fulfill 
these needs. For example, the supplier can empower its 
sales force by creating automatic systems that generate 
quotes and orders, provide contact management tools, 
and facilitate pipeline management [78]. Armed with this 
information, these salespeople can quickly and flexibly 
respond to the buyer just like the buyer wants [59]. For 
technology-facilitated services, the supplier can provide 
transactional interactions that allow the buyer to perform 
his own order entry or order tracking via the website 
[57,65,69,79]. This gives the buyer another valuable 
channel [80] for meeting his needs consistently and ac-
curately [74]. In addition, interaction with an online us-
ers’ community can assist with installation and early us-
age issues [18]. Because we can address the acquisition 
opportunities with a wide spectrum of customer contact 
technology modes, we propose: 

Proposition 10: All modes of customer contact will be 
commonly utilized in the acquisition stage, but the use 
of self-service and auto-service will be higher than in 
the requirements stage. 

Proposition 11: Peer-to-peer contact will be primarily 
viewing, with some posting. 

3.3.3 Ownership 
Typically, the supplier’s role is to provide basic training 
[69] or education about the benefits of the service.  
Routine, unambiguous questions can be addressed elec-
tronically (e.g. FAQ sections on the supplier website) 
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while the more complex, equivocal problems can be 
handle via live interactions (e.g. demonstrations over the 
phone or through a salesperson visit) [69]. Customers can 
leverage online users’ communities to solve unique prob-
lems and to find innovative uses for the service [18]. 
Since this stage doesn’t require the interaction-intensity 
of the previous two stages [71], we propose the follow-
ing: 

Proposition 12: In the CSLC ownership stage, cus-
tomers will experience lower levels of equivocality than 
in the acquisition stage. 

Proposition 13: In the CSLC ownership stage, the 
use of self-service customer contact modes will increase 
and the use of full-service customer contact modes will 
decrease when compared to their use in the acquisition 
stage. 

Proposition 14: Peer-to-peer contact will be both 
viewing and posting. 

3.3.4 Retirement 
Firms can establish their value-added partnership by 
automating their current, standardized/unambiguous, 
information flows through interorganizational systems 
like EDI [49]. This means firms can coordinate their 
simple processes (e.g. inventory management) [81,82] or 
automate their high-volume, repetitive restocks [35,49, 
83,84]. As the services become more standardized, local 
knowledge and relationships become less crucial [85]. 
Therefore, the supplier and buyer can utilize different 
modes of technology services in order to reduce their 
coordination costs.  In addition, as customers gain more 
experience with the service, they will become more ac-
tive in participating in online users’ communities because 
they will be able to offer suggestions of their own related 
to the service [15,20]. Therefore, we propose the follow-
ing: 

Proposition 15: In the CSLC retirement stage, cus-
tomers will experience the lowest levels of equivocality. 

Proposition 16: In the CSLC retirement stage, the 
use of self-service customer contact modes will increase 
and the use of full-service customer contact modes will 
decrease when compared to their use in the ownership 
stage. 

Proposition 17: Peer-to-peer contact will be primarily 
posting, with some viewing. 

4. Implications and Conclusions 

In future research, scholars should explicitly examine the 
relationship between each CSLC opportunity and the mix 
of implemented customer contact technology modes. By 
using the customer as a unit of analysis, researchers can 
identify how different customers respond to different 
service offerings. In these studies, it will be important to 
control for different supplier sizes because they adopt 
B2B portals to different degrees. For example, smaller 

suppliers are less likely to create B2B websites because 
they are expensive and are likely to have fewer custom-
ers that will utilize these sites [86]. However, smaller 
suppliers are more likely to establish these types of sites 
in the future as Web 2.0 becomes more common. Larger 
suppliers, on the other hand, have access to more finan-
cial resources as well as in-house expertise so they find it 
easier to adopt B2B portals [52]. 

It would also be beneficial to study each technol-
ogy-mediated service as a different variable. Future re-
searchers could compare service experiences for each 
model to determine if one model is preferred over an-
other in B2B marketplaces. Again, it is important to con-
trol for supplier size to determine if resource expendi-
tures are the cause of higher acceptance ratings. 

Future research needs to empirically examine the ef-
fectiveness of the modes of customer contact during the 
different CSLC stages. During each stage of the customer 
life cycle, the customer contact modes can be examined 
individually. In addition, the interactions between these 
modes should be examined to detect synergies obtained 
by using multiple modes of customer contact. Effective-
ness can be measured in a number of ways including 
accurate information transmitted to the customer, the 
proportion of present customers that are retained and the 
percentage of new ones recruited, the percentage of cus-
tomers that can be sold higher-levels of or complemen-
tary services, the number of “hits” on the online users’ 
community as well as the number of ideas obtained from 
this platform and integrated into company operations. 

In conclusion, the primary purpose of this article is to 
propose the fit between the CSLC and a mix of customer 
contact technology modes can improve service delivery. 
Due to the increasing use of the Internet as a source of 
communication and the evolution of customer expecta-
tions [77,87], this is becoming an increasingly important 
research topic. Therefore, this article proposes a theo-
retical lens for studying the buyer-supplier relationship in 
a B2B context. 
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ABSTRACT 

Joint decisions in production allocation and ordering policies for single and multiple products in a produc-
tion-distribution network system consisting of multiple plants are discussed, production capacity constraints of 
multi-plants and unit production capacity for producing a product are considered. Based on the average total cost in 
unit time, the decisive model is established. It tries to determine the production cycle length, delivery frequency in a 
cycle from the warehouse to the retailer and the economic production allocation. The approach hinges on providing an 
optimized solution to the joint decision model through the heuristics methods. The heuristic algorithms are proposed to 
solve the single-product joint decision model and the multi-products decision problem. Simulations on different sizes of 
problems have shown that the heuristics is effective, and in general more effective than Quasi-Newton method (QNM). 
 
Keywords: Joint Decisions, Production-Distribution; Multiple Plants, Capacitated, Heuristic Algorithm 

1. Introduction 

In the past, logistic decision among material procurement 
management, production and distribution were made in 
isolation. Previous studies have examined production, 
transportation and inventory separately. These major ac-
tivities are closely related with each other and should be 
coordinated effectively to enhance its profit in today’s 
competitive market. Uncoordinated and isolated deci-
sion-making among functional related activities in supply 
chain system may weaken its system-wide competitive-
ness. Hence, more efforts are now being made to inte-
grate coordinate production and distribution, production 
and transportation, production and inventory, as well as 
transportation and inventory in the form of supply chain 
management. 

King [1] described the implementation of a coordi-
nated production-distribution system, a major tire 
manufacturer with four factories and nine major dis-
tribution centers. Williams [2] considered the problem 
of joint scheduling of production and distribution in a 
complex network, the objective of the problem was to 
minimize average production and distribution cost per 
period. Hill [3] discussed production-delivery policies 
in a single manufacturer and a single retailer. David [4] 
attempted to identify lot sizing and delivery schedul-

ing in a single manufacturer and a single retailer sys-
tem. Kim [5] discussed the production and ordering 
policies in a supply chain consisting of a single manu-
facturer and a single retailer. He proposes an efficient 
heuristic algorithm to determine the near optimal pro-
duction allocation ratios. Kim [6] extended their paper 
and develops joint economic production allocation, 
lot-sizing, and shipment policies in a supply chain 
where a manufacturer produces multiple items in mul-
tiple production lines and ships the items to the re-
spective retailers. Their formulations are often based 
on economic order quantity (EOQ) and mathe- matical 
programming. Accordingly, the corresponding solu- 
tion methods are EOQ [7,8], heuristics [5,6,9] and 
decomposition [10,11]. 

In recent studies, model for coordinating production- 
distribution network systems have tended to focus on 
joint decisions on all activities. More complicated inte-
grated decisions on production, transportation, and in-
ventory have received relatively little attention, as in [12] 
and [13]. Tang [12] discussed an integrated decision on 
production assignment, lot-sizing, transportation, and 
order quantity for a multiple-supplier/multiple-destin- 
ations logistics network in a global manufacturing system 
and proposed a heuristics to solve medium and large- 
scale integrated decision problems. Yung [13] attempted 
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to tackle joint decisions in assigning production, lot-size, 
transportation, and order quantity for sing and multiple 
products in a production-distribution network system 
with multiple suppliers and multiple destinations. He 
provided an optimized solution to solve the joint decision 
model through a two-layer decomposition method that 
combines several heuristics. 

This paper addresses the issue of how to effectively 
allocate production requirement to multiple plants in sup-
ply chain system. Kim [5,6] discussed the production and 
ordering policies in a supply chain consisting of a single 
manufacturer with multiple plants and a single retailer or 
multiple retailers. The retailers place orders based on the 
EOQ-like policy, and the multiple plants produce de-
mand requirement from the retailers. Each of multiple 
plants has its production and transfer rates. In real life, all 
the plants in the manufacturer have production capacity 
constraints. All the plants should produce within its ca-
pacity to meet the demands of the retailers. The problem 
discussed in this paper extends the model proposed by 
[5,6], and production capacity constraints of multi-plants 
and unit production capacity for producing a product are 
considered in the model. The heuristics methods have 
been developed to solve the problem with single product 
and multiple products, respectively. 

In this paper, the model for a single product will be dis-
cussed in Section 2, followed by detailed discussion to 
solve multiple products in Section 3. One illustrated ex-
ample with several testing problems and their respective 
simulation results and analyses are presented in Section 4. 

2. Formulations and Heuristics with Single 
Product 

2.1 Problem Formulations 

In a global manufacturing enterprise, there are plants 
each producing multiple parts and multiple assemblies 
that serve multiple assembly plants in a year, or alterna-
tively, each assembly plant demands multiple parts from 
many different suppliers. Hence, such a global manufac-
turing enterprise can be formulated as a combined pro-
duction-distribution network consisting of multiple sup-
pliers and multiple destinations. In this paper, we con-
sider a production-distribution network composed of a 
single manufacturer with multiple plants and multiple 
retailers. The retailers are given annual demand of the 
product. To meet the annual demands of the product, the 
manufacturer procures the materials and multi-plants 
produce within their capacity in the manufacturer. The 
multi-plants of the manufacturer have their production 
rate. The finished products are transferred to the common 
warehouse at the plants’ transfer rate. Finally, the ware-
house delivers the ordered lots of a fixed size to the re-
tailer periodically. The network is shown in Figure 1. 
The cost components considered include two parts, the 
first part is the ordering cost from raw materials, the pro- 

Supplier 

Procuremen

inventory 

Plant1

Plant2 

Plant

。。。 

Warehouse 

Retailer1 

Retailer2 

Retailer n 

。。。 

 

Figure 1. Production-distribution network 
 
duction setup cost, the ordering cost at the warehouse, and 
the ordering cost of the retailer; the second part is the 
holding costs for raw materials, work-in-process invento-
ries, finished items at the warehouse and the retailer. 

Assume that there are m plants in a manufacturer, 
where each of the plants is indicated by the subscripts j . 

The following notations and decision variables are applied. 

jP = annual production rate at plant j  (unit/year) 

jQ = annual production capacity at plant j  (year) 

jd = annual transfer rate from plant j to the warehouse 

(unit) 

ju = production capacity needed to produce unit prod-

uct at plant j  (year) 

jh = holding cost for work-in-processes at plant j  ($) 

pS = production setup cost at the manufacturer ($) 

mA =ordering cost for raw materials at the manufac-

turer ($) 

wA = order handling cost for finished products at the 

warehouse ($) 

rA = ordering cost at the retailer ($) 

mH = holding cost for raw materials at the manufac-

turer ($) 

wH = holding cost for finished products at the ware-

house ($) 

rH = holding cost for finished products at the retailer ($) 

D =demand rate in units at the retailer (unit/year) 
T = decision variable, production cycle length at the 

manufacturer (year) 
m = decision variable, delivery frequency in a produc-

tion cycle from the warehouse to the retailer 

1( ,..., )j   decision variable, production allocation 

for multiple plants 
These notations will be extended in Section 3 to in-

clude multiple products. Accordingly, from the above 
parameters and decision variables, jj

d D  and 

j jP d  should be satisfied for the relevance of the pro-
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posed model. 

2.2 Joint Decision Model for a Single Product 

The average cost components considered in this problem 
include two parts, the first part is the ordering cost; the 
second part is the holding costs these two parts of the 
costs are denoted by F1 (T, m) and F2 (m, ) respectively. 
In a production cycle has m delivery from the warehouse 
to the retailer, so the ordering cost F1 (T, m) are given as 

1( , ) [( ) ( )] /m p w rF T m A S m A A T          (1) 

For the second part of the costs, the average inventory 
levels for raw materials, work-in-process in plant ( j ), 

and finished products at the warehouse and the retailer 
over the production cycle are denoted by Im, Ij, Iw and Ir, 
respectively. Im and Iw can be derived by the appendix of 
Reference [5]. From the decision variables, we can de-
rived the production lot size is DT, and the apportioned 
production lot size for plant i  is j DT . During a pro-

duction cycle, the production time is /i iDT P , the deliv-

ery time is /j jDT d , as illustrated in Figure 2. It can be 

shown that, the average inventory for work-in-process Ij is 

2 2

1 1 1
[ ( / ) ( / ) ]
2 2

( / 2)[( / )(1 / )]

j j j j j j j

j j j j

I DT d DT DT P DT
T

D T d d P

   



 

 
 

Hence, Im, Ij, Iw and Ir [5] are given as 

2 2

1

( / 2) /
n

m j j
i

I D T P


                 (2) 

2 2( / 2)[( / )(1 / )]j j j j jI D T d d P        (3) 

2 2

1

( / 2)(1 1/ ) ( / 2) /
n

w j j
i

I DT m D T d


    (4) 

/ 2rI DT m                         (5) 

Hence, the holding cost F2(m, ) are given as  

2
1

( , )
n

m m j j w w r r
j

F m H I h I H I H I


      (6) 

Substituting (2)–(5) into (6), we can obtain 
 

 
Figure 2. Inventroy trajectory for work-in-process in plant j 

2
2

1

( , ) ( / 2)[ ( ) / ]

where H

n

w w r j j
j

j m w j
j

j j

F m DT H H H m D H

h H H h

P d

 


   

 
 


(7) 

The integrated decisions of the economic production 
allocation and delivery policies are expressed as the fol-
lowing model: 

Min W= F1(T, m) +F2(m, ) 

2

1

[( ) ( )] /

( / 2)[ ( ) / ]

m p w r

n

w w r j j
j

A S m A A T

DT H H H m D H 


   

    
 

s.t.  1jj
                 (9) 

0 / 1, 2,...,j jd D j n          (10) 

0 / 1,2,...,j j jQ Du j n        (11) 

In this model, (8) is the objective of minimizing the 
average ordering and holding cost for raw materials, 
work-in-process, finished products at the warehouse and 
the retailer. The constraint (9) is the allocation vector for 
multiple plants. The constraints (10) and (11) should be 
satisfied by definition, respectively. 

2.3 Heuristics Solution Procedures 

The model is a fractional nonlinear programming model 
that is neither convex nor concave and is difficult to be 
solved. So we transform this model with the decision 
variables (T, m, ) into a more simplified and equivalent 
problem with a decision variable , the last transformed 
problem is computed using a heuristic procedure. 

First, the problem is strictly convex with respect to T, 
thus the optimal cycle length T*(m, ) for a fixed pair of 
m and   can be uniquely derived by solving dW/dT=0: 

1/ 2

2

1

2[( ) ( )]
T*

[ ( ) / ( )]

m p w r

n

w w r j j
j

A S m A A

H H H m DH D


 
      
   
  


 (12) 

Substituting T* into (8), we can derive E(m, ): 

2 1/ 2

1

( , ) ( *, , )

{2[( ) ( )]

[ ( ) / ( )] }

m p w r

n

w w r j j
j

E m W T m

A S m A A

H H H m DH D

 





   

  

 (13) 

For (13), we can derive: 

2

1

( / ) [( ) ( )]

[ ( ) / ( )]

m P w r

n

w w r j j
j

S m A S m A A

H H H m DH D






   

  
(14) 

(8)



Heuristics for Production Allocation and Ordering policies in Multi-Plants with Capacity 

Copyright © 2010 SciRes                                                                                 JSSM 

19

We can obtain (15) for fixed : 
n

2

i 1

2

2

2 3

( / )
( )[ ]

( )( )

2( )( )( / )

w r w j j

m p w r

m p w r

dS m
A A H DH

dm

A S H H

m
A S H Hd S m

dm m

 





  

 


 




   (15) 

Since )/(2 mSd / 2dm >0, we can obtain m from 

dS/dm=0 and is given by 

n
2 1/ 2

1

( ) {( )( ) / ( )

[ ( )]}

m p w r w r

w j j
j

m A S H H A A

H DH






   


   (16) 

Since other terms in (17) are constant regardless of   

except 2

1

n

j jj
DH 

 , we reformulate the next problem 

equivalently as follows: 

2

1
( )

s.t. (9),(10),(11)

n

j jj
MaxG H 


   

This problem belongs to the class of quadratic maxi-
mization problems subject to linear constraints with a 
positive definite quadratic term. Reference [14] has 
proved it is an NP-hard problem. Since this problem aims 
to assign production allocation j , a heuristic procedure 

is proposed as follows to solve it. 
The heuristic algorithm steps 
Step1. Resequence Hi in the descending order, such 

that 1 2 3 mH H H H    ; 

Step2. Let t be the current index number of the plant to 

be assigned, and 
1

t

t ii
R 


  be the total amount of the 

production allocation t=0, Rt =0; 
Step3. t=t+1 assignment to production to the tth plant 

point: 
If Rt-1<1 set  

1min{1 , / , / }t t t t tR d D Q Du    

1t t tR R    

Else 10,t t t tR R     

End if  
Step4. If t<m, go to Step 3; else, go to Step5; 
Step5. Calculate the MaxG( ), then stop. 
After deriving *, we can obtain m* and T* from (16) 

and (12). 

3. Joint Decisions for Multiple Products 

3.1 Formulation with Multiple Products 

In many real cases, the manufacture often produces multi-
ple products to meet the need of the retailers. In this pro-

duction-distribution network of multiple products, the 
main issue is how joint decisions can be made annually on 
production cycle length, delivery frequency and produc-
tion allocation at a minimal average cost to the network. 
To derive the solution, the notations are defined as follows: 

Pij = annual production rate for product i at plant j 
(unit/year) 

Qij = annual production capacity for product i at plant j 
(year) 

dij = annual transfer rate for product i from plant j to 
the warehouse (unit) 

uij = production capacity needed to produce unit prod-
uct i at plant j (year) 

hij = holding cost for product i at plant j($) 
Si = production setup cost for product i at the manu-

facturer ($) 
R
iA = ordering cost of raw materials for product i($) 
W
iA = order handling cost for finished product i at the 

warehouse ($) 
C
iA  = ordering cost for product i at the retailer ($) 

R
iH  = holding cost of raw materials for product i($) 
W
iH  = holding cost for finished product i at the ware-

house ($) 
C
iH = holding cost for finished product i at the retailer ($) 

Di = demand rate for product i (unit/year) 
T = decision variable, production cycle length at the 

manufacturer (year) 
mi = decision variable, delivery frequency for product i 

in a production cycle from the warehouse to the retailer 

ij = decision variable, production allocation for prod-

uct i in plant j 
Similar to the average cost structure of a single prod-

uct, the ordering costs and the holding costs are repre-
sented as follows, respectively: 

1( , ) [( ) ( )]R W C
i i i i i ii

F T m A S m A A T      (18) 

The second part is the holding costs for raw materials, 
work-in-process inventories, finished items at the ware-
house and the retailer. They are denoted by , ,R

i ijI I  

,
i

W C
iI I  respectively 

2 2

1

( / 2) /
n

R
i i ij ij

j

I D T P


                  (19) 

2 2( / 2) [( / )(1 / )]ij i ij ij ij ijj
I D T d d P      (20) 

2 2

1

( / 2)(1 1/ ) ( / 2) /
i

n
W

i i i ij ij
j

I D T m D T d


    (21) 

/ 2C
i i iI D T m                         (22) 

Hence, the holding cost 
2 ( , )i ijF m  are given as 
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2 ( , )
i

R R W W C C
i ij i i ij ij i i ii ij i i

F m H I h I H I H I         

(23) 

Substituting (19)–(22) into (23), we can obtain 

2
2 ( , ) ( / 2) [ ( ) / ]W W C

i ij i i i i i i ij iji j
F m T D H H H m D H       

(24) 

( ) / ( ) /R W
ij ij i ij i ij ijH h H P H h d         (25) 

The integrated decisions of the economic production 
allocation and delivery policies are expressed as the fol-
lowing model: 

1 2

2

min ( , ) ( , )

[( ) ( )]

( / 2) [ ( ) / ]

i i ij

R W C
i i i i ii

W W C
i i i i i i ij iji j

F F T m F m

A S m A A T

T D H H H m D H





 

   

   


 

(26) 

. 1ijj
s t i            (27) 

0 / ,ij ij id D i j               (28) 

0 /ij i j i ijQ D u j              (29) 

3.2 Heuristics Method for Multiple Products 

The model is a fractional nonlinear programming model 
that is the same as the model with the single product. It 
can be solved by traditional nonlinear programming 
techniques, such as GINO, gradient search methods, 
where only the local optimal solution may be found. A 
heuristics is proposed to solve this problem. 

First, the problem is strictly convex with respect to T, 
thus the optimal cycle length T*(mi,  ij) for a fixed pair 
of mi and  ij can be uniquely derived by solving 
dF/dT=0: 

1/2

2

2 [( ) ( )]
*( , )

[ ( ) / ]

R W C
i i i i ii

i ij W W C
i i i i i i ij iji j

A S m A A
T m

D H H H m D H




      
    


 

(30) 

Substituting T* into (26), we can derive: 

2 1/2

min ' {2[ (( ) ( ))]

[ ( ( ) / )]}

R W C
i i i i ii

W W C
i i i i i i ij iji j

F A S m A A

D H H H m D H 

   

  


 

(31) 

For (31), we can derive: 

2

( / ) { [( ) ( )]}

{ [ ( ) / ]}

R W C
E i ij i i i i ii

W W C
i i i i i i ij iji j

S m A S m A A

D H H H m D H





   

  


 

(32) 

We can obtain (33) for fixed ij : 

2

2

( / )
( ) ( )

( ) ( )

E i ij W C W
i i i i i ij iji j

i

W C R
i i i i ii

ii

dS m
A A D H D H

dm

H H D A S

m


  

 


 




(33) 

2

2 3

2( ) ( )( / ) W C R
i i i i iE i ij i

i ii

H H D A Sd S m

d m m

  
 


  (34) 

Since 2 ( / )E i ijd S m  / 2
idm >0, we can obtain m from 

dSE/dmi=0 and is given by 
1/2

0
2

( ) ( )
( )

( ) ( )

W C R
i i i i ii

i ij W C W
i i i i i ij iji j

H H D A S
m

A A D H D H




   
   


 

(35) 

Substituting (35) into (31), we get F( ij ): 

2 1/ 2

1/ 2

( ) {2 ( )[ ( )]}

[2( )( ) ]

R W
ij i i i i i ij iji i j

W C W C
i i i i ii

F A S D H D H

A A H H D

   

  

  


(36) 

Since other terms in (36) are constant regardless of 

ij  except 
2

i ij ijj
D H  , we reformulate the next prob-

lem equivalently as follows: 
2

( )i i ij ijj
Maximize G H    

s.t  (27), (28), (29) 

This problem belongs to the class of quadratic maxi-
mization problems subject to linear constraints with a 
positive definite quadratic term. Since this problem aims 
to assign production allocation i , a heuristic procedure 
is proposed as follows to solve the model. The heuristics is 

Step1. Resequence Hij in the descending order for 
product i, such that 1 2 3i i i inH H H H    ; 

Step2. i=i+1, Let t be the current index number of the 
plant to be assigned, and 

1
, 0, 0

t

it ij itj
R t R


    

Step3. t=t+1 assignment to production to the tth plant 
point: 

If Rit<1 set  

min{1 , / , / }it it it i i t i itR d D Q D u    

, 1it i t itR R   go Step 4 

Else , 10,it it i t itR R     

End if  

Stetp4. if t<n, go to Step 3; else, go to Step5; 
Step5. Calculate ( )i iG  ; 

Step6. if i<m, go Step 5 
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Step7. Calculate
22

i ij iji j
D H    

Step8. Calculate mi*，if mi* isn’t interger, then 

1

0 0

* arg min{ '/ ( ,..., ),

{ ( *) , ( *) }}

m I

i i i

m F m m m

m m m

 

        
 

Else go Step 2 
Step9. Calculate T* 
Step10. Calculate F, stop 

4. Simulations and Performance Analysis 

To test the performance of the heuristics, some computa-
tion experimentations are conducted and their simulation 
results, as well as analysis, are presented in this section. 
The comparison of the heuristics and traditional quasi- 
Newton method are reported and analyzed. To shorten the 
length of the paper and without loss of generality, this 
section presents an example with multiple products to 
illustrate the application of the model and the heuristics. 
For simplicity, multiple plants at the manufacturer are 
denoted by 1, 2, 3, they can all produce three products A, 
B, C. The production rate, annual production capacity, 
Transfer rate and the holding cost are presented in Table 
1. The production setup cost, the ordering cost and the 
holding cost at the manufacturer, the warehouse and the 
retailer and the demand rate are presented in Table 2. 
 

Table 1. The parameters used in simulation tests 

Production rate(unit) Annual Capacity(hours) 
Plants 

A B C A B C 

1 6000 7400 5000 0.2 0.35 0.45 

2 5700 11000 5800 0.2 0.35 0.45 

3 8000 10000 5700 0.2 0.35 0.45 

Transfer rate(unit/year) Holding cost($/unit) 
Plants 

A B C A B C 

1 3400 2800 3100 6 5 2 

2 3000 3200 3000 5 8 2 

3 4100 5200 3100 7 8 6 

 
Table 2. Basic data of the test 

costs A B C 

Setup cost ($) 600 500 200 

OR of raw material ($) 100 150 90 

Shipping cost($) 25 20 20 

OR at the retailer ($) 50 60 40 

HC of raw material ($) 2 3 2 

HC at warehouse ($) 8 8 8 

HC at the retailer ($) 8 8 10 

Demand rate(unit) 6000 7200 4300 

From Table 3, the production cycle length, delivery 
frequency in a cycle from the warehouse to the retailer, 
the production allocation of the two solutions with heu-
ristics and QNM are compared. A near-optimal solution 
with relative deviation of 0.928% is obtained from the 
best solutions by QNM with feasible initial solution. 
Hence, one can conclude that the heuristics method is 
more effective than QNM in the case of the above exam-
ple. In particular, the results have pointed out the signifi-
cance of assigning production among the plants. It re-
veals that business operations, including production and 
distribution among the plants, should be considered in an 
integrative manner so as to reduce costs and enhance the 
enterprise’s competitiveness. 

To illustrate the effectiveness of the heuristics, four 
randomly generated examples with 3*5, 5*5, 5*10, 
10*10 (plants*products) are cited to make the compari-
son between the heuristics and the QNM. From Table 4, 
one can see that the heuristic algorithm is better than the 
QNM in these examples in terms of quality of the solu-
tion. 

5. Conclusions 

One of the core problems of supply chain management is 
the coordination of production and distribution. This pa-
per considers joint decisions in production cycle length, 
delivery frequency and production allocation for a single  

 
Table 3. Comparison of the heuristics and QNM 

Delivery frequency Production allocation 

 heuristics QNM  heuristics QNM

A 6 6 1-A 0.500 0.500

B 5 5 1-B 0.500 0.500

C 5 5 1-C 0.000 0.000

heuristics 0.209 2-A 0.389 0.301Production 
cycle QNM 0.207 2-B 0.000 0.000

The total costs 2-C 0.611 0.699

heuristics 26705 3-A 0.721 0.721

QNM 26953 3-B 0.279 0.140

difference/% 0.928 3-C 0.000 0.139

 
Table 4. Comparison of the heuristics and QNM for differ-
ent size of examples 

Costs 
Problem size

heuristic QNM Diff (e/%) 

3*5 26539 26916 1.42 

5*5 45339 46413 2.37 

5*10 45209 46520 2.89 

10*10 82336 83223 1.07 
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product and for multiple products in a production- dis-
tribution network system with multiple plants and multi-
ple retailers. All plants are all capacitated. Based on the 
production capacity and the unit production capacity for 
producing a product, the mathematical programming 
model is presented to distribute the demand of the retailer 
to multi-plants to achieve an objective of minimizing the 
average costs. Two effective heuristic methods are de-
veloped to solve the joint decision problem with single 
product and multiple products. The simulation results 
have shown that the heuristics is easily implemented and 
effective for the decision problems. 

Future work includes: the economic allocation of the 
complex product in multiple plants. 
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ABSTRACT 

This paper considers how to coordinate a supply chain (SC) consisted of one supplier and one retailer who possess 
different risk aversion preference with a contract. Based on the classical buy-back contract, this paper presents an ex-
tended buy-back contract. In addition to the member’s objective of maximizing his expected profit, downside risk con-
straint is used to represent the SC member’s risk aversion preference. Under different risk aversion preference combi-
nation, the SC perfect solution existence conditions are identified and the specific contract is provided accordingly. 
This research finds out that, with a low risk aversion supplier and a high risk aversion retailer, the supplier as the SC 
coordinator can give the retailer incentive to increase the order quantity so as to reach SC perfect coordination. Finally 
a numerical analysis verifies the effectiveness of the extended buy-back contract. 
 
Keywords: Downside Risk, Buy-Back Contract, Supply Chain Coordination, Risk Aversion Preference  

1. Introduction 

Supply chain (SC) performance is affected by many un-
certainty factors. In the supply chain contract (SCC) lit-
eratures two major uncertainty factors receives most fo-
cus. These factors include market demand uncertainty 
and manufacture’s production capacity uncertainty. The- 
se uncertainty factors make direct impacts on the SC 
performance and incur SC members’ profit risks. The SC 
members’ profit risks are different from the SC mem-
bers’ risk preferences. The former are objective while the 
latter are subjective. Many SCC literatures consider the 
objective profit risks. In these literatures SCCs are de-
signed to share profit risks through transfer payment be-
tween SC members. The SC members are assumed to be 
risk neutral, though they may have different risk prefer-
ences in reality. The risk preferences have great impacts 
on the members’ decisions. Therefore some papers that 
consider the members’ risk preferences are presented in 
recent years.  

Eeckhoudt et al. research the effect of risk aversion in 
the single period newsboy problem. They examine what 
changes in price and cost parameters relate to the mem-
ber’s risk aversion [1]. Agrawal and Seshadri study the 
impacts of demand uncertainty and retailer’s risk aver-
sion on the retailer’s pricing and ordering decision. It is 
proved that with different models that depict the rela-
tionship between price and demand distribution, the risk  

aversion retailer will price higher or price lower than the 
risk neutral retailer [2]. Lau and Lau model a two eche-
lon SC consisted of different risk attitude members in a 
single period. They use mean–variance utility function as 
the member’s objective. It is found that the optimal re-
turn policy may change from “no return allowed” to 
“unlimited return with full credit” based on the member’s 
risk attitude [3]. Gan et al. consider the channel coordi-
nation issue that the SC is consisted of a risk–neutral 
supplier and a downside-risk retailer. They put forward a 
downside risk formulation and design a risk-sharing con-
tract that can achieve channel coordination [4]. Choi et al. 
study the channel coordination and risk control issues of 
a SC. They make comparison of the SC expected per-
formance between the model with risk control and one 
without risk control. A mean-variance framework is used 
in [5]. Gan et al. consider a two echelon SC consisted of 
risk aversion members. They use mean-variance trade-off 
and expected utility as the member’s objective. The set 
of Pareto optimal solutions are identified [6]. Wei and 
Choi use the mean-variance framework to analyze the 
supply chain coordination issue with wholesale pricing 
and profit sharing scheme (WPPS). In the decentralized 
case, they find that there exists a unique equilibrium of 
the Stackelberg game with WPPS [7]. Mastui research a 
SC consisted of one manufacture and one retailer. The 
two players are risk averse. He presents a new contract 
that is a trade-off between outright sales contract and 
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full-credit return policy and investigates the economic 
outcome differences [8]. Xiao and Choi use dynamic 
game theory to analyze a more complicated structure SC 
consisted of two manufactures and two retailers who are 
all risk averse. Their research focuses on the impacts of 
the retailer’s risk sensitivity and other properties on the 
channel structure strategies and wholesale prices of the 
manufactures [9].  

The above mentioned papers all involve risk aversion 
SC members. Only [4–7] consider the issue of SC coordi-
nation. The impacts of the risk aversion of the retailer on 
the SC coordination contract are considered in [4]. The 
impacts of the risk aversion of both the retailer and the 
supplier are researched and the existence conditions of 
Pareto optimal solution are identified in [6]. The numerical 
analysis of the channel coordination contract properties is 
presented for a SC consisted of different risk aversion 
members in [5]. SC coordination contract WPPS in [7] is 
different from the contract researched in this paper. 

Unlike the previous literatures, this paper is devoted to 
coordination of a supply chain consisting of a supplier 
and a retailer with different risk aversion preference. The 
SC member wishes to maximize his expected profit and 
has to satisfy the risk aversion constraint. The major 
purposes of this paper include: a) Identify the conditions 
that may achieve SC perfect coordination; b) Design 
SCC for the decentralized SC to achieve perfect coordi-
nation; c) Analysis the impacts of member’s risk aver-
sion on the SC efficiency.  

The remainder of this paper is organized as follows. In 
Section 2, we describe the basic models of the problems 
facing with the supplier, the retailer and the supply chain 
as a whole. In Section 3, we give the detail of supply 
chain contract that can achieve perfect coordination un-
der SC members’ different risk aversion preference com-
bination. In Section 4, we provide a numerical analysis to 
verify the contract. Finally in Section 5, we summarize 
the main findings of this paper and possible future re-
search of this study.  

2. Assumptions, Notations and Models 

2.1 Assumptions, Notations 

As stated earlier, we consider a SC consisted of one sup-
plier (she) and one retailer (he). The SC members have 
different risk aversion preferences. The supplier provides 
the retailer with a kind of short life cycle products. There 
is only one selling season. Prior to the selling season, the 
retailer should decide the order quantity and submit it to 
the supplier. The supply capacity of the supplier is un- 
limited. The supplier will ship the ordered products be-
fore the selling season. Market demand is stochastic and 
with a specific known distribution. Both the supplier and 
the retailer have the complete knowledge about the de-
mand, profits, costs, risk-aversion preferences and prices. 

We analyze this problem as a Stackelberg game in which 
the supplier acts as the leader while the retailer acts as 
the follower. The supplier provides the contract. Then the 
retailer decides order quantity that maximizes his ex-
pected profit as well as satisfies his risk aversion con-
straint according to the contract. The supplier as the 
leader may give the retailer incentive to increase his or-
der quantity.  

Notations used in this paper are defined as follows. Let 
q  denote the retailer’s order quantity and *

iq denote the 

optimal order/supply quantity. The subscript i might be 
r(retailer), s(supplier), sc(supply chain). The following 
notations’ subscripts are defined in the same way. Let 
X  denote the stochastic market demand with distribu-

tion F(·) and density f(·). Let c  denote the supplier’s 
unit supplying cost;   denote the unit wholesale price 
charging the retailer; b  denote the unit buy back price 
paying the retailer for all returned products at the end of 
the selling season; p  denote the unit retail price selling 

to the end customers. Let ( )
i

   be the members’ profit. 

Let ( )i   denote the members’ expected profit, there-

fore  ( )( )
i i

E    . Let i  be the target profit; i  

( 0 1i  ) be the maximum risk level that the member 

will accept. We define i ( 0 1i  ) as the member’s 

downside risk. We assume there is a relationship among 
the parameters of ，c b，，p  that is 0 c b p    . 

2.2 Definition of the Member Risk Aversion 
Preferences 

We use downside risk to measure SC member’s risk level. 
The downside risk is used in [4,10]. Downside risk of the 
member is the probability that his realized profit is less 
than or equal to his specified target profit. The member’s 
risk aversion preference is defined as the downside risk 
must be less than or equal to his or her maximum risk 
level.  

The member’s downside risk definition formula is 
shown as below:  

{ }i i iP                   (1) 

The member’s risk aversion preference definition for-
mula is shown as below: 

i i                     (2) 

2.3 Modeling on Supply Chain Consisted  
of Members with Risk  
Aversion Preferences 

Gan et al. provide the definition of the supply chain co-
ordination of one risk neutral supplier and one downside 
risk aversion retailer [4]. We reference their definition 
and make adjustment in line with our conditions.  
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Definition 1. The supply chain is perfectly coordi-
nated if the following conditions are satisfied: 

1) the retailer and the supplier get payoffs not less than 
their respective reservation payoffs, 

2) both the retailer’s and the supplier’s downside risk 
constraint are satisfied,  

3) the supply chain’s expected profit is maximized.  
The model of the supply chain consisted of risk aver-

sion members is shown as below.  
For the supplier: 

0
max ( )

. .

s
q

s s

q

s t



 



                  (3) 

For the retailer: 

0
max ( )

. .

r
q

r r

q

s t



 



                  (4) 

For the supply chain:  

0
max ( )sc

q
q


                  (5) 

2.4 The Benchmark Model 

We select the model of the buy-back contract (also called 
return policy) with risk neutral members as the bench-
mark. To differentiate the benchmark contract from the 
contract presented in this paper, we call the former initial 
buy-back contract while the latter extended buy-back 
contract. Pasternack has proved that in the risk neutral 
case, buy-back contract will coordinate the supply chain 
if the wholesale price   and buy-back price b  satisfy 
the Formula (6). The retailer’s optimal order quantity to 
maximize the supply chain profit is shown as the For-
mula (7) [11].  

p b w b

p c

 
                (6) 

1ˆ
p c

q F
p

 


 
 
 

              (7) 

2.5 The relationship between order/supply quan-
tity and member’s downside risk under initial 
buy-back contract. 

SC member’s minimum supply or order quantity equals 
to the least amount of products to be sold so as to reach 
her or his target profit i . 

Lemma 1. Assumed the member’s target profit is 
 : ,i i s r , the supplier’ minimum supply quantity 0

sq  

and the retailer’s minimum order quantity 0

rq  are shown 

as the formulas below.  

0 





s
sq

c
               (8) 

0 r
rq

p







               (9) 

Proof: see the appendix A.1. 
Theorem 1. If the supply quantity sq  is less than or 

equal to the minimum supply quantity 0

sq  then the sup-

plier’s downside risk s  equals to 1; if sq is larger 

than 0

sq  then
s

  equals to 
( )

s s
c b q

F
b

    
 
 

, where 

( )s sc b q    .  

Further description about Theorem 1: Let c    , 
  approximately equals to the net profit of the sup-

plier. b  is unit buy-back price.   and b  represent 
the relative bargaining power between the supplier and 
the retailer. We have assumed that the supplier is the SC 
leader and the retailer is the follower. Therefore it is rea-
sonable to assume the supplier is dominant and 
thus b  . b   contradicts our assumptions. We 
only consider the case of b  in the rest of this paper.  
Proof: see the appendix A.2. 

Theorem 2. If the order quantity rq  is less than or 

equal to the minimum order quantity 0

rq  then the re-

tailer’s downside risk r  equals to 1; if rq  is larger 

than 0

rq  then r  equals to 
( )r rb q

F
p b

  


 
 
 

. 

Proof: see the appendix A.3. 

2.6 Threshold of the Member’s Downside Risk 

Definition 2. The threshold of the SC member’s down-
side risk is defined as the maximum value of the mem-
ber’s downside risk when ˆ

iq q  and  

ˆ( ) : ,i i q i s r  . 

Theorem 3. The downside risk threshold of the sup-
plier equals to that of the retailer and the value equals to 

ˆ

0
ˆ( ( ) )

q

F q F x dx  . 

For notation convenient we represent this value as BN. 

That is 
ˆ

0
ˆ( ( ) )

q

BN F q F x dx   . 

Proof: see the appendix A.4.  

2.7 The Relationship between the Member Risk  
Aversion Preference and the Order/Supply  
Quantity 

Corollary 1 describes the relationship between the su- 
pplier’s risk aversion preference and her optimal sup-
ply quantity. It can be inferred from Theorem 1 and 
Theorem 3. 

Corollary 1. If 
0ˆ( ) ( )s s

s

q c b q
F

b

 


   
 
 

  then the 
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supplier’s optimal supply quantity that maximize her 
expected profit while satisfy her risk aversion constraint 
is defined by Formula (10).  

 

0

*

1

ˆ( ) ( )
ˆ

ˆ( )

s s

s

s

s

s s

q c b q
BN F

b

BN

q

q
q bF

c b

 



 





  


  
     


  





  (10) 

Similar to Corollary 1, Corollary 2 describes the rela-
tionship between the retailer’s risk aversion preference 
and his optimal order quantity. 

Corollary 2. If 
0ˆ( ) ( )r r

r

q b q
F

p b

 


 



 
 
 

  then the re-

tailer’s optimal order quantity that maximize his ex-
pected profit while satisfy his risk aversion constraint is 
defined by Formula (11). 

 1 0*
ˆ( ) ( )ˆ( ) ( )

ˆ
r

r r r r

r

r q b q
F BN

p b

BN

p b F q

b

q

q  




 





 





 




   
   

 
(11) 

3. Supply Chain Contracts with Different 
Risk Aversion Preference Members 

In this section we will give specific supply chain con-
tracts for three scenarios that have different risk aversion 
preferences combination. The first scenario depicts that 
both the supplier and retailer show low risk aversion 
preferences. The second scenario has a low risk aversion 
supplier and a high risk aversion retailer. In the third 
scenario the supplier is high risk aversion while the re-
tailer’s risk aversion might be high or low.  

3.1 Both the Supplier and the Retailer are Low 
Risk Aversion (

s
BN  and r

BN  ) 

Step 1. Compute the optimal order/supply quantity of the 
member with risk aversion preference.  

It can be inferred from Corollary 1 and Corollary 2 
that both the retailer’s optimal order quantity *

rq  and the 

supplier’s optimal supply quantity *

sq  equal to the sup-

ply chain optimal order quantity q̂  that can achieve the 
maximum expected profit of the supply chain.  

Step 2. Design supply chain coordination contract. 
It is obviously that the SC member’s risk aversion 

preference constraint doesn’t impact on the optimal solu-
tion when her (his) risk aversion preference is low. The 
supply chain contract in this scenario is the same as that 
with risk neutral SC members. The supply chain contract 
can be buy-back contract, revenue sharing contract or 
other contracts. For the purpose of comparison we select 
buy- back contract here. 

The initial buy-back contract that the wholesale price 

  and buy-back price b  satisfy the Formula (6) will 
coordinate the supply chain with low risk aversion pref-
erence SC members. In that the supply chain is perfectly 
coordinated. 

3.2 The Supplier is Low Risk Aversion while the  
Retailer is High Risk Aversion  
( s

BN  and r
BN  ) 

Step 1. Compute the optimal order/supply quantity of the 
SC member with risk aversion preferences. 

It can be inferred from Corollary 1 and Corollary 2 
that the retailer’s optimal order quantity *

rq  is less than 

the supply chain optimal order quantity q̂  while the 

supplier’s optimal supply quantity *

sq  equal to q̂ .  

Step 2. Design supply chain coordination contract.  
For the sake of high risk aversion preference, the re-

tailer’s optimal order quantity *

rq  is less than the sup-

ply chain optimal order quantity q̂ . In order to im-
prove the SC efficiency the supplier as the SC coordi-
nator has to give incentive to the retailer to increase the 
order quantity.  

We present an extended buy-back contract to coordi-
nate the SC in this scenario. The main contents of the 
contract are shown as follows. 

1) If the retailer’s order quantity q  is less than or 

equal to *

rq then the supplier provides the retailer with the 

initial buy-back contract;  

2) If the retailer’s order quantity q is larger than *

rq  

but no larger than q̂  then the supplier charges the re-

tailer with the wholesale price '  and gives full refund 

of '  for all unsold for the part of order quantity that is 

equal to * rq q  and the supplier provides the retailer 

with initial buy-back contract for the part of order quan-

tity that is equal to *

rq ; 

3) If the retailer’s order quantity q is larger than q̂  

then the supplier treat the retailer the same as that in ( ) ⅱ
but with a maximum full refund return quantity being 

equal to *ˆ  rq q . 

Proof: the extended buy-back contract will satisfy all 
requirements of Definition 1.  

Let  * ,r q X ,  * ,s q X  and  *

r q ,  *

s q  de-

note the profit and expected profit of the retailer and the 
supplier respectively with extended buy-back contract. 

1) Firstly, we’ll prove that the SC member’s expected 
profit is no less than her (his) original expected profit 
with the extended buy-back contract. 

a) If ˆq q  then the retailer’s profit is 
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 
 
 
 

* *

* * ' * *

* ' *

,

ˆ ˆ, , ( ) ( )

ˆ ˆ, ( ) ( )

r r r

r r r r r

r r r

q X X q

q X q X p X q q X q

q X p q q X q





 

      

   











 

 (12) 

If ˆq q  then the retailer’s expected profit is:  

   
 

 

*

*

* *

0

ˆ
* ' *

* ' *

ˆ

ˆ , ( )

, ( ) ( ) ( )

ˆ, ( ) ( ) ( )

r

r

q

r r r

q

r r rq

r r rq

q q x f x dx

q x p X q f x dx

q x p q q f x dx








 

    

    

  

  







 

   * *

*

'
ˆ

*

*

ˆ ( ) ( ) ( )

ˆ ˆ(1 ( ))( )

r r r
r

q

rq

r

q q p x q f x dx

F q q q

     
   


 

If ' p   then    * *ˆ 0r r rq q   . 

A sample comparison between the retailer’s profit with 
initial buy-back contract r  and the profit with ex-

tended buy-back contract *
r  is made with the parame-

ters that are declared in Section 4. The comparison is 
illustrated in Figure 1.  

If ˆq q  then the supplier’s profit is:  

 
 
 

 

* * *

* * ' * * *

* ' *

ˆ, ( )

ˆ ˆ ˆ, , ( ) ( )

ˆ ˆ, ( ) ( )

s r r r

s s r r r r

s r r

q X c q q X q

q X q X X q c q q q X q

q X c q q X q





   

       

   










              (13) 

 
If ˆq q  then the supplier’s expected profit is:  
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q
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





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
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ˆ
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r

q
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q q x q f x dx
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If 
*

*

'

ˆ
* *

ˆ( )

ˆ( ) ( ) (1 ( ))( )
r

r

q

r rq

c q q

x q f x dx F q q q





   
 then 

   * *ˆ 0  s s rq q . 

If 

*

*

'

ˆ
* *

ˆ( )

ˆ( ) ( ) (1 ( ))( )



 

   
r

r

q

r rq

c q q
p

x q f x dx F q q q
 

then the SC member’s payoff will be no less than his or 
her reservation payoff. 

A sample comparison between the supplier’s profit 
with initial buy-back contract s  and the profit with 

extended buy-back contract *
s  is illustrated in Figure 

2. 
2) Secondly it is proved that with the extended 

buy-back contract, the SC member’s risk aversion con-
straint is satisfied.  

a) The retailer’s risk aversion constraint is satisfied.  

According to Formula (12):  
*
rIf X q ,    * *ˆ, ,r r rq X q X    

then  * ˆ{ ( , ) }r r r rP q x q    ; 

If *
rX q ,    * *ˆ, ,r r rq X q X   

then  * ˆ ˆ{ ( , ) }r r rP q x q    . 

Therefore the retailer’s risk aversion constraint is sat-
isfied under the extended buy-back contract. 

b) The supplier’s risk aversion constraint is satisfied. 
It can be proved that    * ˆ ˆ ˆ,s sq q q  . The proving 

is simple and is omitted here. Then  ˆ, 0,B Bq q q  , 

Bq  meets the requirement that    * ˆ ˆ,s B sq q q  . If 

( )s BF q   then the supplier’s risk aversion constraint 

is satisfied. 
3) The supply chain order quantity is consistent with 

the system perfect solution i.e. ˆq q  with the extended 

buy-back contract.  
Summarize 1 to 3, we have the result that the supplier 

can give the retailer incentive to increase the order quan-
tity and achieve the system perfect solution by providing 
the extended buy-back contract when the supplier is low 
risk aversion e and the retailer is high risk aversion. 

3.3 The Supplier is High Risk Aversion  
(  

s
BN ) 

According to Corollary 1, we have * ˆsq q . In this case 

no matter what the retailer’s risk aversion is the supply 
chain can’t achieve system perfect solution. 
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Figure 1. Retailer’s profits comparison between Initial and extended buy-back contract 
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Figure 2. Supplier’s profits comparison between Initial and extended buy-back contract 
 
4. Numerical Analysis 

In this section we’ll give a numerical analysis for the 
case of low risk aversion supplier and high risk aversion 
retailer. It is shown that with the extended buy-back con- 

tract, with the retailer’s risk aversion increasing, the op-
timal order quantity decreases and the two SC member’s 
expected profits get better off comparing with that of the 
initial buy-back contract. 
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Table 1. Impact of the retailer’s risk aversion on the members’ expected profit with extended buy-back contract 

 
The parameters used in this section are setup as fol-

lows. Let the stochastic market demand X ～

 2100, 20N . Set the supplier’s unit supplying cost c = 2, 

the retailer’s unit retail price 10p  .With the initial 

buy-back contract assume the unit wholesale price 
5.2  , the unit buy back price b=4 . With the ex-

tended buy-back contract the supplier provides the re-
tailer with the unit wholesale price (buy-back price) 

' 8.8   for the amount of order quantity that is greater 
than his optimal quantity. Assume the retailer’s risk 
aversion threshold 0.15r  , the supplier’s risk aver-

sion threshold 0.7s   and BN = 4.6. Based on these 

parameters it can be obtained that * 49.31rq  , 

 * 236.46r rq  ,  * 157.65s rq   with the initial 

buy-back contract; * ˆ 49.31rq q  ,  ˆ 278.44r q  , 

 ˆ 330.5s q   with the extended buy-back contract.  

The supplier gives the retailer incentive to increase the 
order quantity and finally increase the whole channel 
efficiency via the extended buy-back contract. How the 
role of the extended buy-back contract changes with dif-
ferent retailer’s risk aversion levels needs to be analyzed 
in detail. With the retailer’s risk aversion threshold 
changing from 0.35 to 0.1, the corresponding values of 

*
rq , r , s  are presented in Table 1. *

rq  is the re-

tailer’s optimal order quantity with the initial buy-back 

contract.    * *ˆ
r r r rq q      is the retailer’s expected 

profit increment with the extended buy-back contract. 

   * *ˆ
s s s rq q      is the supplier’s expected profit 

increment with the extended buy-back contract. By ana-
lyzing the data in Table 1 we will find that the member’s 
expected profit increment is increasing in the retailer’s 
risk aversion threshold. This confirms that the extended 
buy-back contract definitely increase the whole channel’s 
efficiency. Moreover it is shown that the extended buy- 
back contract is more attractive for the supplier than the 
retailer. 

5. Conclusions 

In this study, we consider a supply chain that is consisted 
of a supplier and a retailer who posses different risk 
aversion preferences in a single period. Based on the 
initial buy-back contract we provide the extended buy- 
back contract model. We analyze the condition under 
which the supply chain can achieve system perfect solu-
tion and provide the corresponding contract terms. We 
report in this paper that: (1) if both the supplier and the 
retailer are low risk aversion, then the supply chain can 
achieve system perfect solution with the initial buy-back 
contract. (2) if the supplier is low risk aversion while the 
retailer is high risk aversion, then the supplier can give 
the retailer incentive to achieve system perfect solution 
with the extended buy-back contract. (3) if the supplier is 
high risk aversion (no matter what risk aversion the re-
tailer is then the supply chain can not achieve system 
perfect solution. At the end of this paper we present a 
numerical analysis to verify the extended buy-back con-
tract. 

There are many related problems that need to be fur-
ther explored. First, the model we considered is in single 
period. A good extension to this research may be to con-
sider the model in multiple periods. Secondly, the struc-
ture of the SC in this paper is simple. The structure of the 
supply chain is complicated in reality. It is more appreci-
ate to investigate in a more complicated structure. 
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Appendix 

A.1 Proof of Lemma 1 

(1) Proof of Formula 8 
The supplier’s profit function is  

 s q,X ( c)q b(q X)       

The least amount products means all products sold in 
the retail market i.e. X q .  

The above formula transforms to 

 s q, X ( c)q    

Substitute s , q  with 0
s s, q  into above formula 

we get  

0
s s( c)q    

0 s
sq

c







. 

(2) Proof of Formula 9 
The retailer’s profit function is  

   r q,X p min q,X q b(q X)       

All products are sold out i.e. X q . 

The above formula transforms to 

 r q, X (p )q    

Substitute r , q with 0
r r, q into above formula we get  

0
r r(p )q    

0 r
rq

p







 

A.2 Proof of Theorem 1  

1) In the case of 0
s sq q  

 

0

,

( ) ( )

( )

( )

s s

s s

s

s s

q X

c q b q X

c q

c q




 





   
 

 

 

Therefore  { , } 1s s sP q X     

ⅱ) In the case of 0
s sq q  

If sX q  

   
 

[{ , } ]

( )

s s s s

s s

P q X X q

P c q



 

 

  

 
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0

( ) 0

s s s

s s

c q c q

P c q

  

 

  

   

 
 

If sX q  

   
  

[{ , } ]

( )

s s s s

s s s

P q X X q

P c q b q X



 

  

    


 

 ( )
s s

P c b q bX       

 ( )

( )
( )

s s

s s

c b q
P X

b

c b q
F

b

 

 

  
 

  


 

Therefore if 0s sq q  then the supplier’s downside 

risk is 
( )s sc b q

F
b

    
 
 

. 

A.3 Proof of Theorem 2 
1) In the case of 0

r rq q  

 

0

,

min{ , } ( )

( )

( )

r r

r r r

r

r r

q X

p q X q b q X

p q

p q


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



   
 

 

 

Thus  { , } 1r r rP q X     

Therefore if 0
r rq q  then r  equals to 1.  

2) In the case of 0
r rq q  

If rX q  

   
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Therefore if 0
r rq q  then r  equals to  

( )
( )r rb q

F
p b

  


. 
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A.4 Proof of Theorem 3 

Firstly we’ll show how to get the downside risk 
threshold of the supplier. 

   

 
ˆ

0

ˆ( )

ˆ ˆ[min , ]

ˆ ˆ( ( ) )

s

q

q

b c q bE q X

b c q b q F x dx
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   

     
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0
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P q X q

P q X q F x dx
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

  
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Therefore the downside risk threshold of the supplier 

equals to 
ˆ

0
ˆ( ( ) )

q
F q F x dx  . 

In the similar way we can prove that the downside risk 

threshold of the retailer also equals to 
ˆ

0
ˆ( ( ) )

q
F q F x dx  . 
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ABSTRACT 

The Information and Communications Technology (ICT) evaluation literature spans several decades. ICT evaluation 
approaches range from objective and positivistic to subjective and interpretive. While positivistic approaches have 
dominated the past, there is increasing recognition of the value of interpretivist methods and the need for ongoing pro-
ject evaluation. Formative continuous participative evaluation (CPE) offers several benefits in terms of project control, 
enhanced stakeholder relationships and benefit realisation; nonetheless this is often ignored in practice. There is a pau-
city of ICT evaluation within the Higher Education sector. The 14 Irish Institutes of Technology (IoTs) recently under-
went an extensive transformation of their ICT systems, through a nationwide implementation of a suite of integrated IS. 
This research study, centred on the evaluation of the Student MIS implementation was interpretive in nature; case stud-
ies were conducted in five IoTs. This paper focuses specifically on one issue uncovered through the research i.e. the 
misalignment between the Student MIS and the IoTs requirements. The paper proposes a set of guidelines for address-
ing this issue through focusing on the theoretical underpinnings of CPE and its importance for organisational learning 
and benefit realisation. 
 
Keywords: ICT Investment Management, ICT Evaluation, Formative Evaluation, Continuous Participative Evaluation, 

MIS, ICT in Tertiary Education 

1. Introduction 

ICT evaluation research has attracted the interests of 
academics and practitioners for several decades. Evalua-
tion approaches can be viewed along a spectrum that 
ranges from objective, rational, positivist approaches to 
subjective, interpretive approaches [1]. The former have 
historically dominated ICT evaluation research [2], at the 
expense of contextual issues. However, in recent years, 
interpretive approaches have gained a stronger foothold. 
There is growing consensus that evaluation needs to be 
formative in nature i.e. ongoing throughout the project 
lifecycle [3–6]. Gemmell and Pagano (2003) [7] suggest 
that organisations would benefit from moving towards a 
continuous evaluation approach that was integrated into 
the project management process. Arguments for con-
tinuous evaluation include project control, adaptability, 
Value realization and improved relationships [8]. The 

formative approach seeks to explore all project issues, 
identify unexpected impacts, assess the degree to which 
the project proceeds as planned and provide feedback to 
improve project performance. It focuses on complex in-
teractions between people and technology, and considers 
the system’s short-term and intermediate effects and its 
influence on stakeholders. 

Many authors have argued that ICT evaluation needs 
to be dynamic and continuous across the project lifecycle 
(see for example [9–13]). This is necessary in order for 
what Willcocks (1992) [14] terms the “islands of evalua-
tion” to become integrated and for continuous improve-
ment opportunities to be identified. A particular type of 
formative evaluation is Continuous Participative Evalua-
tion (CPE). Continuous participative approaches for ex-
ample Remenyi et al’s (1997) [15] Active Benefit Reali-
sation (ABR1), promote stakeholder involvement, moti-
vation and commitment and improve ICT decision-making 



Evaluating a Student MIS in the Tertiary Education Sector: Addressing Functional-Operational 
Misalignment through Continuous Participative Evaluation 

Copyright © 2010 SciRes                                                                                 JSSM 

34 

through establishing dialogue with all affected parties. 
Cordoba’s (2009) [16] development of a methodological 
framework to support the process of IS planning empha-
sises continuous identification of concerns from stake-
holders; it promotes continuous dialogue, listening and 
mutual collaboration between participants and facilitates 
critical reflection in the exploration of possibilities for 
improvement. CPE is integrated into organisational daily 
activities with a continuous focus on stakeholders, ICT 
quality and evolving business objectives. Stakeholder 
participation helps improve functionality, helps identify 
and manage intangible impacts, stimulates organisational 
learning, focuses attention on issues that impair ICT 
success, helps maximise ICT benefit realisation and re-
duces the culture gap between business and ICT domains. 
Throughout the 1980s and 1990s the concept of an 
“evaluation party” [17] emerged to emphasise the im-
portance of stakeholder views. 

Despite its usefulness, formative continuous participa-
tive evaluation is often not conducted in practice. Will-
cocks et al. (1999) [18] suggested that few companies 
evaluate strategic, business, end-user and technical per-
formance in an integrated manner throughout the sys-
tem’s lifecycle. Evaluation declines following project 
feasibility assessment; it is poorly linked across lifecycle 
stages; and little learning for future ICT investments is 
derived. Further, Hillam and Edwards (2001) [19] stated 
that user perception is rarely considered. Lack of in-
volvement can result in decreased commitment or nega-
tive attitudes. For example, Markus (2004) [20] claimed 
that approximately 75% of organisational change efforts 
driven by technology fail because of negative stakeholder 
reactions to work practice, business process and tech-
nology changes. 

This paper discusses the need for formative continuous 
participative evaluation mechanisms in addressing some 
of the problems resultant from a large-scale standard 
Student MIS implementation in the Irish Institutes of 
Technology (IoTs). To date, there is a paucity of evalua-
tion research in the tertiary education sector [21]. Further 
research is required in this area as the ICT systems that 
support student administrative operations represent the 
means for competitive parity with or advantage over 
other educational establishments. This paper discusses 

one of the key findings that were distilled from the Stu-
dent MIS evaluation processes undertaken – the issue of 
functional-operational misalignment. It proposes a set of 
guidelines to help the IoT sector address this issue 
through focusing on the importance of formative CPE 
approaches. The evidence suggests that the approaches 
adopted in the implementation and operationalisation of 
the Student MIS did not emphasise the importance of 
evaluation exercises; however, this paper suggests that 
future benefit potential realisation can be enhanced 
through adopting formative CPE methods. 

2. The MIS Project in the IoT Sector 

A proposal to investigate a collaborative acquisition of a 
MIS for the Irish IoT sector was initially raised in 
1991/1992. This system sought to support new modes of 
education delivery, support IoT administrative operations, 
improve services to all stakeholders, streamline work-
flow and improve organisational communications and 
competitiveness. The project involved representatives 
from the Department of Education and Science (DoES) 
and the Council of Directors of the Irish IoTs. The sys-
tem was selected by a team of 12 representatives from 8 
IoTs. However, the mechanism used in tender evaluation 
was not sufficiently in-depth or not applied with the nec-
essary rigour; hence it was felt by many stakeholders that 
the system selection decision was a misguided one. The 
initiative resulted in the implementation of a suite of in-
tegrated Information Systems (IS) for library, human 
resources, finance and student management functions in 
15 Institutions. These systems were rolled out to the IoT 
sector in a series of implementation waves between 2000 
and 2006. This paper focuses primarily on the impact of 
the Student MIS. 

In an attempt to maintain a common national standard 
system design, a central project team was responsible for 
all system development. Any required system changes 
were managed through a central system change request 
process. Hence, the majority of IoTs did not have system 
development autonomy. While the central team offered 
the benefits of resource efficiency, development of spe-
cialisations, access to scarce resources etc, it was felt that 
the change request process to the central project team for 
expost system development was unnecessarily bureau-
cratic. Changes refused by the central team, on the basis 
that they were not required by the majority of IoTs, re-
sulted in some sites using functionality they found to be 
unsuitable. Because any tailoring was designed to meet 
common requirements, the changes made were often 
compromises on specific needs. The bureaucracy of sys-
tem change requests resulted in IoTs deviating from the 
common system standard through in-house developments 
that were adhoc and nonstandard across the sector. 

1ABR shifts the focus away from technical issues towards stakeholder
involvement. Each stakeholder level plays a co-creation and coevolu-
tionary role in systems development and in achieving results, and is
responsible for ICT management. In the process, the primary issues and
evaluation information are summarised in documents called pictures-a 
business picture and a supporting financial picture and project picture. 
Evaluation consists of three phases-setting the course, formative evalua-
tion, and moving forward after feedback; and seven key activi-
ties-initialisation, production of pictures, agreement to proceed, systems
development, evidence collection, participative evaluation and devel-
opment of updated pictures. This evaluation process continues in an
iterative manner. 
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Commissioning of the Student MIS across the various 
implementation waves resulted in considerable work for 
both the central team and individual IoTs. There was a 
perceived lack of preparation for system commissioning 
which gave rise to negative stakeholder perceptions and 
detracted from staff willingness to embrace the system. 
System operationalisation resulted in multiple problems; 
these were linked to the system’s complexities, lack of 
system configuration, lack of IoT preparation, and loss of 
IoT control to the central structure. Further, in many IoTs, 
the project teams established for system implementation 
were disbanded/scaled back too early, hence there were 
little resources to support problems or exploit system 
capabilities. However, following a period of system use, 
staff’s increased familiarity with the system led to the 
realisation of a not insignificant flow of benefits. Bene-
fits included for example improved structure, data stan-
dards and data access; job and management related bene-
fits; improved quality procedures; and staff empower-
ment; and the Student MIS also served as a platform for 
future IoT ICT developments. 

3. The Student MIS Explained 

This Student MIS was oriented towards the US market 
and was anticipated to cater for all stages of a student’s 
interaction with an IoT. The system had comprehensive 
functionality for course and subject management, student 
data, admissions application processing, student registra-
tion, maintenance grants payments, accounts receivable 
and fees assessment, examinations and academic history, 
student progression and graduation. Details of its mod-
ules are discussed in Table 1: 

Figure 1 provides an overview of how these Student 
MIS modules were integrated. Firstly, biodemographic 
data is captured to facilitate admissions applications 
processing. These applications may come from the CAO 
or be made directly to the IoT. The applications are veri-
fied against the catalogue of existing courses. Following 
acceptance of a course place, the individual’s data is used 
to create a student record. All students are registered at 
the individual subject level; this is made possible by the 
breakdown of subjects into their respective delivery 
modes based on the ACS. This registration is required for 
student fee assessment, maintenance grants payments and 
for examination results processing. All results are trans-
ferred to an academic history archive; they become the 
basis for student graduation from a completed pro-
gramme or progression to the following academic year, 
where a new student record is created. 

4. Research Methodology 

The research methodology used in evaluating the impact 
of the Student MIS was interpretive in nature. The inter-
pretive paradigm offered the opportunity to develop an 
in-depth understanding of the ICT system’s impact; it 
facilitated the capture of contextual depth and detailed, 
nuanced descriptions; and avoided the unproblematic, 
value-free view of organisations associated with positiv-
ist approaches. The study’s research methodology is out-
lined in Figure 2. The case study was the selected re-
search method and was based on data collected from five 
sources-organisational websites, project documentation, 
newspaper articles, independent reports and semi-struc-
tured interviews. 

 
Table 1. Student MIS modules 

Catalogue The database of courses and subjects offered by an Institution 
Approved Course 
Schedule (ACS) 

The listing of subjects linked to a course; it outlines teaching hours, examination and continuous as-
sessment components 

Sections and Blocks 
Breaks down subjects into specific delivery modes, such as lecture, practical and tutorial hours. Stu-
dents are registered on these sections. A block is a grouping of sections by stage 

CAO Interface 
Enables download of student data from the Central Applications Office website. The CAO is the body 
responsible for recording all student applications to third level education institutions in Ireland 

Admissions Stores applicant data and processes applications. It supports both CAO and direct admission applicants 

General Person Captures biographical and demographic data 

General Student 
Records current and historical student data. The record is originally created when an applicant accepts 
a course place offered 

Registration Records registration information for a given term 

Maintenance Grants Facilitates grant payments to a student’s bank account 

Accounts Receivable 
Tracks financial transactions such as student fee assessment, contract assignment, payments, and re-
ceipt, invoice and journal production 

Examinations Facilitates student exam results and production of relevant reports 

Academic History Enables historical academic results to be recorded in the Student MIS 

Web for Faculty 
Empowers academics to enter student results, and view class and student details. Grades are broken 
into their component parts through electronic gradebook functionality 

Letter Generation Enables selected data to be merged with predefined letters 

Graduation Produces graduate lists and records data relating to graduation ceremonies 
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Figure 1. Functionality and operations of the student MIS 
 

 
Figure 2. Research methodology 

 
Case studies were conducted within five IoTs. Pur-

posive sampling was used in case site selection as this 
sampling strategy ensures that key research themes are 
addressed and that diversity in each category is explored. 
The five case sites were selected due to their diversity in 

a number of respects. They participated in different im-
plementation waves, were geographically dispersed and 
differed in their student population sizes and academic 
programme offerings. The following points give a brief 
synopsis of the five case sites: 
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 Site One was one of the first IoTs to implement 
the student MIS. This site had significant in- 
house MIS team capabilities, who were respon-
sible for system implementation, support and 
had considerable autonomy in system develop-
ment. 

 Site Two was a member of the first implementa-
tion wave. Due to difficulties experienced with 
the central change request process, its in-house 
MIS unit also developed additional functionality 
to meet end-user needs. 

 Site Three was a member of the second imple-
mentation wave. This IoT was smaller than the 
previous two sites and had more limited techni-
cal resources. 

 Site Four was the smallest IoT examined in this 
study and was also a member of the second im-
plementation wave. Its project team experienced 
a number of personnel changes during the im-
plementation effort. 

 Site Five was a member of the final implemen-
tation wave. It experienced difficulties in re-
sourcing a dedicated project team and its initial 
system start-up date was delayed. At the time of 
research, the system was used to a limited extent 
and work was ongoing in implementing core 
functionality. 

Within those IoTs, 49 semi-structured interviews were 
carried out between 30 November 2005 and 24 May 
2006 with senior management personnel, MIS team per-

sonnel and system end users. The selected informants 
were closely involved in the ICT project and had 
in-depth knowledge of the subject area. Each interview 
lasted between 60 and 90 minutes, was recorded with 
the informants’ permission and was later transcribed. 
The informants were given the opportunity to verify the 
transcripts prior to analysis. Further, the supporting 
documentation was valuable in corroborating the evi-
dence collected in the semi-structured interviews. It pro-
vided a means of triangulation in that it supplied specific 
details, and helped to augment and substantiate the in-
terview data. The data analysis process is outlined in 
Figure 3. 

Data analysis was carried out using a variant of Glaser 
and Strauss’s (1967) [22] grounded theory method. GT is 
one of the most widely used qualitative frameworks in 
business and management studies [23]. This GT analysis 
was supported by a Computer Aided Qualitative Data 
Analysis Software (CAQDAS) package called N-vivo. 
The N-vivo package facilitates efficient data indexing 
and management, and supports analysis through for ex-
ample relationship and model exploration. As outlined in 
Figure 3, the interview transcripts were initially im-
ported into this software. Examination of these tran-
scripts led to key words/ideas being identified and these 
were coded using N-vivo. Groupings of these codes that 
contain similar content are referred to as concepts in GT. 
As coding progressed, it became apparent that many con-
cepts were related and these were reclassified into a se- 

 

 

Figure 3. Qualitative data analysis 
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Table 2. Degree of system exploitation 

 IoT’s Degree of System Exploitation 

System Capabilities Site One Site Two Site Three Site Four Site Five 

Catalogue Partly Exploited Partly Exploited Exploited Partly Exploited Exploited 

ACS Unexploited Partly Exploited Partly Exploited Partly Exploited Partly Exploited 

Sections & Blocks Partly Exploited Exploited Partly Exploited Partly Exploited Exploited 

CAO Interface Exploited Partly Exploited Partly Exploited Partly Exploited (Was being implemented)

Admissions Partly Exploited Partly Exploited Partly Exploited Partly Exploited Partly Exploited 

General Person Exploited Exploited Partly Exploited Partly Exploited Partly Exploited 

General Student Partly Exploited Exploited Partly Exploited Partly Exploited Partly Exploited 

Registration Exploited Partly Exploited Partly Exploited Partly Exploited Partly Exploited 

Maintenance Grants Exploited Exploited Exploited Exploited Unexploited 

Accounts Receivable Unexploited Partly Exploited Partly Exploited Partly Exploited Unexploited 

Examinations (Was being implemented) Partly Exploited Partly Exploited Partly Exploited (Was being implemented)

Academic History (Was being implemented) Exploited Exploited Exploited Unexploited 

Web for Faculty (Was being implemented) Unexploited Partly Exploited Unexploited Unexploited 

Letter Generation Unexploited Unexploited Unexploited Unexploited Unexploited 

Graduation Unexploited Unexploited Unexploited Unexploited Unexploited 

 
ries of categories (i.e. broad groups of similar content 
that are later used to generate theory) and related sub- 
categories using N-vivo’s hierarchical tree structure. This 
organised related concepts in relation to the overall re-
search and facilitated greater understanding of the body 
of evidence through examining the key themes. Memo 
creation to clarify ideas and identify relationships be-
tween categories, constant concept comparison and itera-
tive reflection on what was already coded were important 
steps in this coding process. 

The key concepts and categories identified through 
N-vivo coding, as well as important details from the 
other four sources of case study evidence were synthe-
sised into a detailed cross-case primary narrative of the 
Student MIS project. Narratives play an important role in 
the social world; they are a form of knowledge and 
communication [24], as complex situations can be better 
understood in story format. Hence, they enable a re-
searcher to shape various interview stories into a coher-
ent account of the key themes. Through significant re-
flection on the primary narrative, it was reduced to the 
principal findings or themes. Reflection on the primary 
narrative involved considering three questions: “what 
does the text say?” “why does the text say what it does?”, 
and “what is my understanding of what is taking place?”. 
This approach was useful in providing a conceptual 
separation of three ways of examining the primary narra-
tive and in expanding my interpretation over a series of 
stages. The processes involved in distillation of the key 
findings involved both creativity and flexibility. Dia-
grammatic representation was important in understanding 
the phenomenon’s diversity and in exploring relation-

ships and complex processes.  

5. Findings-the Issue of Functional 
Operational Misalignment 

Findings on several different aspects of the project were 
uncovered including system selection; system develop-
ment for the Irish IoTs; system commissioning; ex-post 
performance in the early years; and ex-post performance 
at the time of research. These findings are discussed by 
Carcary (2009) [21]. This paper focuses on one of those 
findings i.e. the misalignment between system capabili-
ties and IoT requirements. The main challenge facing the 
IoTs was the misalignment between what the system was 
used for at the time of research and what it was capable 
of delivering, and between IoT requirements and the ex-
tent to which they were met. As explained in the follow-
ing sections, IoTs use of the student MIS fell short of 
system potential; hence, IoTs were not leveraging the 
system’s potential advantages. Sub-optimal system usage 
was partly due to the system’s inability to meet some IoT 
requirements. 

5.1 An Evaluation of System Functional 
Capability Exploitation 

Benefit realisation from the student MIS was sub-optimal 
within the IoTs. The system offered functionality for all 
aspects of student administration, yet many of its capa-
bilities remained unused. For example, several infor-
mants within Site Three suggested that system usage at 
the time of research was “a fire fighting” exercise and 
was “just touching the tip of the iceberg”. One end-user 
estimated functionality exploitation to be 35%-40%, 
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while a project team member suggested 50%-60%. 
Within Site Two, only the baseline functionality was 
implemented; work was ongoing in streamlining opera-
tional processes. Site Five’s exploitation was limited to 
course set-up and registrations functionality, and signifi-
cant work was required to advance the knowledge base. 
Site Four’s system usage was equated to “scratching the 
surface”; estimates of exploitation ranged between 5%- 
10% according to the ICT Manager and 70%-75% ac-
cording to a project team member. Despite being the first 
to implement the system, Site One had according to the 
system’s development team leader used only 10% of the 
baseline functionality. For example, examination-related 
modules were only being introduced at the time of in-
formant interviewing. Hence, in all IoTs, informants 
suggested that the system was not fully exploited. Table 
2 provides a synopsis of the degree of IoT’s system ex-
ploitation. This suggests that certain modules were ex-
ploited, partially exploited or completely untouched. 

The variances experienced in system functional capa-
bility exploitation can be linked to a number of factors: 

 Implementation Wave: From Site Five’s per-
spective, limited system exploitation was partly 
due to its postponed implementation deadline. 
However in the other case study sites, the sys-
tem was stabilised between three and five years. 
Those IoTs had a longer timeframe to exploit 
the system but had not taken full advantage of 
this.  

 Staff Knowledge and Resources: Across all IoTs, 
reasons for sub-optimal system exploitation 
were related to limited knowledge of further 
system capabilities and the time required to 
achieve system familiarity. This was linked to 
the scaling back of project teams and the associ-
ated training problem. Site Two explicitly cited 
lack of resources as key in failing to explore the 
system’s fuller potential and implement further 
modules.  

 Ability to Meet Requirements: The inability of 
some modules to meet requirements and lack of 
tailoring for those sites under the central struc-
ture impacted on the degree of system exploita-
tion. The central structure had a phased ap-
proach for system development, which was re-
strictive for urgent IoT requirements.  

5.2 An Evaluation of the Degree of IoT 
Operational Requirements Met 

Across case study sites, the efficiency with which re-
quirements were met was questionable. Many baseline 
modules did not meet Site One’s requirements and, as 
stated, resulted in numerous in-house customisations and 
development projects. The system involved significant 
work for Site One’s administrative staff; however in 

comparison to legacy applications, all informants agreed 
that it had substantially improved student record man-
agement. The degree of requirements met by the baseline 
system within Site Two was estimated by a managerial 
figure at 20%. The functionality was too generic and 
deficient in reporting capabilities; hence the system was 
used primarily for data storage while all reporting, ma-
nipulating and controlling was done in-house. Within 
Site Three, the required further development of the Stu-
dent MIS had not taken place. Hence, the system re-
mained bespoke towards full-time students and was in-
flexible in dealing with any other applicant types. A pro-
ject team member of Site Four regarded it as meeting 
85%-90% of requirements, but suggested a complete 
suite of integrated products would be more beneficial. 
Site Five also encountered some limitations. Approxi-
mately 30% was regarded by one team member as un-
suited to the Irish tertiary educational system. Table 3 
outlines the degree of requirements met by the various 
modules; it highlights that modules either met all re-
quirements, some requirements or were unsuited. 

5.3 Functional-Operational Misalignment 

The functional-operational misalignment uncovered im-
pacted the extent to which administrative staff could ef-
fectively use the system. IoTs ability to address this issue 
depended on a number of factors: 

 Site autonomy over the Student MIS: Site One 
had greater control over its system development. 
Much functionality used on a day-to-day basis 
was developed in-house. This was in contrast to 
the other case study sites that had little local 
autonomy. They were restricted in their ability 
to customise the system due to the control exer-
cised by the central structure. 

 Degree of adherence to the common national 
system standard versus in-house development: 
As stated, IoTs under the central structure’s di-
rective were tied to a common national standard. 
However, the central structure’s development 
time for mission critical reports and for applica-
tions outside the full-time student population 
was slow and based on priority demand. Further, 
development was generic rather than customised 
to IoT specifications. Hence, all case study sites 
diverged to some extent from the common stan-
dard. This was primarily in developing external 
reporting capabilities. 

 Degree of in-house development resource capa-
bility: A lack of resources was apparent in Site 
Two, Three and Four due to the scaling back of 
project teams. This impacted on: 
- IoT’s ability to advance the system for pro 

jects such as modularisation and semesteri-
sation, and tailor it for different student co- 



Evaluating a Student MIS in the Tertiary Education Sector: Addressing Functional-Operational 
Misalignment through Continuous Participative Evaluation 

Copyright © 2010 SciRes                                                                                 JSSM 

40 

 
Table 3. Degree of IoT requirements addressed 

 Degree of IoT Requirements Met 

System Capabilities Site One Site Two Site Three Site Four Site Five 

Catalogue Unsuited 
Met Past Require-

ments 
Partly Met Re-

quirements 
Met Requirements 

Met Require-
ments 

ACS Unsuited 
Met Past Require-

ments 
Met Requirements

Met Past Require-
ments 

Met Require-
ments 

Sections & Blocks 
Partly Met 

Requirements 
Met  Require-

ments 
Met Requirements Met Requirements 

Met Require-
ments 

CAO Interface Met Requirements Met Requirements Met Requirements Met Requirements (Unknown2) 

Admissions 
Met Require-

ments 
Met Requirements

Partly Met Re-
quirements 

Met Requirements 
Met Require-

ments 

General Person 
Met Require-

ments 
Partly Met Re-

quirements 
Met Requirements

Partly Met Re-
quirements 

Met Require-
ments 

General Student Unsuited 
Partly Met Re-

quirements 
Met Requirements

Partly Met Re-
quirements 

Met Require-
ments 

Registration 
Partly Met 

Requirements 
Partly Met Re-

quirements 
Partly Met Re-

quirements 
Partly Met Re-

quirements 
Partly Met Re-

quirements 

Maintenance 
Grants 

Partly Met 
Requirements 

Partly Met Re-
quirements 

Partly Met Re-
quirements 

Partly Met Re-
quirements 

(Unknown) 

Accounts Receivable Unsuited Unsuited 
Partly Met Re-

quirements 
Unsuited Unsuited 

Examinations 
Partly Met 

Requirements 
Partly Met Re-

quirements 
Partly Met Re-

quirements 
Partly Met Re-

quirements 
(Unknown) 

Academic History (Unknown) Met Requirements Met Requirements Met Requirements (Unknown) 

Web for Faculty 
Met Require-

ments 
(Unknown) 

Partly Met Re-
quirements 

(Unknown) 
Met Require-

ments 

Letter Generation Unsuited Unsuited Unsuited Unsuited Unsuited 

Graduation (Unknown) Unsuited Unsuited Unsuited (Unknown) 

 

 
Figure 4. Addressing functional-operational misalignment 

2The compatibility of a system module with IoT requirements was unknown when the module had not been exploited or examined by MIS per-
sonnel 
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horts; 

- Time lags for report development; 
- The degree to which unutilised modules 

could be further exploited; 
- The degree to which staff could be trained 

in further system capabilities and to which 
more efficient work practices could be 
found. 

Those IoTs with greater resources were better posi-
tioned to address the above four points. 

5.4 Towards CPE-Addressing Functional- 
Operational Misalignment 

The following model provides a visual depiction of func-
tional-operational misalignment. It puts forward a num-
ber of guidelines/steps that IoTs should consider in ad-
dressing this issue. These guidelines draw on the theo-
retical underpinnings of formative CPE. 

The following five steps provide an explanation of 
Figure 4. 

Step One. Organisational requirements constantly 
evolve. Examples of such changes in the Irish IoTs in-
clude: 

 Changes in education delivery modes. These in-
clude the introduction of semesterisation, modu-
larisation, e-learning and blended learning, and a 
move towards distance learning through exploit-
ing the virtual campus concept. Each IoT had a 
specific timeframe for embracing these changes. 

 Changes in student profiles. Examples of non- 
standard students include students with subject 
exemptions, Socrates students, repeat students, 
ACCS students, Fáilte Ireland and FÁS appren-
tice students, adult learners and students under-
taking more than one course. 

Determining functional-operational alignment requires 
IoTs to iteratively establish what their requirements are.  

 

 

Figure 5. Determining organisational requirements 

This process is outlined in Figure 5. Key stakeholder 
groups need to be involved. In the Student MIS project 
these stakeholders include senior management who make 
academic policy decisions and administrative staff who 
use the system. 

Step Two. System capabilities also evolve. Changes to 
the Student MIS capabilities in the Irish IoTs are due to: 
 Improvements and upgrades from the system vendor; 
 Developments by the central structure or in- house 
MIS personnel. 

Determining functional-operational alignment requires 
IoTs to iteratively review what the system capabilities 
are. This process is outlined in Figure 6. Key stake-
holders need to be involved. In the Student MIS project, 
these stakeholders include MIS personnel who under-
stand the system’s changing functionality. Such changes 
also need to be promoted to administrative staff to in-
crease their awareness of the functionality available. 

Step Three. The output of the previous two steps is 
examined in a requirements-capability match analysis 
(Figure 7). It investigates the degree to which organisa-
tional-operational requirements and system functional 
capabilities converge. Each operational requirement is 
examined against relevant system components to identify 
how well it is supported. In totality, this exercise outlines 
the extent to which the system meets IoT requirements. 
Each system module is also examined to determine its 
degree of utilisation. In totality, this outlines the extent to 
which the IoT exploits system capabilities. This process 
should be documented in the format of detailed descrip-
tions, which would better help in identifying steps for 
remedial action. 

Step Four. The outcome of the requirements- capabil-
ity match analysis (Figure 8) will be a state of func-
tional-operational alignment and/or a state of func-
tional-operational misalignment. Functional-operational 
 

 

Figure 6. Determining system capabilities 
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Figure 7. Requirements-capability match analysis 
 

 

Figure 8. Functional-operational alignment or misalignment 
 
alignment arises when all existing functionality is used 
and all organisational requirements are met by available 
functionality. Functional-operational misalignment oc-
curs when existing functionality is unused and organisa-
tional requirements are not met by available functionality. 
Achieving an ideal match between requirements and ca-
pabilities is complex. The misalignment experienced 
across all IoT case study sites was unsurprising given the 
system’s US orientation, the common national standard, 
the phased approach for system development and chang-
ing IoT requirements. 

Step Five. Areas of misalignment uncovered are ad-
dressed. As outlined in Figure 9, this includes: 

 System development to better match organisa-
tional requirements. This involves development 
by the central project team for general IoT sec-
tor needs. It also requires a degree of in-house 
tailoring to meet site specific demands. 

 Resource investment to exploit necessary unuti-
lised functionality. Resource investment for 
further system exploitation is important only 
where unused functionality would be of benefit 
to the organisation. This includes reinstating  

 
Figure 9. Addressing functional-operational misalignment 

functional team members to identify unexploited 
capabilities and to train and educate users in the 
broader system functionality. 

The goal of this activity is to achieve greater conver-
gence between organisational requirements and system 
capabilities, with a view to improving organisational- 
system compatibility/performance and realisation of 
greater system benefit potential. 

The above guidelines reflect in five steps how the 
functional-operational misalignment issue may be im-
proved. This model may be viewed as an alternative con-
tinuous participative ICT investment evaluation tech 
nique that may be iteratively applied throughout the sys-
tem’s lifecycle. Through examining the alignment be-
tween requirements and capabilities, the IoTs can high-
light problematic areas, identify steps for corrective ac-
tion, set future performance targets and track progress by 
involving key stakeholder groups. 

6. Discussion and Conclusions 

ICT investment evaluation is important in identifying 
and addressing the misalignment that exists between the 
standard student system’s functional capabilities and the 
diverse operational requirements of the multiple autono-
mous IoTs. Functional-operational misalignment results 
from the inability of organisations to exploit system ca-
pabilities. There is also an issue regarding whether such 
a system meets organisational needs. Prior to this re-
search, the impact of functional-operational misalign-
ment in leveraging system benefit potential was not 
clearly addressed in the literature. Some researchers dis-
cussed the match between system capabilities and or-
ganisational requirements. For example Avram (2001) 
[25] highlighted “definitional mismatch”, i.e. the degree 
of risk faced by an organisation in terms of how well 
functional requirements meet operational needs; and 
Saastamoinen (2005) [26] suggested that the most diffi-
cult factor in ICT evaluation is the match between sys-
tem and processes. However, previous research had not 
explored this issue in-depth or suggested how it may be 
addressed.  

In this respect, this paper expands the body of ex-
isting research. It examined how CPE offers the op-
portunity to understand and exploit the unused function 
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ality in a standard system through involving key stake-
holder groups. This not only increases stakeholder 
awareness of evolving technological capabilities and 
organisational requirements but also promotes a more 
favourable acceptance to organisational changes through 
fostering their commitment and motivation. It can lead to 
enhanced stakeholder relationships through recognising 
the impact of organisational change and the interactions 
that exist between people and technology. Hence, 
through a continuous participative evaluation process 
that emphasises dialogues and stakeholder feedback, 
there is potential for improving functional-operational 
alignment and this is important for enhanced system 
benefit realisation. 

The author’s development of this CPE approach is in 
line with a growing volume of ICT evaluation research 
that recognises the value of more formative evaluation 
methods over rational, objective approaches that do not 
capture contextual depth or address important human 
complexities. For example, Gemmell and Pagano (2003) 
[7], who conducted ICT evaluation research in the 
Higher Education sector argued for the importance of 
continuous evaluation throughout the project lifecycle. 
Similarly, several researchers in other sectors discuss the 
importance of formative methods in identifying the un-
expected impacts of ICT investment; monitoring pro-
gress, increasing control and improving project perform-
ance; identifying continuous improvement opportunities; 
improving relationships with stakeholders; and increas-
ing benefit realisation (see for example [3–6,8–13]). As 
evident in the author’s discussion in Section 5.4, the most 
important aspect in addressing the functional-operational 
misalignment issue is the promotion of stakeholder in-
volvement; enabling more effective ICT decisions on 
how to develop the system and staff capabilities through 
ongoing dialogue with affected parties. This is the un-
derlying fundamental principle of widely cited CPE 
methods such as Remenyi et al’s (1997) [15] ABR and 
Cordoba’s (2009) [16] IS Planning Framework. The ap-
proach developed in this paper is a further useful step in 
enhancing this CPE body of research in that it addresses 
the misalignment issue, which was not previously ex-
plored in-depth. It further adds to the limited body of 
evaluation research in the Higher Education Sector. 

7. Avenues of Further Research 

This study has taken a small step towards addressing the 
paucity of ICT evaluation research in HEIs and in pro-
viding greater understanding of the challenges in opera-
tionalising a standard ICT system in organisations with 
diverse requirements. However, there are many opportu-
nities for further research in this sector. 

 The research findings may be examined in a 
wider context. Interviews may be conducted 
with informants in the ten other Institutions. 
This would provide a basis for comparing issues 
across the IoT sector and for confirming or ex-
tending this study’s findings. It would also de-
termine the finding’s inferential transferability 
to a broader setting. 

 Secondly, the study’s scope could be expanded 
to include the viewpoints of the central project 
team and the DoES. Due to the nature of their 
Student MIS project involvement; it is probable 
that their project perceptions differ from those 
directly impacted by system introduction. If this 
were found to be true, it would make for an in-
teresting examination of the diversity in social 
groups’ perceptions regarding large-scale MIS 
implementations.  

 Thirdly, the model for resolving functional- 
operational misalignment could be iteratively 
applied across the IoT sector. This CPE ap-
proach would provide for greater stakeholder 
involvement in determining evolving IoT re-
quirements and system capabilities, and in 
evaluating the degree of functional-operational 
alignment. Further, it would focus IoT activi-
ties on problematic areas in order to improve 
system utilisation and benefit realisation. This 
project would be longitudinal; however, through 
setting various benchmarks, it would determine 
the model’s usefulness in optimising ICT per-
formance.  

 Finally, the research was confined to the Irish 
education market. Comparative research in other 
countries would be of benefit. This would de-
termine whether issues, similar to those experi-
enced in the Irish IoTs, were encountered in im-
plementing and operationalising large-scale 
standard ICT systems, and how such issues 
were overcome. In this respect it might be in-
teresting to look to the UK or even the USA for 
comparisons.  
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ABSTRACT 

Periodically, research articles emerge arguing the economic benefits of peritoneal dialysis, or PD, over the traditional 
in-center hemo dialysis for patients suffering from End Stage Renal Disease. Resulting conclusions indentify PD as the 
ideal therapy to reduce Medicare expenditures for this expensive treatment. However, despite this possible economic 
benefit to the United States taxpayer, the number of PD patients remains relatively flat with an increasing amount of 
patients being prescribed in-center hemo dialysis. A simplistic view of controlling the rising costs, on a per treatment 
basis, associated with the treatment of this disease would be to increase the number of patients from in-center hemo 
dialysis to peritoneal dialysis. This paper will argue why this shift is both unlikely and unrealistic, and why the resulting 
potential cost savings to this segment of the Medicare program is a myth. 
 
Keywords: End Stage Renal Disease, Dialysis, Medicare, Reimbursement, Economics, Mergers, Acquisitions 

1. Introduction 

The primary function for our kidneys is to remove excess 
fluids and toxins from the body through urine. The pro-
duction of urine is a complex process of excretion and 
reabsorption. Because of this process, kidneys are also 
known as the body’s chemists, balancing and stabilizing 
salt, potassium, and acid content. Kidneys also produce a 
potent Vitamin D and hormones that impact the function 
of other organs. Erythropoietin, one of these significant 
hormones, acts as stimulation for the production of red 
blood cells. 

Chronic kidney disease, or CKD, impacts the lives of 
more than 26 million patients in the United States with 
millions of others at an increased risk of developing the 
disease [1]. There are five stages of kidney disease 
tracking renal function with stage 5 representing near or 
complete renal failure. Progression of the disease is 
measured through several tests such as the Glomerular 
filtration rate, urine protein tests, and blood pressure. 

As of today, there is no cure for end stage renal dis-
ease. Patients with stage 5 renal CKD require either a 
kidney transplantation or dialysis for continued survival. 
Without immediate treatment, patients will suffer from 
uremia, a build up of toxins and fluid in the blood. This 
condition will lead to death in a matter of days or weeks 
depending on existing renal function as each kidney de-
teriorates. Symptoms of uremia include, but are not lim-

ited to, nausea, vomiting, loss of appetite, weight loss 
and ultimately changes in mental status, confusion, re-
duced awareness, psychosis, seizures, agitation, and 
coma. 

The most common cause of kidney disease is diabetes 
and hypertension. Incidence of renal failure is increasing 
as a result of these disorders as well as the aging popula-
tion. Race can also be a factor in the incidence of ESRD. 
African Americans, American Indians, Hispanics, Asians, 
and Pacific Islanders have a higher incidence of renal 
failure due to higher rates of diabetes and high blood 
pressure [2,3]. 

The most ideal treatment for patients with End Stage 
Renal Disease is transplantation. Transplantation is 
purely a treatment and not a cure. Patients, even with 
ideal tissue matches, must take immunosuppressive drugs 
to ensure that the organ is not rejected by the body's 
natural immune system. The number of transplants in the 
United States has increased significantly from the late 
1980’s as technology and drugs have improved. But 
since 2003, the total number of transplantations have 
leveled off at approximately 16,500 per year with the 
waiting list for a kidney growing to 85,000 [4]. (Figure 
1). The transplant rate remains flat due to the lack of 
available organs. Studies have concluded that transplan-
tation is not only the best option for a patient’s quality of 
life, but also is the most cost effective therapy [5,6]. 
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2. Dialysis Treatment Options 

For patients not fortunate enough to receive a kidney 
transplant, there are two other treatment options: hemo-
dialysis and peritoneal dialysis. Hemodialysis is primar-
ily performed in a dialysis outpatient center although 
some hospital based programs continue to operate. Pa-
tients that utilize this therapy visit the dialysis center 
three times each week for treatments that will last be-
tween 3 1/2 and 4 1/2 hours. Due to the time commit-
ment for hemodialysis and many of the other medical 
problems that are associated with patients that require 
this treatment, most patients cannot maintain full-time 
employment and drop out of the workforce. By far, 
hemodialysis is the majority of the treatment modality 
chosen by nephrologists. (Figure 2) 

In the past few years, some research has suggested that 
the treatment time for hemodialysis should be longer if 
the three treatments per week model are followed [7]. 
Current literature has moved from this theory to one that 
prescribes shorter dialysis times, but on a daily basis. But 
since the present reimbursement structure is based on a 
thrice a week structure, it is unlikely that this change in 
treatment time and frequency will occur on a national 
wide-scale despite the probable benefits to the patient. 
 

 

Figure 1. Source: United network for organ sharing 
 

 

Figure 2. Source: USRDS 2008 annual report 

Not all hemodialysis is performed in outpatient or hos-
pital based clinics. A small portion of dialysis patients do 
receive treatment in their home. Many of these patients 
utilize machines built by NxStage and undergo extensive 
training in their treatment. Despite the logical reasoning 
behind this treatment modality, home hemodialysis 
doesn’t seem to be getting any traction and the number of 
patients undergoing this treatment is insignificant [8].  

No matter in a clinic or in the home setting, hemodi-
alysis requires pumping the blood from the patient to the 
dialysis machine. The machine pushes the blood along 
through arterial lines to an artificial kidney where the 
blood flows against dialysate, a fluid that removes toxins 
through osmosis. The blood then returns to the body by 
way of venus lines. To accommodate the flow of blood, 
patients must undergo surgery to improve vascular access. 
For all hemodialysis patients, vascular access is both 
required and presents an ongoing challenge for both 
nephrologists as well as vascular surgeons. The site often 
clots and requires hospitalizations and repeated medical 
procedures to ensure proper blood flow for dialysis. 

One of the positive aspects of hemodialysis therapy is 
the social interaction between patients and the center’s 
staff. Patients in this setting tend to bond and exchange 
information about their illness and treatment progress. 
Many patients also prefer the clinic over treatment at 
home due to the stress and potential medical problems 
that can occur outside a qualified medical facility. 

Peritoneal dialysis, as a therapy, is very different than 
its hemodialysis counterpart. PD dialyzes a patient 
through the use of the peritoneal cavity. Each patient has 
a catheter implanted in their lower abdomen and infuses 
dialysis fluid into the peritoneal cavity. As the fluid is 
removed from the abdomen, toxins flow out along with 
the dialysate. The peritoneal membrane essentially acts 
as the filter for the dialysis process. There are two types 
of PD available for patients: Continuous Ambulatory 
Peritoneal Dialysis (CAPD) and Continuous Cycling 
Peritoneal Dialysis (CCPD). Not all patients are suited 
for peritoneal dialysis [9]. Patients must be compliant 
and careful in their treatment. Both therapies require that 
patients undergo extensive training, usually at an ap-
proved dialysis center. Patients must visit that center fre-
quently to pick up their supplies and to receive any infu-
sion drugs that may be prescribed. 

CAPD requires multiple exchanges of dialysate during 
the day and has no equipment. CCPD is performed at 
night while the patient sleeps and requires the use of a 
“cycling” machine. In the past, most patients that were 
suitable for PD were prescribed CAPD. Presently, mostly 
as a result of technologically advanced cyclers, the 
amount of patients on PD has flipped with CCPD being 
the preferred prescription [10]. Each PD treatment, 
unlike hemodialysis’ thrice a week regime, is performed 
each day. Reimbursement for this therapy is identical to 
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hemodialysis whereby the same amount is paid for a 
three treatment week as the PD seven day a week ther-
apy. 

A major advantage for patients that choose PD as their 
treatment modality is flexibility since trice a week travel 
is not required for treatment. This would also enforce the 
shift from CAPD to CCPD given that the therapy is done 
while the patient sleeps. However, use of the peritoneal 
membrane as a filter does have its drawbacks for patients. 
Most patients, at one time or another, can develop peri-
tonitis. This inflammation and infection of the peritoneal 
cavity is painful and requires patients to convert to 
hemodialysis while being treated for their infection and 
many patients cannot convert back to PD. 

For both therapies, reimbursement is currently based 
on a basic treatment with additional payments for an-
cillary drugs and testing. PD does appear less expen-
sive than hemodialysis. From the payment perspective, 
PD prescriptions for the basic treatment are identical to 
hemodialysis treatment although individual non-gov-
ernment payers may have separate payment structures 
for each therapy. Although the payment structures for 
hemodialysis and PD are the same for the basic treat-
ment, the difference in cost seems to be ancillary drugs. 
Patients that are prescribed PD are typically healthier 
than their hemodialysis counterparts and often don’t 
require additional drugs to maintain a better quality of 
life [11]. Peritoneal dialysis patients also tend to pos-
sess a greater kidney function that would require less 
external treatments for such disorders as anemia. Re-
search studies conclude that only 20% of PD patients 
are using EPO for anemia as compared with 80% of 
hemodialysis patients [12]. 

2.1 The End Stage Renal Disease Program 

In July of 1973, under the direction of the Federal Gov-
ernment, health care in the United States changed dra-
matically for patients with renal failure. Through Medi-
care Part B, virtually every citizen, after an initial wait-
ing period, would be entitled to coverage, paid by tax 
dollars, for this disease regardless of age. The ESRD 
program has, at times, been hailed as a success story 
and at other moments in its history, been criticized for 
the programs growing economic burden and high mor-
tality rates. 

Initial results were difficult to assess because of the 
slow build up of physicians and clinics to meet the needs 
of ESRD patients across the country. Initially, the argu-
ment behind the program was that treatment options, 
such as transplant, would keep the cost of providing care 
low. The first year of the life saving treatment cost the 
government $229 million for approximately 16,000 pa-
tients. The current Medicare payment is $20.3 billion for 
437, 334 patients [13]. (Figure 3) 

 

Figure 3. Source: USRDS 2008 annual report 
 

The idea behind dialysis was that it would serve as a 
model for a universal health care system in the United 
States. The problem with this theory is that the renal pa-
tient community is not an accurate reflection of the 
mainstream health care needs of the general population. 
As reflected by the very nature of the constant therapy 
combined with the numerous hospitalizations, the ESRD 
program cannot be an example of how universal health 
care may work. The exploding costs have placed more 
and more of an economic burden on Medicare consum-
ing 6% of the budget for less than 1% of the Medicare 
population [14]. 

2.2 The Dialysis Business Model 

The dialysis market, from the providers’ side, is basically 
controlled by two entities: Fresenius Medical Care and 
DaVita. The combination of these two companies control 
82.1% of the top ten providers in the dialysis market [15]. 

(Figure 4). Other smaller either niche or “mom and pop” 
clinics control the remaining share along with hospital 
dialysis based units. For profit clinics dominate the mar-
ket and have significantly increased their size over the 
last fifteen years. (Figure 5) 

Fresenius and DaVita, by their very business model, 
are two very distinct companies. Fresenius, or FMC, is a 
fully integrated company that both provides dialysis care 
to patients and manufactures the equipment and supplies 
for that care. FMC is a global health care company with 
the largest patient base of any provider. 

By increasing the production of artificial kidneys, or 
dialyzers, FMC has virtually ended the process of re-
processing dialyzers to reduce costs through economies 
of scale production. Reprocessing dialyzers was a com-
mon practice in the 1970’s through the 1990’sat first due 
to the lower ability to manufacture enough dialyzers. As 
production increased, reuse was purely a means to reduce 
medical supply costs. Studies are inconclusive as to 
whether or not reuse impacts the quality of treatment or 
effects mortality rates. 

DaVita on the other hand, is a pure dialysis provider 
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Figure 4. Source: Nephrology news and issues july 2009 
 

 

Figure 5. Source: USRDS 2008 annual report 
 
only treating patients in the United States. While not at 
all of their clinics, many of DaVita’s clinics still reuse 
patient dialyzers. For patients worried about this practice, 
DaVita maintains information regarding reuse on their 
website [16]. 

Consolidation over the past thirty years has been 
driven by the incentive to cut costs rather than to increase 
market share and expand. Dialysis, by its very nature, is a 
business that requires an infrastructure to support multi-
ple clinics with minimum administrative or corporate 
staff. Mergers and acquisitions add the patient volume 
and base revenue while administration costs from the 
target company can be eliminated. 

The driving force behind this strategy has been Medi-
care’s inability or unwillingness to raise the composite 
rate. With a level reimbursement rate from the majority 
of the patient population combined with inflationary 
pressures from the medical labor market, providers were 
forced to look to this “roll up” strategy to maintain prof-
itability. Larger dialysis companies operate at a signifi-
cant advantage to their smaller competitors. Expenses 
can be leveraged through economies of scale, but with 
stagnant reimbursement from government sources, this 
advantage can be limited. Thus, leverage in revenue is 
also critical to their advantage over smaller providers. By 
controlling larger shares of the market, dialysis chains 
can leverage payments from commercial insurance pro-

viders making up more than the difference from the 
Medicare and Medicaid shortfall. 

Outpatient dialysis hemodialysis units are expensive 
investments with leasehold improvements and equipment 
ranging from $1.5 to $2.5 million depending on size and 
location. From a finance perspective, these are large 
fixed cost businesses [17]. To minimize or leverage these 
fixed costs, volume of patients is critical to maximize 
profitability. For profit dialysis centers tend to have 
higher numbers of patients per unit than non-profit and 
hospital based units. (Figure 6) 

Because of the increase in fixed asset investment by 
dialysis companies, there may be an incentive to push 
towards flowing the volume of patients from a PD ther-
apy to hemodialysis. Adding to this pressure of sending 
renal patients to clinics is the emerging structure within 
the small to medium size dialysis companies. To motivate 
younger nephrologists or perhaps to give older physi-
cians the ability to divest a portion of their investment in 
a dialysis business, these smaller dialysis companies, 
many supported by private equity investment dollars, is 
to offer a joint venture arrangement with the nephrologist. 
Whether a de novo unit or an existing clinic, the physi-
cian will have an incentive to prescribe hemodialysis 
over PD to drive volume and fully leverage their large 
fixed asset investment. 

PD, by its very nature, is a variable cost treatment 
without the overhead required in a sophisticated outpa-
tient clinic. Labor costs do exist, but are far less utilized 
as patients usually only visit the clinic once a month to 
pick up supplies and drop off blood samples. Variable 
costs for PD patients are a different story. Because PD 
patients dialyze seven days a week, medical supply costs 
are significantly higher than in-center hemodialysis pa-
tients. The difference in cost experienced by the payer is 
attributable to the lower amount of prescription drugs. 

If PD is indeed a lower cost with similar revenue 
streams as in-center hemodialysis patients, why is the 
industry so reluctant to embrace this therapy? The 
overwhelming majority of the market is controlled by  

 

 

Figure 6. Source: USRDS 2008 annual report 
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for-profit entities with the top two being publicly traded. 
Small to mid size other players are backed by private 
equity firms responsible to their investors. Peritoneal 
dialysis may be the lowest cost from the payers’ perspec-
tive, but is it the most profitable to the providers? With 
the immense pressure from Wall Street and Private Eq-
uity Firms for high returns, it at least appears that the 
significant factor to profitability for dialysis companies is 
ancillary drugs and not the basic dialysis treatment. Oth-
erwise, capital resources would be directed to invest in 
areas with the highest potential return. This theory may 
be complimented by the number of nephrologists that 
believe in the effectiveness of peritoneal dialysis [18]. 
Regardless of motive, the simple fact is that the level of 
PD patients continues to be flat while the in-center 
hemodialysis patient population is growing [19]. 

3. Current and Future Reimbursement 
Structure for Dialysis 

The renal community is on the edge of a monumental 
change in reimbursement by the federal government. The 
present system is based on a fee for service with addi-
tional charges for drugs and medical tests. The new 
payment structure would entail a “bundled” rate. This 
rate would be inclusive of both the dialysis treatment and 
any additional drugs the patient may require. The Medi-
care Improvements for Patients and Providers Act of 
2008, passed on July 15 and survived a veto from Presi-
dent Bush, requires this new bundled system to be in 
place for ESRD by 2011. 

Bundled rate systems are not new to renal providers. 
Prior to the invention of Amgen’s anemia drug, Epogen 
in 1989, the Medicare composite rate was essentially a 
“bundled payment” covering nearly all the costs of pro-
viding care to patients. Some commercial insurance 
companies have already moved to a bundled reimburse-
ment as a means to control costs and simplify the billing 
process. 

The reasoning behind this change is likely to control 
costs associated with additional necessary drugs while 
creating a high quality environment thorough quality 
measures in outcomes to ensure that care isn’t being re-
duced under bundling to secure higher profitability [20]. 
The problem with this approach is that it does not take 
into account adverse consequences such as providers 
pushing patients that are non-compliant into competing 
clinics. Nor does the plan specify how small and medium 
providers will afford to invest in the systems necessary to 
gather and analyze this data. 

Implementation for this program will start regionally 
and as it is tested, be rolled out on a nationwide basis. 
Obviously, geographical areas will play a key role in the 
reimbursement rate based on the cost of living. It may be 
likely that adjustments to the bundle would occur as data 

is collected similar to Medicare’s first implementation of 
the ESRD program in 1973. A report will be issued dur-
ing the summer of 2009 with more details although much 
hasn’t been disclosed by way of bundled reimbursement 
by modality. 

The question that remains regarding this new structure 
is what the goals of Medicare will be beyond maintaining 
a quality program? If it is to ensure profitability for pro-
viders, even slightly beyond break-even, Medicare will 
be forced to increase what they’re currently paying for 
these services [21]. Thus, the bundled rate will likely be 
very similar to the current reimbursement. 

4. Conclusions 

The majority of dialysis that is performed in the United 
States is conducted under the high fixed-cost outpatient 
dialysis units. Despite significant improvements in the 
delivery of PD therapy, the numbers of patients utilizing 
either CAPD or CCPD remains flat as the total renal 
failure population experiences consistent growth. This is 
primarily due to the high fixed cost infrastructure already 
in place, which many physicians don’t believe that their 
patients are suitable for PD, and many nephrologists un-
willingness to prescribe PD for treatment. If profitability 
is the goal of most providers, it would appear that 
in-center patients, as long as the center is at a high utili-
zation, are more profitable than at home hemodialysis or 
PD patients. Otherwise peritoneal dialysis would be em-
phasized as an alternative therapy and the rate of utiliza-
tion would at least grow at the rate of the incidence of 
renal failure. 

From the payers’ perspective, peritoneal dialysis 
treatment is more cost effective than traditional in-center 
and home hemodialysis. However, in the current clinical 
and economic environment, any shift in treatment modal-
ity seems unlikely. The pressure from investors, includ-
ing physicians, emphasizes a volume in-center treatment 
model that maximizes financial returns. With the aging 
population combined with higher incidence rates of dia-
betes and hypertension, the overall cost of the ESRD 
program will continue to consume a greater portion of 
the Medicare budget. 
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ABSTRACT 

This paper suggests a new normative model that attempts to analyze why improvement of versions of existing decision 
support systems do not necessarily increase the effectiveness and the productivity of decision making processes. More-
over, the paper suggests some constructive ideas, formulated through a normative analytic model, how to select a 
strategy for the design and switching to a new version of a decision support system, without having to immediately run 
through a mega conversion and training process while temporarily losing productivity. The analysis employs the in-
formation structure model prevailing in Information Economics. The study analytically defines and examines a system-
atic informativeness ratio between two information structures. The analysis leads to a better understanding of the per-
formances of decision support information systems during their life-cycle. Moreover, this approach explains norma-
tively the phenomenon of “leaks of productivity”, namely, the decrease in productivity of information systems, after they 
have been upgraded or replaced with new ones. Such an explanation may partially illuminate findings regarding the 
phenomenon known as the Productivity Paradox. It can be assumed that the usage of the methodology that is presented 
in this paper to improve or replace information structure with systematically more informative versions of information 
structures over time may facilitate the achievement of the following major targets: increase the expected payoffs over 
time, reduce the risk of failure of new versions of information systems, and reduce the need to cope with complicated 
and expensive training processes. 
 
Keywords: Decision Analysis, Decision Support Systems, Productivity and Competitiveness, Information Technology 

Productivity, the Productivity Paradox 

1. Introduction 

A major and continuing problem in the information te- 
chnology (IT) profession is the high rate of failure of 
new information systems (IS) or upgraded versions of 
them. From a rational point of view it may be assumed 
that IS professionals usually analyze and design IS “pro- 
perly”. But is it really so? Are they aware of the possibil-
ity of limits in perception among IS users, especially 
decision makers? Do they realize that “improvement” of 
decision support information systems might lead some-
times to a result opposite to what has been expected, 
namely degradation in the level of the productivity of the 
firms, since new and unfamiliar decision rules have not 
been fully implemented and adopted by the decision- 
makers? 

This article suggests a new normative model that at-

tempts to explain that improvement of versions of exist-
ing information systems do not necessarily increase the 
effectiveness and productivity of decision making proc-
esses. It also suggests some constructive ideas, formu-
lated through a normative analytic model, how to select a 
strategy of switching to new version of a system, without 
having to immediately run through a mega training pro-
gram, and to take a risk of losing productivity.  

The methodological and theoretical foundations for the 
analysis presented here anchor in the literature on infor-
mation economics. The earliest mathematical model pre-
senting the relaying of information in a quantitative form 
was that of Shannon [1]. The model distinguished be-
tween two situations: 

1) A noise-free system—a univalent fit between the 
transmitted input data and the received signals; 

2) A noisy system—the transmitted input data (denot-
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ing a state of nature) are translated into signals probabil-
istically. 

In assigning an expected normative economic value to 
information, some researchers made use of Microeco-
nomics and Decision Theory tools [2]. The combination 
of utility theory and the perception that information sys-
tems can be noisy led to the construction of a probabilis-
tic statistical model that accords to an information system 
the property of transferring input data (states of nature) to 
output (signals) in a certain statistical probability [3–5]. 
This model, which delineates a noisy information system, 
is called the information structure model. It is based on 
the assumption that a system is noisy but it does not ex-
amine the nature of the noise. This paper expands the 
analysis by examining some patterns of noise. The con-
sequences of that analysis are then demonstrated. 

Over the years significant research was conducted to 
explore aspects of the phenomenon termed by Simon [6] 
as “bounded rationality”1 and its main derivative—sa- 
tisficing behavior. Some of its aspects were presented 
comprehensively by Rubinstein [7]. Ahituv and Wand [8] 
showed that when satisficing is incorporated into the 
information structure model, there might be a case where 
none of the optimal decision rules will be pure anymore 
(unlike the results of optimizing behavior). 

Ahituv [9] incorporated one of the aspects of bounded 
rationality into the information structure model: the in-
ability of decision-makers to adapt instantaneously to a 
new decision rule when the technological characteristics 
of the information system, as expressed by the probabili-
ties of the signals, are suddenly changed. Moreover, Ahi- 
tuv [10] portrayed a methodology in which decision 
support systems are designed to act consistently during 
their lifecycle (in accordance with a constant decision 
rule). He suggested that this decision rule (that was an 
optimal decision rule in a previous version of the infor-
mation system) guarantees improvement of expected 
outcomes, although it is not necessarily the optimal deci-
sion rule for later versions of this information system.  

This study presents a conceptual methodology that 
combines aspects of bounded rationality [9,10] dealing 
with a rigid decision rule and the life-cycle of informa-
tion systems, with elements of rational behavior pre-
sented in the information structure model [5]. 

The article raises some questions: Is it possible to im-
prove an existing information system without adopting a 
new decision rule? What are the analytical conditions 
that enable a “smooth” (without much disturbance) up-
grading or replacement of an information system? In a 

decision situation where two information structures are 
activated probabilistically, and one of them is generally 
more informative than the other, are there analytical con-
ditions encouraging to enhance the percentage of usage 
of the superior system? 

A normative framework is suggested to cope with es-
sential processes (e.g.: implementation processes, correc-
tion of bugs, or upgrading of versions) during the life 
cycle of a decision support system [11]. By defining and 
analyzing a new informativeness relationship - “the sys-
tematic informativeness ratio”, this paper demonstrates 
situations where decision-makers are equipped with par-
tial information. Through these cases, it is explained how 
to assure a “smooth” implementation of new or upgraded 
information systems, as well as how to reduce the in-
vestment in implementation activities.  

Moreover, It is shown that the existence of this new 
relationship (ratio) between two information structures 
enables to improve the level of informativeness without 
the awareness and the involvement of the users (the deci-
sion makers). 

“The systematic informativeness ratio approach”, whi- 
ch is presented and analyzed for the first time in this pa-
per, contributes to better understanding of various as-
pects of the “productivity paradox” [12–14]. Furthermore, 
it portrays a methodology that suggests how to deal with 
some aspects of the “productivity paradox” which were 
explored in earlier studies [15,16]. 

The next section summarizes the information structure 
model and the Blackwell Theorem [5]. It describes the 
motivation to use convex combinations in order to de-
scribe processes during the life cycle of a decision sup-
port system. Section 3 describes, analyzes, and demon-
strates a new informativeness relationship between two 
information systems—“the systematic informativeness 
ratio”. Section 4 explores the existence of systematic 
informativeness ratio between un-noisy information str- 
uctures. Section 5 presents some implications that could 
be extrapolated to noisy information structures. The last 
section provides a summary and conclusions, and pre-
sents the contribution of the study and the directions it 
opens for further research. Proofs of the theorems and 
lemmas appear in the appendix. 

2. The Basic Models 

2.1 The Information Structure Model and  
Blackwell Theorem 

The source model employed in the forthcoming analysis 
is the information structure model [5]. This is a general 
model for comparing and rank ordering information sys-
tems based on the rules of rational behavior.2 

The information structure model enables a comparison 
of information systems using a quantitative measurement 
reflecting their economic value. An information structure 

1Simon termed the human decision-making process, which is affected 
by bounded rationality as “satisficing”, and the decision-maker in ac-
cordance as a “satisficer” (aims to be satisfied with his or her decision). 
This is in contrast to the perception of the decision-maker under rational 
behavior assumptions in “classical” Utility theory who is an “optimizer” 
(aims to achieve the best out of his or her decision) 



Evolution or Revolution of Organizational Information Technology – Modeling Decision Makers’ Perspective 

Copyright © 2010 SciRes                                                                                 JSSM 

53

Q1 is said to be more informative than an information 
structure Q2 if the expected payoff of using Q1 is not 
lower than the expected payoff of using Q2. The expected 
payoff is trace (*Q*D*U)3, where trace is an operator 
that sums the diagonal elements of a square matrix. The 
objective function for maximizing the expected compen-
sation is  )( UDQtraceMax

D
*** 4. 

Let us examine a numerical example. Assume that an 
investment company serves its customers by using a web 
based information system. Let Q1 be an information 
structure that predicts the attractiveness of investing in 
various alternative channels. The IS supports the deci-
sion-making of the investors. For simplicity, suppose 
there are three categories of states of nature: S1 - acceler-
ated growth (probability: 0.2), S2 - stability (probability: 
0.6), and S3 - recession (probability: 0.2). Assume also 
that there are three possible decisions: A1 - Invest in bank 
deposits; A2 - Invest in stocks; A3- Invest in foreign cur-
rency; Q1 - The information system provides the follow-
ing signals: Y1- Accelerated growth is expected; Y2 - Sta-
bility is expected; Y3 - Recession is expected;  
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*D 5. Invest “A1”, while the signal is 

Y1 or Y2. Invest “A3”, while the signal is Y3. 
Given two information systems that deal with the same 

state of nature and are represented by the information 
structures Q1 and Q2, Q1 is defined as generally more in-
formative6 Given two information systems that deal with 
the same state of nature and are represented by the in-
formation structures Q1 and Q2, Q1 is defined as generally 
more informative.7 The rank ordering is transitive.8 

Over the years, a number of researchers developed 
analytical models to implement the concept of the infor-
mation structure model in order to evaluate the value of 
information technology. Ahituv [10], demonstrated the 
life cycle of decision support information system with 
the model. Ahituv and Elovici [17] evaluated the value of 
performances of distributed information systems. Elovici 

2According to the information structure model, four factors determine
the expected value of information. 
The a priori probabilities of pertinent states of nature. Let S be a 
finite set of n states of nature:  S={S1,..,Sn}. Let P be the vector of a
priori probabilities for each of the states of nature:  P=(p1,..,pn). 
The information structure – a stochastic (Markovian) matrix that
transmits signals out of states of nature. Let Y be a finite set of n sig-

nals, Y={Y1,..,Ym}. An information structure Q is defined such that its
elements obtain values between 0 and 1, Q: SxY[0,1]. Qi.j is the prob-

ability that a state of nature Sii displays a signal Yj 1
1




m

j

i,jQ  

The decision matrix – a stochastic matrix that links signals with the
decision set of the decision-maker.  Let A be a finite set of k possible
decisions, A={A1,..,Ak}. Let D be the decision function. Similar to Q, D
is a stochastic (Markovian) matrix, namely, it is assumed that the deci-
sion selected for a given signal is not necessarily always the same. D:Y 
x A[0,1] 
The payoff matrix – a matrix that presents the quantitative compensa-
tion to the decision-maker resulting from the combination of a decision
chosen and a given state of nature. Let U be the payoff function:  U :A 
x S    (a combination of a state of nature and a decision provides a
fixed compensation that is a real number). Ui,j – is the compensation
yields when decision maker decides –“Ai”, while state of nature “Sj”
occurs. 
3Sometimes Q represents an un-noisy (noise free) information struc-
ture. In these cases Q represents an information function f, Yf:S  [4]. 

Q is a stochastic matrix that contains elements of 0 or 1 only. This
means that for each state of nature the information structure will al-
ways act identically (will produce the same signal), although it is not
guaranteed that the state of nature will be exclusively recognized. 
4When the utility function is linear, that is, the decision-maker is of the
type EMV [2], a linear programming algorithm may be applied to solve
the problem, where the variables being the elements of the decision 
matrix D. It can be proved that at least one of the optimal solutions is in 
a form of a decision matrix whose elements are 0 or 1 (a pure decision 
rule), [5]. For numerical illustrations of the model, see [8–10]. 
5 *

D is a decision matrix which represent the optimal decision rules in
this decision situation. 

6It should be noted that when we deal with two information functions 
rather than structures we use the term “fineness” to describe the general 
informativeness ratio [4]. 
7In terms of the information structure model, if for every possible
payoff matrix U, and for every a priori probability matrix 

    )()( *D*U*QtraceMax*D*U*QtraceMax
DD 21 , then Q1 is generally 

more informative than Q2, Denoted: .21 QQ   Blackwell Theorem 

states that Q1 is generally more informative than Q2 if and only if there 
is a Markovian (stochastic) matrix R such that Q1*R = Q2. R is termed 
the garbling matrix 
8It should be noted that the general informativeness ratio is a partial rank 
ordering of information structures. There is not necessarily rank order 
between any two information structures. 
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et al [18] used this method to compare performances of 
Information Filtering Systems. Ahituv and Greenstein 
[15] used this model to assess issues of centralization vs. 
decentralization. Aronovich and Spiegler [19] use this 
model in order to assess the effectiveness of data mining 
processes. 

The model was expanded to evaluate the value of in-
formation in several aspects: the value of a second opin-
ion [20]; the value of information in non-linear models of 
the Utility Theory [21]; analyzing the situation of case 
dependent signals (the set of signal is dependent on the 
state of nature, [22]); a situation of a two-criteria utility 
function [23]. The model was also implemented to 
evaluate empirically the value of information in postal 
services [24], and in analysis of Quality Control methods 
[25,26]. 

2.2 The Use of Convex Combinations9 of  
Information Structures to Represent  
Evolution during Their Life-Cycle 

A possible reason why we should consider probabilistic 
combination of information systems is the existence of 
decision support systems that use Internet (or intranet) 
based search engines. These engines can retrieve infor-
mation from several information sources, and produce 
signals accordingly. The various sources are not always 
available. 

Information sources are essential for the proper sur-
vivability of competitive organizations. As a result, the 
importance of proper functioning of information systems 
is increasing. When a certain source in unavailable it is 
possible to acknowledge the users about it by alarming 
them with a special no-information signal [15]. Another 
option, which is presented in this paper, is to consider 
implementation of a “mixture” of information systems. 
For example: suppose there is “a state of the art” organ-
izational information center that can serve, during peak 
times only 90% of the queries. How will the rest 10% are 
served? One alternative is to reject them.10 Another one is 
to direct those queries to a simpler (perhaps cheaper) 
information system whose responses are less informative. 
This leads to consider probabilistic usage of information 
systems that can be delineated by a convex combination. 

The analysis focuses on the convex combination of 
information structures reflecting a probabilistic employ-
ment of a variety of information systems (structures), 
where the activation of each one of them is set by a given 
probability. The various systems react to the same states 
of nature and produce the same set of signals.11 

The mechanism of convex combinations12 of informa-
tion systems is employed in an earlier research by Ahituv 
and Greenstein [15] which analyses the effect of prob-
abilistic availability of information systems on produc-
tivity, and illuminates some aspects of the phenomenon 
that are termed as “the productivity paradox” [12–14]. 

3. The Systematic Informativeness Ratio  

3.1 Definition of the Systematic  
Informativeness Ratio 

As mentioned in Section 2, when an information struc-
ture Q1 is more informative than an information structure 
Q2 irrespective of compensations and a priori probabili-
ties, a general informativeness ratio exists between the 
two of them [5]. 

If an information structure Q1 is more informative than 
Q2 when the optimal decision rule of Q2 is employed, and 
given some certain a priori probabilities of the states of 
nature, then under some assumptions on the payoffs, an 
informativeness ratio under a rigid decision rule is de-
fined between them [9].13 

9The convex combination of information structures was discussed in 
earlier studies. Marschak [4] notices that the level of informativeness of 
convex combination of two information structures (denoted Q1 and Q2) 
which produce the same set of signals is not equivalent to the level of 
informativeness of using Q1 with a probability p and Q2 with the com-
plementary probability (1-p). 
10Sulganik [27] indicates that a convex combination of information 
structure could be used to describe experimental processes (with a 
probability p of success and (1-p) of failure). For example, he investi-
gates the convex combination of two information structures: one pre-
sents perfect information and the other one no-information (its rows are 
identical). 
11It should be noted that in case that the two information structures do 
not produce the same set of signals, the non-identical signals can be 
represented in by columns of zeroes respectively [9]. 
12A convex combination of two information systems is defined as fol-
lows: Let Q1 and Q2 be two information structures describing informa-
tion systems.  Let S={S1,…,Sn} be their set of the states of nature. Let 
Y={Y1,…,Ym} be their set of signals. When a decision situation is given 
let p the probability that Q1 will be activated, and (1-p) that Q2 will be 
activated. Since, decision makers do not aware which information 
structure is activated, Q3, the weighted information structure, is repre-
sented by a convex combination of Q1 and Q2. 
Q3= p* Q1 + (1-p) * Q2 
13Given two information systems that deal with the same states of na-
ture, produce the same set of signals, and are represented by the infor-
mation structures Q1 and Q2 respectively, Q1 will be considered more 
informative than Q2 under a rigid decision rule if its expected payoff is 
not lower than that of Q2 for the following conditions:  
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The theorem which is proved by Ahituv [9], states that: 

If 0
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t
 then Q1 more informative than Q2 with 

regard to ΠandU . 

The ratio will be denoted: 21 QQ
R
  

The informativeness ratio under a rigid decision rule is a partial rank 
ordering of information structures. 
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Assume those two informativeness ratios can be con-
ceptually combined to a new informativeness ratio: Let 
Q1 and Q2 be two information structures that deal with 
the same state of nature and produce the same set of sig-
nals. Q1 will be considered systematically more informa-
tive than Q2 if for any decision situation (for any a priori 
probabilities vector-  and any payoff matrix-U ), its 
expected payoff is not lower than that of Q2 while Q1 
operates under an optimal decision rule of Q2. In terms of 
the information structure model, this is presented herein-
after by Definition 1. 

Definition 1: Let Q1 and Q2 be two information struc-
tures representing two information systems operating on 
the same set of states of nature S = {S1,…,Sn} and pro-
ducing the same set of signals Y = {Y1,…,Ym}. Q1 is de-
fined systematically more informative than Q2, denote 

21 QQ
S
 , if for any decision situation (irrespective of 

payoffs and a priori probabilities) Q1 is more informative 
than Q2 under an optimal decision rule of Q2. 

It means that if Q1 is systematically more informative 
than Q2, then for every decision situation14 there exists an 
optimal decision rule of the inferior information structure 
Q2, that can be used with the superior information struc-
ture Q1, and guarantees at least the optimal outcomes of 
using Q2. 

Mathematically it looks this way: 

2

2 22 1

2 2

{ max ( )} ( )

( ( * )) ( ))

Q Q

Q
D

D D Q  ,trace Π* Q * D *U

Max trace Q * D*U trace Π* Q * D *U

  
   

where 2{ max ( )}D Q  - denotes the set of optimal deci-

sion rules, when Q2 is activated in this specific decision 
situation. 

In contrast to the general informativeness ratio, in the 
systematic informativeness ratio the information struc-
ture Q2 can be replaced with the superior systematically 
information structure Q1, without an immediate aware-
ness of the decision makers (the users), since the decision 
rule does not necessarily have to be changed instantane-
ously. It means that when the systematic informativeness 
ratio exists between two information structures, at least 
the same level of expected payoffs is guaranteed when 
the superior15 information structure is activated. Hence 
the decision maker does not have to adopt a new optimal 
decision urgently. 

Let us now examine the informativeness ratio between 
two information systems from the point of view of “sm- 
ooth” implementation. This is presented in Definition 2. 

Definition 2: Let Q1 and Q2 be two information struc-
tures representing two information systems operating on 

the same set of states of nature S={S1,…,Sn} and produc-
ing the same set of signals  Y={Y1,…,Ym}. Assume Q1 is 
generally more informative than 2Q . A smooth imple-

mentation of Q1 instead of Q2 is defined if for any level 
of usage p  10  p  221 *)1(* QQpQp  .  

The importance of this ratio is that in any probabilistic 
level of usage of the superior information system Q1, the 
mean of the expected payoffs (compensation) that the 
decision-makers gain is not less than that achieved by 
using only the inferior information system. It contributes 
to a smooth implementation of the superior information 
structure Q1.  

In our study we argue that those definitions (1 & 2) are 
equivalent. Theorem 1 proves analytically the equiva-
lence of Definition 1 and 2.  

Theorem 116 
Let Q1 and Q2 be two information structures operating 

on the same set of states of nature S = {S1,…,Sn}, and 
producing the same set of signals Y = {Y1,…,Ym}. Then 

21 QQ
S
    221 *)1(*,10, QQpQppp   

This theorem shows that the two ratios which have been 
defined above are identical. Replacement (or improvement, 
or upgrade) of an information structure with a more sys-
tematically informative, information structure than it, 
guarantees smooth implementation, and vice versa.  

Moreover, from the aforementioned equivalence it is 
understood that during a smooth implementation of the 
superior information structure 1Q 17, we do not have to 

adopt a new decision rule, and we can stick to an optimal 
decision rule we used in the past with the inferior infor-
mation structure 2Q . In fact this theorem sets a new nor-

mative perspective that defines the necessary and suffi-
cient conditions for the ability to implement a superior 
information structure smoothly without immediate inter-
ference in the routine work of decision makers. 

Using this method facilitates information systems pro-
fessionals to plan systems under the assumption that 
during a certain transition period the decision-makers 
may act identically and stick to the same decision-rule 
[10]. The existence of this informativeness ratio reduces 
the criticality of an urgent implementation process.  

3.2 A Framework to Examine the Existence of  
the Systematic Informativeness Ratio 

In order to identify the existence of a systematic infor-
mativeness ratio between two information structures 
when one of them is generally more informative than the 
other, we would analyze a special case in which the 
number of signal and the number of states of nature are 
identical. In this case, the identity square matrix I is a 
complete and perfect information structure. We will try 
to find out whether I is systematically more infor-   
mative than any other square stochastic matrix of similar    

14A given set of a-priori probabilities - Π , and a given utility matrix 
- .U  
15Systematically more informative than the other. 
16The proof is provided in the appendix. 
17Since 

221
*)1(*,10, QQpQppp  , 

21
QQ

S
 . 
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dimensions. 
The motivation to do this is provided by Lemma 1. 

Assume two information structures Q1 and Q2 act on the 
same set of states of nature, and respond with the same 
set of signals, and ,*12 RQQ   where R is a stochastic 

matrix (Blackwell Theorem’s condition). In Lemma 1 it 
is shown that the existence of systematic informativeness 
ratio between I and R sets a pre-condition (sufficient 
condition) to the existence of the general informativeness 
ratio between Q1 and Q2. 
Lemma 118 

Let Q1 and Q2 be two information structures operating 
on the same set of states of nature S = {S1,…,Sn}, and 
producing the same set of signals Y = {Y1,…,Ym}. As-
sume that Q1 is generally more informative than Q2, im-
plying that Q2= Q1*R, where R is a stochastic matrix [5].  

If ,0 1, * (1 )*p p p I p R R      ,  

Then 221 *)1(*,10, QQpQppp   
From Lemma 1 it can be shown that if Q1 is generally 

more informative than Q2, namely Q2 = Q1*R (R is a 
stochastic matrix) and 

S
I R  (I is systematically more 

informative than R) then 21 QQ
S
  (Q1 is systematically 

more informative than Q2). 

3.3 The Monotony of the Systematic  
Informativeness Ratio 

The following lemma deals with the improvement of the 
accuracy level of information systems by enhancing the 
probability to receive perfect information. 

Lemma 219 
Let I be an information structure that provides perfect 

information. Let Q be any information operating on the 
same set of states of nature 1{ }nS S ,..,S   and producing 

the same set of signals Y = {Y1,…,Yn}. 
If: for Qp)*Q(,p*Ip  110  (every convex 

combination of I and Q is generally more informative 
than Q)  
Then:  

q)*Q(q*Ip)*Q(,p*Ipqq,  1110  

Conclusion: 
If: Qp)*Q(,p*Ipp,  110  

Then:  
q)*Q(q*Ip)*Q(,p*Ipqq,p,  1110  

This lemma proves the monotony of the systematic 
informativeness ratio. Actually it is shown that an im-
provement in the accuracy level of information (ex-
pressed by increasing the probability of perfect informa-

tion) is positively correlated with the general informa-
tiveness ratio of a convex combination. 

3.4 The Systematic Informativeness  
Ratio – An Example 

We continue the example of Q1, an Information system 
for choosing an investment option, which was first dem-

onstrated in Section 2. 

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Suppose it is intended to replace the information sys-

tem with an improved one, Q2: 

















100

09.01.0

01.09.0

2Q   

Due to technological and organizational limitations, 
e.g.: inability to implement the system simultaneously all 
across the organization and the need to monitor carefully 
the system’s performances, the system is implemented 
step by step.  

By using some of the lemmas and theorems presented 
above, it can be demonstrated that the information struc-
ture Q2 is systematically more informative than Q1. 

Let Q0 be an information system: 

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Let Q3 be an information structure, which represents 

perfect information.


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Since,
  0003 **)1(*,10, QQQpQppp  20 
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then, from Theorem 1 it is clear that Q3 is systematically 
more informative than Q0. 

Let us present Q1 and Q2 as convex combination of Q3 
and Q0. 

032 *2.0*8.0

100

09.01.0

01.09.0

QQQ 

















 

 

18The proof and an example are provided in the Appendix. 
19The proof is provided in the Appendix. 
20We use the information structure Q0, as a garbling (stochastic) matrix, 
either. 
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


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031 QQQ

 

According to Lemma 2 Q2 is systematically more in-
formative than Q1. Table 1 demonstrates the implication 
of the existence of the systematic informativeness ratio 
between Q2 and Q1. 

This example illustrates that if an upgrading of an in-
formation system is based on the implementation of later 
versions of it which are systematically more informative 
than the earlier versions, then sticking to the old and fa-
miliar decision rule will not harm productivity. 

The principle of developing information systems to be 
systematically more informative provides the luxury of 
training and on-site implementation which is “life-cycle 
independence”. It facilitates the implementation of a new 
version of information system or insertion of minor 
changes, without the immediate awareness of the deci-
sion makers. Therefore, organizations can schedule the 
optimal timing of wide training processes. That is in con-
trary to the usual situation, when the scheduling of train-
ing and on-site implementation might interfere with other 
organizational considerations and requirement (e.g.: pe- 
riodically tasks). Moreover, development of new deci-
sion support systems without adopting this principle may 

explain, normatively, “leaks of productivity”. In other 
words it may explain the decrease in user performance of 
information systems, although they have been improved. 
This degradation in the expected outcomes while using 
improved information systems can be attributed to the 
inability of users to adapt immediately to new decision 
rules.  

4. The Systematic Informativeness  
Ratio – A Noise Free Scenario. 

4.1 Conditions for Existence of the Systematic  
Informativeness Ratio  

Historically, the starting point for analyzing the value of 
information in noisy information structures was the ana- 
lysis of the value of information in noise free information 
structures. These are also termed information functions 
[4,5]. Following this approach, we will start with a sim-
ple presentation of the informativeness ratio between in 
formation functions, which could be classified as un- 
noisy information structures.  

In order to identify the existence of a systematic in-
formativeness ratio between two information functions, a 
new aggregation ratio (a fineness ratio that keeps orders 
of signals) between information functions is defined, 
hereinafter. 

Definition 3 
Let  If  be the identity information function. Let 

}{ n,..,SSS 1  be its set of states of nature and 

}{ n,..,YYY 1  the set of signals  If  produces. Hence, 

 YS f iiI )( . 

Assume for simplicity that {1 } S ,..,n , {1 } Y ,..,n  

then I ( )f i i  

 
Table 1. Comparison of two information structures, one of them is systematically more informative than the other 

 
The current information  

structure 
The improved information  

structure 

Information structure 

















100

06.04.0

04.06.0

1Q
 


















100

09.01.0

01.09.0

2Q
 

The matrix of a priori probabilities for the states of nature + The matrix of compensation (percentage): 


















2.000

06.00

002.0
   




















311

050

103

U
 

The Decision rules: 
A1 – Invest in Bank Deposits 

A2 – Invest in stocks 
A3 – Invest in foreign currency 


















100

001

001

D  

















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001

001

D
 


















100

010

001

D
 

Expected compensation (percentage) 2.4 2.4 3.12 
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Let F be a set of information functions that acts on 
the same decision environment of  If . 

)( )(()( kkgtheni,kigiforiigFg  )  

Since there is an isomorphism between the representa-
tion of information functions and a set of information 
structures representing them, F can be defined analogi-
cally as a set of un-noisy information structures. 

)111 1111  k,ki,ki,i Ftheni,,kFifor(FFF  

Following that   If  is equivalent (for example) to I , 

an information structure that produces perfect information 
I  is represented by the identity Matrix of the order nxn. 

In fact F  is a complete set of information functions 
that could be termed as aggregations of  If . If Fg its 

way of transforming of states of nature into signals does 
not contradict the way  If  transforms states of nature 

into signals. In other words it can be said that  If  is a 

higher resolution of every information function belong-
ing to the set F . 

Theorem 2 sets the necessary and sufficient conditions 
for the existence of systematic informativeness ratio be-
tween I (the identity information structure), and any 
non-noisy information structure: 

Theorem 221 
Let F1 be an information function. Let  ,..,SSS n}{ 1  

be its set of states of nature. Let  }{ n,..,YYY 1  be its set 

of signals. Let I be the identity information function, 
which represent perfect information, then 1FI

S
  if and 

only if 1F F . 
It is shown in Theorem 2 that for every information 

function (non-noisy information structure) F1, the neces-
sary and sufficient condition that I  is systematically 

more informative than F1, is that 1
2

1 FF  . In fact, 
four equivalent conditions are found as we will show 
below. 

Let 1F  be an information function. Let 
 ,..,SSS n}{ 1 be its set of states of nature. Let 

 }{ n,..,YYY 1 be its set of signals. The following condi-

tions are equivalent.22 

1) 1FI
S
  

2)  F-p)*F(p*Ipp, 11110   

3) FF 1  

4) 1
2

1 FF   

The equivalence of the first and second conditions 
(which was demonstrated earlier by Definition 1 and 2 
respectively) was proven by Theorem 1. Conditions 1 

and 2 are not specific to un-noisy information structures, 
and can hold for any type of structure. In contrast to 
Conditions 1 and 2, the third and fourth conditions are 
relevant only to un-noisy information structures. By us-
ing those two latter conditions we can explicitly classify 
un-noisy and diagonal information structures into two 
separate classes:  

1) Structures that the identity information structure is 
systematically more informative than them,  

2) Structures that the identity information structure is 
not systematically more informative than them. 

4.2 The Implications of the Systematic  
Informativeness Ratio – An Example 

In the example that follows, two scenarios are presented, 
analyzed, and compared. The first scenario: upgrading an 
un-noisy information structure F1 to I—the identity in-
formation structure, while I is systematically more in-
formative than F1.  

The second scenario: upgrading an un-noisy informa-
tion structure F2 to I—the identity information structure, 
while I is not systematically more informative than F2.  

We use the situation of choosing an investment alter-
native, that was shown earlier in Section 3, except the 
fact that the current information structures are F1 or F2 

respectively.  
Suppose an un-noisy information structure that pre-

dicts the attractiveness of an investment in various chan-
nels is installed. This information structure does not dis-
tinguish between S1 – accelerated growth, and S2 – stabil-
ity. It is intended to replace the information system with I 
- an information function that provides perfect informa-

tion: 


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
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010

001

I   

Due to technological and organizational limitations, 
e.g.: inability to implement the system simultaneously all 
across the organization and the need to monitor carefully 
the system’s performance, the system is implemented 
step by step.  

First Scenario: The existing information structure is 
F1. 

2
1 1

1 1

1 0 0 1 0 0 1 0 0

1 0 0 1 0 0 * 1 0 0

0 0 1 0 0 1 0 0 1

1 0 0

1 0 0

0 0 1

F F

F F F





     
           
     
     

 
    
 
 

 

Since FF 1 , it can be shown from Theorem 2 that 

1FI
S
 . Table 2 demonstrates that while the probability 

21The proof is provided in the Appendix. 
22While, Theorem 1 proves the equivalence between expressions 1&2,
Theorem 2 proves the equivalence between expressions 3&4, and then
proves the equivalence between expressions 1&3. 
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for perfect information increases, the expected compen-
sation increases too. 

Second Scenario: Suppose the decision situation is 
identical to the previous one, but instead of F1 the exist-
ing information structure is F2 where: 

 
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001
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001
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001
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001

001

F
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FF 2

 

Since FF 2
, according to Theorem 2 I is not sys-

tematically more informative than F2.  
Table 3 demonstrates that although the probability of 

perfect information increases the level of informativeness 
declines. 

The comparison between those two scenarios is dem-
onstrated in Figure 1: 

By observing the aforementioned example it can be 
concluded that, when a new (improved) information sys-
tem is systematically more informative than the current 
information system two important goals are achieved: 

1) “Decision situation independence” -The ability to 
implement the information system step by step and to 
improve the level of informativeness is guaranteed.   

2) “Life-cycle independence” -The ability to imple-
ment the information system without interfering the users 
(the decision makers) and while existing expected out-
comes are guaranteed (without the necessity to start 
training and testing processes). 

5. Towards Assessing the Systematic  
Informativeness Ratio between Noisy  
Information Structures – the Dominancy  
of Trace 

A characteristic of F is that its diagonal elements are 
(weakly) dominant (in accordance with Definition 4). 
From Theorem 3 it can be shown that this characteristic 
is a necessary condition for existence of the systematic 
informativeness ratio between I and Q: 

Theorem 334 
Let I (the identity matrix), and Q be two information 

structures.  ,..,SSS n}{ 1 is the common set of states of 

nature, and  }{ n,..,YYY 1  is their same set of signals 

they produce. 

1 i,i j,iS
I Q i,i ,..,n, Q Q i j      (The diagonal el- 

ements are weakly dominant in each and every column). 
This theorem implies that the dominancy of the di-

agonal elements in each and every column of an infor- 

Table 2. Expected compensation in various levels of prob. 
for perfect information (1st scenario) 

Expected 
compen-

sation 

The prob-
ability to 
receive F1 

The probability 
to receive I. 

Characteristics 
of the Decision 

situation 

2.6 1 0 

2.76 0.8 0.2 

2.92 0.6 0.4 

3.08 0.4 0.6 

3.24 0.2 0.8 

3.4 0 1 

A-priory  
probabilities: 
(0.2,0.6,0.2) 
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Table 3. Expected compensation in various levels of prob-
ability of perfect inf. (2nd scenario) 

Expected 
compen-

sation 

The prob-
ability to 
receive F2 

The probability 
to receive I 

Characteristics 
of the Decision 

situation 

2.6 1 0 

2.52 0.8 0.2 

2.4666 0.666 (2/3) 0.333 (1/3) 

2.56 0.6 0.4 

2.84 0.4 0.6 

3.12 0.2 0.8 

3.4 0 1 

A-priory   
probabilities: 
(0.2,0.6, 0.2) 
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information 
















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Partial     

information 



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






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001
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mation structure is a necessary condition for the exis-
tence of a systematic informativeness ratio between the 
identity information structure (which represents complete 
information) and the non-identity information structure. 
This casts a preliminary condition for the existence of the 
informativeness ratio.  

The following example demonstrates, by using Theo-
rem 3, that the systematic informativeness ratio is not 
always transitive. 
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Figure 1. A comparison between the two scenarios 
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Since FF 1 , from Theorem 2 it is concluded that 
1QI

S
 . Moreover, since FF 2 , from Lemma 1 it is 

concluded that 21 QQ
S
 . However, from Theorem 3, it is 

concluded that since 2,222,32 QQ  , I is not systematically 

more informative than Q2.  
Since the systematic informativeness ratio is not al-

ways transitive, when there is a multi stage implementa-
tion and improvement program during the life-cycle of a 
decision-support information system and the informa-
tiveness ratio of this information system can be improved 
systematically, the preservation of systematically infor-
mativeness ratio is not automatically guaranteed during 
the whole life-cycle of information system. Hence, the 
importance of a long-range perspective arises. This can 
be achieved in one of two ways, depending on the ability 
to guarantee whether the last version of information 
structure can be systematically more informative than 
any previous version, or only superior to its predecessor 
version: 

When the systematic informativeness ratio can be ob-
tained between each and every two sequential versions of 
an information system during its lifecycle, then a long- 
range plan of the versioning mechanism is required. This 
could guarantee that the latest version of an information 
system will be systematically more informative than any 
of the previous versions. Moreover, it will guarantee a 
growth (or at least stability) in expected outcomes during 
the lifecycle of the decision support system, without 
alerting the decision makers. Hence, implementation and 
training processes between versions of the information 
system become less critical. 

When the systematic informativeness ratio can be 
achieved only between the last version of an information 
system and its predecessor version, then a training and 
implementation plan is required. However, the existence 
of systematic informativeness ratio between consequent 
versions reduces the costs and lowers the criticality of the 
implementation and training processes.  
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6. A Summary and Conclusions 

This paper analytically examines and identifies the sys-
tematic informativeness ratio between two information 
structures. The methodological approach presented here 
may lead to a better understanding of the performances 
of decision support information systems during their 
life-cycle. 

This approach may explain, normatively, the pheno- 
menon of “leaks of productivity”. In other words it may 
explain the decrease in productivity of information sys-
tems, after they have been improved or upgraded. This 
degradation in the expected outcomes can be explained 
by the inability of the users to adapt immediately to new 
decision rules. 

It can be assumed that the usage of the methodology 
that was presented in this paper to improve or replace 
information structure with systematically more informa-
tive versions of information structures over time may 
facilitate the achievement of the following major targets: 

1) Increase the expected payoffs over time. 
2) Reduce the risk of failure of new information sys-

tems as well as new versions of information systems. 
3) Reduce the need to cope with complicated and ex-

pensive training processes during the implementation 
stages of information systems (as well as the implemen-
tation of new versions of the systems). Moreover, some-
times this process can be completely skipped during the 
installation of a new version of an information system.  

The paper analyzes the conditions for the existence of 
a systematic informativeness ratio between I -the identity 
information structure which represents complete infor-
mation, and another information structure. In the case of 
non-noisy information structures the necessarily and suf-
ficient conditions for existence of the systematic infor-
mativeness ratio between I and a second information 
structure are set and proved comprehensively. As a result, 
some necessary and sufficient conditions are set, proved 
and demonstrated for the noisy information environment 
as well. 

Further research can be carried out in some directions: 
1) Exploration of additional analytical conditions for 

the existence of the systematic informativeness ratio be-
tween I, the identity information structure and noisy in-
formation structures. 

2) Classification of cases where the systematic infor-
mativeness ratio inheritably exists by using the condi-
tions those are set so far. 

3) Devising empirical methods to examine the impact 
of using the principle of developing decision support 
information systems is systematically more informative 
over time, on the performance of decision-makers, as 
well as on their perceived satisfaction from using those 
systems. 

4) Designing empirical studies (experiments, case 
studies and surveys) to validate the theoretical analysis 

provided here. 
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Appendix 

Theorem 1: 
Let Q1 and Q2 be two information structures operating 

on the same set of states of nature S = {S1,…,Sn}, and 
producing the same set of signals Y = {Y1,…,Ym}. Then 

21 QQ
S
    221 *)1(*,10, QQpQppp   

First, Lemma 1.1 is proven. 
Lemma 1.1: 
Let 1Q and 2Q  be two information structures de-

scribing information systems. Let S = {S1,…,Sn} be their 
set of the states of nature of 1Q  and 2Q . Let 

Y={Y1,…,Ym} be their set of signals. Then for any given 
decision situation described by  (a matrix of a-priori 
probabilities of states of nature), U (a matrix of utilities 
or compensations), A (a set of decisions), where 

 max 2pure -D (Q )  is the set of optimal decision rules when 

Q2 is used, there exists >0, such that if 0<p, and Dp is 
an optimal decision rule of the Information structure 

1 21p* Q ( p)* Q   

Then  max 2p pure -D D (Q ) . 

Proof (of Lemma 1.1): 
1) It can be assumed that every optimal decision rule is 

a convex combination of pure decision rules [10]. So we 
try to find the optimal decision rule of 

1 21p* Q ( p)* Q   in the set of the optimal pure deci-

sion rules of Q2,  max 2p pure -D D (Q ) . 

2) Let k be the number of possible decisions in this 

given decision situation. This means that there are km  

pure decision rules, denoted 1
m

kD ,..,D . 

Let  pureD  the full set of the possible pure decision 

rules for this given decision situation 
3) If    max 2pure - pureD (Q ) D , that means that every 

pure decision rule is an optimal decision rule it is obvious 
that  max 2p pure -D D (Q ) . 

4) So, assume that    max 2pure - pureD (Q ) D


. 

5) Hence:    max 2pure pure -D \ D (Q )    

6) Let’s calculate for every pure strategy Di the fol-
lowing values: 1 1*i iV trace(Π Q * D *U),   

2 2*i iV trace(Π Q * D *U)  

7) 1 2* 1 itrace(Π (p* Q ( p)* Q )* D *U))    

8) 
1

21

i

i

p* trace(Π* Q * D *U))

( p)* (trace(Π* Q * D *U))


  

 

9) 1 21i ip*V ( p)*V    

10) Let’s define in this specific decision situation: 

  1 1max i
D

V Max V  - The (optimal) expected 

value when using the information structure Q1. 
  1 1

max 2

i

Di Dpure- (Q )

V Max V


  - The (optimal) expected 

value when using the information structure Q1, when the 
set of decision rule is limited to the optimal set of pure 
decision rules when using the information structure Q2. 

  2 max 2

max 2

i

Di Dpure- (Q )

V Max V


  - The (optimal) expected 

value when using the information structure Q2. 
  2 2

max 2

i

Di Dpure- (Q )

V Max V


  - The (optimal) expected 

value when using the information structure Q2, when the 
set of decision rule is limited to the non-optimal set of 
pure decision rules when using the information structure 
Q2. 

11) According to expression (4)    purepure- D)(QD

2max  

Hence: 0222 max  )V-(VVΔ   

12) Moreover: 0111 max  )V-(VVΔ  
13) Let’s examine for   )(QD\DDi pure-pure 2max  when 

it is not an optimal decision rule of p*Q1+(1-p)*Q2. We 
try to identify a small value of p that will always give 

max2121 11 p)*V(p*Vp)*V(p*V ii  . In fact, the 

purpose is to find an “environment” of Q2 where an opti-
mal decision rule of Q2 is also an optimal decision rule of 
p*Q1+(1-p)* Q2. 

14) From (9) it is concludes that  
2121 11 max p)*V(p*Vp)*V(p*V ii   

15) Let’s examine weather exists:  
max max1 2 1 21 1p*V ( p)*V p*V ( p)*V      

16)
   

221

222211 maxmaxmax

V)VVp*(

-VV-VVp*-VVp*

ΔΔΔ 




 

21

2
0

VV

V
p

ΔΔ

Δ


  

That’s according to (10), (11)  
00 21201  VV,VV ΔΔΔ,Δ  

17) Let’s pick: 10
21

2





VV

V
ε

ΔΔ

Δ
  

18) And in this environment (for every  p0 ) at 

least one optimal decision rule of Q2 is an optimal deci-
sion rule of p*Q1+(1-p)* Q2 

Q.E.D (Lemma 1.1)  
Proof (of the theorem itself): 
First direction: assume that for every decision situa-

tion: 

1) 
))(trace(ΠMax

U)*D*Q*trace(Π, )}(QDD

2
D

Q12max{Q 22

*D*U*Q
 

 

where max 2{ ( )}D Q  is the set of optimal decision rules 
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when Q2 is used in this specific decision situation. 
Then implies:  
2) 1 2Π 1

D
Max(trace( * (p* Q ( p)* Q )* D*U))    

3) 
1

2

( (Π )

(1 ) ( ( ))
D

Max p* trace * Q * D*U

p * trace Π* Q * D*U



 
 

4) 
1 2

2 21

Q

Q

p* trace(Π* Q * D *U)

( p)* trace(Π* Q * D *U)


 

 

5) 
2 2

2 21

Q

Q

p* trace(Π* Q * D *U)

( p)* trace(Π* Q * D *U)


  

 

6) 2
D

Max(trace(Π* Q * D*U))  (first direction is 

proven) 
Second Direction: 
7) 1 2 20 1 1p, p , p* Q ( p)* Q Q        

8) According to the lemma there exists >0, such that 
if 0<p1<1, then exists Dp1 an optimal decision rule of 
the IS: 1 1 1 21p * Q ( p )* Q   that implies  

 1 max 2pure -Dp D (Q ) . 
9) Let DQ2  this optimal decision rule  

 )(QDD pure-Q 2max2  

10)  )*D*U))Q)p(*Q(p(trace(Max *
D

2111 1*Π  

11)  *U)))*D)*Qp(*Q(p(trace( Π Q 22111 1*  

12) 
2

2

11

21

Π

1 Π

Q

Q

p * trace( * Q * D *U)

( p )trace( * Q * D *U)  
 

13) *U)*D*Qtrace( Q 22Π  (According to (7)) 

14) 
2

2

1 2

1 2

Π

1 Π

Q

Q

p * trace( * Q * D *U)

( p )trace( * Q * D *U)


 

 

15) From (12), (13), (14)  21Π Qtrace( * Q * D *U)  

22Π Qtrace( * Q * D *U)  

That is correct for every decision situation (any given 
Π and U) 

Q.E.D   
Lemma 1 
Let Q1 and Q2 be two information structures operating 

on the same set of states of nature S={S1,…,Sn}, and pro-
ducing the same set of signals Y={Y1,…,Ym}. Assume that 
Q1 is generally more informative than Q2, implying that 
Q2= Q1*R, where R is a stochastic matrix [5].  

If ,0 1, * (1 )*p p p I p R R      ,  

then 221 *)1(*,10, QQpQppp   
Proof: 
1) According to the second condition of Blackwell’s 

theorem [5] for every p there exists Rp, where Rp is a 
stochastic matrix of the order nxn. 

(p * I + (1-p) * R)*Rp = R  

2) Therefore: Q1*(p * I + (1-p) * R)*Rp =Q1 * R  
3) Hence:   221 **)1(* QRQpQp p   
Q.E.D. 
Lemma 2: 
Let I be an information structure that provides perfect 

information. Let Q be any information operating on the 
same set of states of nature  ,..,SSS n}{ 1  and produc-

ing the same set of signals  }{ n,..,YYY 1 . 

If: for Qp)*Q(,p*Ip  110  (every convex 
combination of I and Q is generally more informative 
than Q)  

Then:  

0 1 (1 ) (1 )q, q p , p* I p * Q q* I q * Q          

Proof: 
1) According to the 2nd condition of Blackwell’s theo-

rem, pp RR , is a stochastic matrix, such that: 
(p*I+(1-p)*Q) *Rp=Q 

2) Since, p
q p q

p q, * I * R
p p

 
  

 
 is a stochastic 

matrix. 
3) Let’s examine:  

[ (1 ) ] [ ]p
q p q

p* I - p * Q * * I * R
p p


    

4) 

[ 1 ]

[ (1 ) ] p

q q
p* * I ( - p)* Q* * I

p p

p q
* p* I - p * Q * R

p

 


  

 

5) 
1

q- p*q p q
q* I * Q * Q q* I

p p

q- p*q p-q
* Q q* I ( q)* Q

p


   


     

 

6) According to the 2nd condition of Blackwell’s theo-
rem )5(   

0 1 1 1q, q p , p* I ( p)* Q q* I ( q)* Q          
Q.E.D 
Theorem 2: 
Let F1 be an information function. Let  ,..,SSS n}{ 1  

be its set of states of nature. Let  }{ n,..,YYY 1 be its set 

of signals. Let I be the identity information function, 
which represent perfect information, then 1FI

S
  if and 

only if 1F F  
First 3 lemmas are demonstrated and proven: 
Lemma 2.1 
Let fI be the identity information function. Let 

 ,..,SSS n}{ 1 be its set of states of nature. Let 

 }{ n,..,YYY 1 be its sets of signals. ( )I i if S Y . 
Without loosing generality (for the sake of simplicity) 
Assume {1 } S ,..,n , {1 } Y ,..,n . 
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Let F  be the set of information functions (without 
garbling of signals) that fI is systematically more infor-
mative than each one of them:  

))()(()( kkgtheni,kigiforiigFg  (
Let F,gg 21 and g1 is finer than g2 then: 

)())((1 212 igigg,..,n,i,i   

Proof (of Lemma 2.1): 
1) Let’s check all the possible situations, given: 

))()(()( kkgtheni,kigiforiigFg  (
 2) 1st Case: 1 2 2 1 2( ) ( ) ( ( )) ( )g i g i i g g i g i i      

3) 2nd Case: 1 2 2

2 1 2

( ) ( ) ( )

( ( )) ( )

g i g i k i g k

k g g i g k k

   
   

 

4) 3rd Case: 1 2 2 1 2( ) ( ) ( ( )) ( )g i i, g i k i g g i g i k       

5) 4th Case: 1 2 1( ) ( ) ( )g i k i,g i i g k k      

6) Since g1 is finer than g2: 2 ( )g k i  

7) Hence: 2 1 2 2(5) (6) ( ( )) ( ) ( ), g g i g k i g i     
8) 5th Case:  

1 2 1 2( ) ( ) ( ) ( )g i k i,g i j i g k k, g j j        

9) Moreover, since g1 is finer than g2: 2 ( )g k j  

10) Hence: 2 1 2 2(8) (9) ( ( )) ( ) ( ), g g i g k j g i     
11) It is proved for any possible situation that: 

)())((1 212 igigg,..,n,i,i   

Q.E.D (Lemma 2.1) 
Following that an Adaptation to the information struc-

ture model is concluded straight forward: Let fI be the 
identity information function. Let  ,..,SSS n}{ 1 be its set 

of states of nature. Let  }{ n,..,YYY 1 be its sets of signals. 

iiI Y)(Sf  . 
Without loosing generality (for the sake of simplicity) 
Assume {1 } S ,..,n , {1 } Y ,..,n . Let F  be the set 

of information functions (without garbling of signals) that 
fI is systematically more informative than each one of 
them: 

Let F21 g,g and g1 is finer than g2 .g1 is equivalent 

to 1G , and g2 is equivalent to 2G . 
Then 221 * GGG   
Lemma 2.2: 
Let F1, F2 and F3 be information structures. F1 repre-

sents information functions accordingly. Let 
 ,..,SSS n}{ 1 be their set of states of nature. Let 

 }{ n,..,YYY 1 be their set of signals. 

1 2 3

1 2 3

0 1

(1 )

F F F p, p ,

F p* F p * F

     
  

 

Proof (of Lemma 2.2): 
1) First direction - Assume: 321 FFF   then nec-

essarily: 321 110 p)*F(p*FF,pp,  . 
2) Second direction - Assume:  

1 2 30 1 (1 )p, p , F p* F p * F      . without loos-

ing generality suppose (on the negative form)  there 
exists an index i,ji,j FFi, 21  . 

3) Then (by calculating): 

3 1 2
1

( ) 0
1

i, j i, j i, jF * F - p* F  
p

 


. It is a contradiction. 

Q.E.D (Lemma 2.2) 
Lemma 2.3 
Let F1 be an information structure, which represents 

information function. Let  ,..,SSS n}{ 1 be its set of 

states of nature. Let  }{ n,..,YYY 1 be its set of signals. 

Then: 2
1 1 1F F F F    

Proof (of Lemma 2.3): 
1) 1st direction: From the definition of F , and 

Lemma 2.1 it is obvious that  2
1 1 1F F F F    

2) 2nd direction: Assume (on the negative form) 
2

1 1F F  and 1F F  
3) Let’s examine f1, which is described by 

F1.    1 1 1f : ,..,n ,..,n  

4) 1F F , Hence there exist an index i, f1(i)=j, f1(j)j 
5) f1(i) = j = f1(f1(i))j , a contradiction.  
6) Hence, 1F F  
Q.E.D (Lemma 2.3) 
Proof of the theorem:  
1) 1st direction: it is clear from Lemma 2.3 that 

1 1 1

1 1 1 1

( (1 ) )

(1 )

F F q* I - q * F * F

q* F - q * F * F F   

  
  

  

2) Hence: 1 10 1 (1 )q, q q* I - q * F F        

3) From Theorem 1 it is proven that,  

1 1 10 1 (1 )
S

q, q q* I - q * F F I F          

4) 2nd direction: From Theorem 1 it is proven that,  

1 1 10 1 (1 )
S

q, q q* I - q * F F I F          . 

5) According to the 2nd condition of Blackwell’s theo-
rem [5], there exists a stochastic matrix R, 

 1 1(1 )F  q* I -q * F  * R  . 

6) 1 1(1 )F  q* R - q * F  * R   

7) From Lemma 2.2 it is obvious that: R=F1 

8) Moreover, from Lemma 2.2 it is understood that 
F1*R = F1. 

9) Hence: 2
11 FF  . 

Q.E.D 
Theorem 3 
Let I (the identity matrix), and Q be two information 

structures.  ,..,SSS n}{ 1 is the common set of states of 

nature, and  }{ n,..,YYY 1  is their same set of signals 

they respond with. 

1 i,i j,i
S

I Q i,i ,..,n, Q Q i j      (The diagonal 
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elements are weakly dominant in each and every col-
umn). 

Proof: 
1) Suppose (on the negative way): There exists an in-

dex j jiQQ, j,ii,i   then 01  ΔQQ i,ij,i
where 

(without loosing generality) 
j,iQ  is the maximal element 

in the i column. 
2) Let’s examine a specific decision situation: suppose 

there are n possible decisions, and  

1
1 k,kk,k ,...,n, Π

n
   . 

Let’s define U (the utility matrix) as follows: 

1 1

,

0

r,s

r,r ,...,n, s,s ,...,n

A, (A Δ), r j,s i

A - Δ r i,s i
U

Δ, r i,s j

, else

   

  
     


 

3) 

     1
D

D

Max trace Π*Q*D*U * Max trace U*Q* D
n

  

4) 

 

 
1

1 1

0

r,s

i,s
n

r,m m,s j,s i,s
m

r,r ,...,n, s,s ,...,n Q*U

A* Q , r j

Q *U Δ* Q A Δ * Q , r i

, else


    




    




 

5)  

     
    2

i,i j,i i,ij,i i,i

i,i i,i i,i

Q*U A* Q Q*U Δ* Q A Δ * Q

Δ* Q Δ A Δ * Q A* Q Δ

     

     
 

6) Suppose D1 represents the optimal decision rule. 
1(5) 1i,iD  . 

7) Moreover,    
1

1
n

i,ij,m
m
m i

Q*U A* -Q



  

. 

8) From (5), (7) it is derived that:  

    

 

2
1

2

1
1

1

i,i i,itrace Π*Q* D *U * A* -Q A* Q Δ
n

* A Δ
n

 

 
 

9) Moreover, 1 11 0i,i i, jD D    

 

10) Hence, 
   

 

1
1

1 1

i, j i,itrace Π* I*D *U * U U
n

* Δ A Δ * A
n n

 

   
 

 

11) It means that:  

   1 1trace Π* I* D *U trace Π*Q*D *U  

12) Under this decision situation Q is precisely more 
informative than I. Hence I is not systematically more 
informative than Q. 
Q.E.D 
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ABSTRACT 
Model Driven Architecture (MDA) is one of many competing techniques that have the potential to contribute towards 
the development of better software systems. However the business support at Computation-Independent Model (CIM) 
level does not necessarily allow the development teams to utilize its power and it might become difficult to bridge the 
gap between analysis, design and implementation phases. Consequently, the clients usually do not get what they want. 
Semantic Analysis expressed as ontology charts offers a very sound business analytical method that can be used to 
overcome these problems. The aim of this paper is, with the help of Meta Object Facility (MOF) meta-model, to advo-
cate the use of Semantic Analysis and to present a method of transforming it to the Component Object Model (COM+) 
architecture, which is the Microsoft standard for developing application programs. 
 
Keywords: Organizational Semiotics, MEASUR’s Semantic Analysis, Ontology Chart, Component Diagram, COM+ 

1. Introduction 

Poor analysis and design are the main causes of faulty 
systems. Software development, without proper busi-
ness analysis and design, results in a poor software 
product having many problems and huge ongoing 
maintenance costs. Some of these problems become 
visible during the system implementation whereas some 
others become visible after the software system goes 
into production. Due to these and other problems dis-
cussed by some, e.g. [1], many software projects fail, at 
least partially, and most of them do not meet their re-
quirements, quality and cost benchmarks. One of the 
most prominent reasons for failing to meet the expected 
objectives is the lack of appropriate requirement analysis, 
see [1]. Even if the proper requirement analysis is carried 
out, the end product would still have many problems if 
the developers ignore the dictates of requirement analysis 
and adopt an improper transformation methodology and 
architecture design. 

Traditionally, the designers have been carrying the 
system analysis on black/white boards and/or papers. The 
resulting sketches are often discarded once their objec-
tive of core-system development was achieved. This 
practice still continues in many organizations. Unfortu-

nately, implementation of the systems, that is the act of 
writing code for the system, is considered productive, 
whereas writing models and properly documenting the 
changes is viewed, by many, as unnecessary and over-
head. In the absence of the sketches, models and charts, 
maintenance and up-gradation of systems becomes a 
hugely complex task which often results in a premature 
demise of many systems. A universally agreed method of 
making changes to an existing system specifies that the 
designers must refer to the manuals of analysis and de-
sign of the original system and understand the chronol-
ogy of changes that may have taken place earlier. Fail-
ures to adhere to these objectives for making changes in 
the existing systems would result in system failure, at 
least partially. These objectives can be easily achieved if 
we follow the Model Driven Architecture (MDA) in 
which models themselves are primary artifacts in the 
development of software. The MDA not only helps to 
provide a smooth core-system development but is equally 
efficient for managing ongoing changes in organizational 
requirements. 

Semantic Analysis Method (SAM), according to 
Stamper “leads to robust software constructed from re-
usable design component and also reduces development, 
support and maintenance costs”. Once the Semantic 
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Analysis is completed, for demonstrating the behavior of 
the systems, it is expressed in the form, usually a number, 
of Ontology Charts. There are certain rules for drawing 
the Ontology Charts which are very helpful to describe 
the relationship amongst the constructs. To improve the 
communication between the business analyst and IT do-
mains, a special communicational model is constructed 
in which communication acts are displayed. These com-
munication models help the SAM phase of system de-
velopment life cycle. 

The main aim of this paper is to present a method of 
transforming Ontology Charts resulting from the Seman-
tic Analysis to the Component Object Model (COM+) 
architecture while maintaining the benefits of semantic 
analysis such as temporal data and immunity of systems 
to malignant changes from requirements to design. The 
COM+ architecture is the Microsoft’s standard for de-
veloping application programs. Thus the business analy-
sis can be carried out with the Semantic Analysis result-
ing in the Ontology Charts which can then be trans-
formed into COM+ design architecture to implement the 
systems. Before going into the details of our transforma-
tion methodology, let us explore various concepts and 
ideas which are crucial for developing our transformation 
method. 

2. Model Driven Architecture (MDA) 
2.1 MDA Overview 
Model Driven Architecture (MDA) is a technique to 
produce a system that is based on models [2]. A model is 
a description of a system written in a well-defined lan-
guage. There are certain rules to describe a model these 
rules are defined using a modeling language. The lan-
guage which is used to describe a model and which in-
cludes the complete syntax of model is known as model-
ing language [2]. To define and describe a modeling 
language we shall use Meta model. MDA uses two mod-
eling constructs known as Platform Independent Model 
(PIM) and Platform Specific Model (PSM). PIM is the 
primary model and from PIM we could construct PSM. 
We can have more than one PSM constructed from same 
PIM. An MDA tool may support transforming a model in 
several steps, from initial analysis to executable code. 
For a system to be successful the PIM must be accurate. 
The correctness of PIM depends upon the information 
collection, flow of the real world system and the satisfac-
tion of the business analyst. Incorrect PIM design may 
result in complete system failure. Figure 1 is an example 
of a MDA workflow. In our case, PIM will be an Ontol-
ogy Chart and PSM the COM+ design. 

2.2 Models and Meta Models 

A model is an abstraction of what it represents. Models 
are simply sketches of design ideas, often discarded once 

 

Figure 1. MDA workflow 
 
the code is written [3]. This kind of modeling is done by 
software developers before writing the code; this is 
known as the code-centric development. Once the or-
ganization changes, the changes must be made to the 
newly developed or existing system as well. But in the 
case of code-centric development all the sketches which 
were developed during the SDLC are normally discarded. 
So, it becomes very difficult for the maintenance team to 
modify, extend and enhance the system. In MDA, model 
is a primary artifact in the development of software [3]. 
“Model” refers to a pattern, plan, representation or de-
scription designed to clearly demonstrate the under-
standing of the structure or working of an object, system, 
or concept. MDA uses models to represent key ideas in 
both problem and solution domains, and provides a con-
ceptual framework for using models and applying trans-
formations between them as part of a controlled, efficient 
software development process. The basic assumptions in 
and parameters governing MDA usage today, as de-
scribed in [4,5] are: 

• Model help people understand and communicate 
complex ideas. 

• Many different kinds of elements can be modeled, 
depending on the context. These offer different views of 
the world that must ultimately be reconciled. 

• We see commonality at all levels of these models – 
in both the problems being analyzed and the proposed 
solutions. 

• Applying the ideas of different kinds of models and 
transforming them between representations provides a 
well-defined style of development, enabling the identifi-
cation and reuse of common approaches.  

• In what it calls “Model Driven Architecture,” the 
OMG has provided a conceptual framework and a set of 
standards to express models, model relationships, and 
model-to-model transformations. 

• Tools and technologies can help to realize this ap-
proach, and make it practical and efficient to apply. 

During the development phase of a software/system, 
the system can be described in terms of models. In this 
way, the system can be developed at component level, 
and later be integrated as one. 
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2.3 Ontology Chart Meta Model 
Even if UML is well supported, the scope of MDA 
doesn’t diminish. MDA uses the Meta Object Facility 
(MOF) to allow any model to have its semantics repre-
sented in MOF participating in the MDA process [6]. 
The OMG [2] suggests four levels of abstraction for the 
models. Beginning with the actual system M0, moving to 
a model M1 that describes the specific system, the Meta 
model of this model is M2 which describes the semantics 
of the model and can be used for more models and finally, 
the Meta model of the Meta model that explains the se-
mantics of the Meta model. “A metamodel makes state-
ments about what can be expressed in the valid models of 
a certain modeling language”, see [3]. Also in [3] “Given 
its metamodel representation, we can determine whether 
a model is valid”. MOF is a model that can be used to 
define Meta models. This is illustrated by the following 
example: Given a system that consists of a number of 
java classes which is used to process loan applications, 
the actual system is the M0. The class diagram that 
represents the system for loan applications is the M1. 
The Meta model that describes class diagrams is the M2. 
MOF is used to describe the semantics of the Meta model 
that describes class diagrams. Obviously, there can be 
more layers between the M2 and MOF but in the real 
world it does not make much sense because it will in-
crease the complexity at the cost of little or no benefit. 

In the Meta model, as shown in Figure 2 which is re-
produced from [7], the surrogate table holds all the in-
formation that a node of the Ontology Chart needs to 
hold. Ades and others [8] have proposed an ontology 
chart which is claimed to be the most complete. The sort 
attribute can be either universal or particular, and the 
type can be agent, affordance, role or communication act. 
 

 
Figure 2. M2 Meta model for ontology chart 

3. Semantic Analysis and Com+ 
SAM is a business analysis method used to capture or-
ganisational knowledge and is represented in the form 
of a number of diagrams known as Ontology Charts. 
Each of these diagrams consists of nodes with different 
shapes and their associations. Each node of the ontol-
ogy chart can be agent, affordances and determiners [9]. 
Agents are entities from the real world capable to taking 
legal responsibility. Usually they are physical or legal 
persons (organisations). Determiners are attributes of 
agents or affordances, such as name, address and so on. 
Affordance stands for everything else. Ontology Charts 
are limited to binary associations. Each node is onto-
logically depended on one or two ancestor node(s) with 
the “root” node being the only exception. The “root” 
does not have any ancestor nodes and it is used to set 
the scope of the system. The “root” would disappear 
during transformation. Ontologically dependency re-
quires that if the ancestor node seizes to exist then the 
child node would also seize to exist. Another property 
of the Ontology Charts is that each node has a start and 
finish time, giving a temporal dimension to the chart. 
Ontology Charts are capable of reflecting the complete 
structure of the organization describing the relationship 
between different entities. 

COM+ is an approach for developing application pro-
grams and is an architectural design standard introduced 
by Microsoft [10]. The COM+ architecture supports both 
an object oriented programming and a set of operating 
system services. It adds a new set of services for applica-
tion components while they are running, such as notify-
ing them of significant events or ensuring they are au-
thorized to run. COM+ is intended to provide a model 
that makes it relatively easy to create business applica-
tions that work well with the Microsoft technologies. 
Here we produce transformation rules for converting 
Ontology Chart to COM+ format. These transformations 
are intended to provide developers with a direct mapping 
to COM+ application which is a Microsoft standard. 

4. Case Study: An Ontology Chart for A 
Law Firm and Its Transformation 

4.1 Law Firm Ontology Chart 
Consider the following case from a law firm. The “Law 
Firm” is connected to its dependant “Contacts” and it is 
again connected to “Client”. That means that if “Law 
Firm” ceases to exist, “Contacts” would be meaningless 
and also cease to exist. Also if there is no “Client” the 
norm “Law Firm” still exists. A “Client” is a “person” 
that has a “Contact” with “Law Firm” regarding his/her 
case. Finally an “Employee” has a function to calculate 
the “hourly rate”. Also the “Person” has role “Lawyer” 
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who is “Employed By” the “Law Firm”. Figure 3 shows 
the ontology char for the above case. 

In the above Ontology Chart, a physical person can be 
employed by a law firm as a lawyer. This employee has 
an hourly rate based on his employment contract. A cli-
ent contacts the law firm and the law firm assigns a law-
yer for this client. 

4.2 The Transformation 

The Key component in MDA is the transformations be-
tween models. According to [11], “A transformation lan-
guage must provide for complete automation and must be 
expressive, unambiguous, and Turing complete”. The 
transformation can be endogenous if the source and the 
target models have the same Meta model or exogenous if 
they have a different Meta model. For example the 
transformation between a class diagram and a more de-
tailed class diagram is endogenous where the transforma-
tion from use case diagrams to a class diagram is exoge-
nous. The transformation does not necessary have to be 
between a PIM and a PSM. It can also be from a more 
abstract PIM to a more detailed PIM. For example, use 
case diagrams can be transformed to sequence diagrams 
free of technical details, or from a PSM to another PSM 
(e.g. from EJBs to COM+). The official transformation 
language of OMG is QVT; however, other transforma-
tion languages such as Kermeta or even Java are also 
available. 

This mapping will define the transformation rules for 
Meta models. In order to write the transformation rules, 
fist of all, we have to identify the key elements in the 
source model which in our situation are Ontology Charts. 
So, the key elements on which the transformation rules 
need to be applied are, 

a) Agents 
b) Affordances 
c) Roles 
d) Determiners 

 

 
Figure 3. An ontology chart from a law firm 

Now, after identifying the key elements of the source 
model now we have to identify what are the potential key 
elements of the target model which in our situation is 
COM+. The potential key elements in COM+ are, 

a) Components 
b) Interfaces 
c) Connections (Either Delegate or Assembly) 
Once the key elements are identified in the source and 

target model than the most important step is the mapping 
of each source element to the relevant target element. 
Before writing the transformations using any transforma-
tion language such as Kermeta or QVT, it is important to 
identify the transformation rules. We present the follow-
ing rules for mapping Ontology Chart to COM+: 

1) For each surrogate that is of type agent, a COM+ 
component is generated. For each surrogate determiner, it 
will become an attribute of that component. 

2) For each affordance, an interface will be generated 
depending on the antecedent or dependent with required 
or provided interface respectively, depending on whether 
the generated component requires or provides data. 

3) For a type role, a special component that is sub unit 
of Agent will be created. 

4) Roles connected with affordances in Ontology 
Chart will become a sub-COM+ component 

Once the key rules are written using normal English 
Language we can use any transformation language or 
even plain English to covert the source model in to target 
model. The result of COM+ is modelled in Figure 4 
(Note that the root in Ontology Chart is dropped). 

The output generated after the transformation is in the 
form of xmi which is easy to manipulate by transforma-
tion languages like Kermeta or even java or C#. 

5. Conclusions and Future Work 
The work in this paper demonstrates as to how an On-
tology Chart can be mapped to COM+ based component 
 

 
Figure 4. The result COM+ model 
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architecture. Our research has proposed a MOF Meta 
model for Ontology Chart and its transformation to 
COM+ diagram. This development would allow business 
analysts to design their Ontology Charts which can di-
rectly be coded without worrying about the loss of qual-
ity during the systems development. It should be empha-
sized that the key to correct transformation is to define a 
set of transformation rules accurately. Although the 
transformation from Ontology Chart to COM+ model has 
been achieved but still more work needs to be done re-
garding the services which are implemented in COM+. 
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ABSTRACT 

A logistics network is the ‘connective tissue’ in a comprehensive supply chain and often the decisive factor for the 
chain’s ultimate success. Logistics networks in sparsely populated areas are facing different challenges than those that 
operating in relatively densely inhabited ones. This paper discusses, firstly, various critical success factors of a logistics 
network in order for it to sustain in sparsely populated areas. The challenges of establishing and operating a logistics 
network in sparsely populated areas are then identified and discussed. A case study has been conducted in the context 
of a region in Northern Norway where the average population rate is 4.3 persons each square kilometer. The paper 
suggests that, by combining reverse logistics networks with forward ones, social, economic and environmental sustain-
able logistics networks can be achieved. The challenges of integrating forward and reverse logistics networks in North-
ern Norway are discussed in the final part. 
 
Keywords: Logistics Network, Sparsely Populated Areas, Sustainability 

1. Introduction 

A logistics network is traditionally defined as a set of 
resources which interactively connected with each other 
purposing of timely and cost-effective transfer of mate-
rial and products to specified places. The definition itself 
doesn’t limit the objects being transferred along the net-
work, may it be material, products, services or even the 
end-of-life products which are also termed as waste.  

Currently, challenges to logistics networks can often 
be seen in the context of globalization, individualiza-
tion/mass customization and needs for economic devel-
opment. The increasing globalization which is motivated 
by taking geographical advantages i.e., low-cost labor, 
easier access to necessary technology and local markets 
[1] often places huge challenges to logistics network due 
to, for instance, large distance among geographically 
scattered resources. Moreover, the increasing individu-
alization [2] leads to the needs to mass-customized 
products. This requires that logistics networks which 
associated to these products are also able to provide 
mass-customized services. Further, the increasing public 
concerns on climate changes, environmental degradation 
and energy crisis as well as continuously strengthened 
international environmental and energy regulations lead 
to that a logistics network can no longer survive by tak-
ing only economic and operational performances into 

consideration [3–5]. That leads to the fact that economic 
sustainability needs to be offset by environmental sus-
tainability in both shorter and longer terms. 

Harris and Startup [6] state that all organizations at-
tempting to provide universal geographical coverage face 
difficulties in supplying the populations of sparsely 
populated areas. The enlargement of the European Union 
has also accentuated differences between peripheral 
/sparsely populated areas and centrally/heavily urbanized 
areas in Europe. EEA EFTA states “that EU internal 
market legislation and other policy instruments should to 
a larger extent reflect such regional differences such that 
actions and legislation at EU level do not contribute to 
reduced competitiveness of industries in peripheral and 
remote areas” [7]. 

Currently, literatures that related to population sparse-
ness and sustainability of its logistics networks are lim-
ited. Sandow [8] emphasizes the critical importance of 
labor mobility for regional competitiveness and sustain-
ability in sparsely populated areas and further pointed 
that “a well functioning transport (logistics) system” is 
vital for securing this mobility of competent labor. Nils-
son et al. [9] present another Swedish study which fo-
cuses on challenges of current low heat density areas to 
competitiveness of district heating in sparsely populated 
areas. They stated that, in order to improve the economic 
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sustainability of district heating in less densely populated 
areas, the rate of expansion in the detached-house seg-
ment needed to be increased. Muilu and Rusanen [10] 
document an increasing urbanization in Finland from 
1970 to 2000. Same trend can be confirmed in Norway 
and Sweden. According to Muilu and Rusanen [10], as 
Finnish population continuous to increase, the number 
and proportion of young people have declined in rural 
municipalities. This resettlement of young people from 
peripheral areas to the built-up ones resulted in a di-
chotomy between the sparsely and densely populated 
areas which further accentuated by the distortion of 
population structure and gender ratio.  

According to Neto et al. [11], the increasing focus on 
climate changes and pollution reduction from both pub-
lics and governments in recent years has aroused great 
interests of as well as large pressure on how logistics 
networks should operate. They proclaim that the objec-
tive in design a logistic network has changed, from cost 
minimization only to cost and environmental impact 
minimization. Tsoulfas and Pappis [12] propose some 
environmental principles for companies to be able to 
obtain a sustainable supply chain. Their argument is that 
by obtaining sustainable functions inside, outside and 
among companies along the chain, a competitive supply 
chain can be achieved in a long-term perspective. The 
logistics function is defined as one of five focuses in 
their research. Unfortunately, the study is still on con-
ceptual level and hasn’t provided any practical measures 
that can be used for logistics networks to achieve their 
sustainability. 

This paper aims to shed light on challenges to eco-
nomic and environmental sustainability of logistics net-
works in sparsely populated areas. The economic and 
environmental sustainability are interrelated and need to 
be detailed into some manageable concepts. Therefore 
three critical success factors are explored and discussed 
in the section that followed. A review of forward and 
reverse logistics networks is conducted purposing to pro-
vide the theoretical background for a case study of cur-
rent logistics networks in Northern Norway. Based on the 
analysis on current logistics networks, the authors give 
several suggestions on how economic as well as envi-
ronmental sustainability might be improved in these 
networks. 

2. Critical Success Factors for the Success of 
Logistics Networks that Operating in 
Sparsely Populated Areas 

A logistics network is a critical element for national, re-
gional and community development, especially in a frag-
mented landscape with high demographic sparseness. 
Providing necessary level of logistics excellence in such 
an area prevents depopulation from the region and is vital 

for the region’s economic development. Comparing with 
logistics networks in densely populated areas, those in 
sparsely populated areas are facing different strategic and 
operational challenges. 

Generally, an organization may sustain when compet-
ing with any of three advantages, namely, overall cost 
leadership, differentiation and focus [13]. The first factor 
is concerned with cost-effectiveness; the second repre-
sents the uniqueness of the product as perceived by the 
customer. As for the third factor, the key idea is to serve 
a particular target very well. 

One of the most significant differences between 
densely and sparsely populated areas is the size of popu-
lation a logistics network aims to serve. A densely popu-
lated area has usually large enough concourse which 
provides necessary basis for the network to take the ad-
vantages of both economy-of-scale and economy- 
of-scope. Logistics networks in sparsely populated area, 
however, usually do not possess necessary prerequisites 
for taking these advantages.  

Another difference is the distance. A logistics network 
in a densely populated area is less distant between two 
resources (i.e., between a distribution centre and a re-
tailer). This may easily enable, for example, the network 
to achieve more mass-customized logistics service with 
diverse focuses.  

The third difference is that a sparsely populated area is 
usually situated in a peripheral region of a country. De-
veloping logistics networks that connecting sparsely and 
densely populated areas needs to be viewed in conjunc-
tion with offering universal geographical coverage for 
social and economic development as well as sustainable 
regional development in whole territory. By doing so, 
risks such as social degradation and depopulation can be 
prevented or minimized.  

Different strategies needs to be applied to handle the 
challenges mentioned above. The critical success factors 
for logistics networks operating in sparsely populated 
areas are therefore:  

 Cost-effectiveness: refers to the extent to which 
customer requirements are met given a limited level of 
cost.  

 Cost-efficiency: a measure of how economically a 
network’s resources are utilized when providing a given 
level of customer satisfaction. 

 Eco-efficiency: the efficiency with which re-
sources are converted into product. 

3. Forward and Reverse Logistics Network 

As mentioned earlier, a logistics network links difference 
resources in the way that tangible or intangible objects 
(i.e., material, parts, products, service and waste) being 
transferred within the network and towards a clearly de-
fined destination. While a forward logistics network 
brings raw material or new products from origin (e.g., a 
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raw material supplier) to end-customers, a reverse net-
work refers to the network structure dealing with the 
end-of-life products from end-customers (Figure1, made 
based on [14]). 

Reverse logistics is the process of moving goods from 
their typical final destination to another point, for the 
purpose of capturing value otherwise unavailable, or for 
the proper disposal of the products [14]. 

In recent years, the term ‘closed-loop supply chain’ 
has becoming a topical issue as increasing attention has 
been attached to pollution prevention and minimization 
rather than end-of-pipe pollution control [4]. A Closed- 
loop supply chain can be regarded as a system without 
waste. The primary material flow of forward logistics 
network has been linked with material flow of reverse 
logistics network through waste dis charge and manage-
ment system (direct treatment, indirect treatment and 
purification). The closed-loop supply chain system can 
also achieve high level of logistics excellence as capacity 
of forward and reverse logistics network can be utilized 
optimally.  

4. Case study 

Norway has especially fragmented territory and Norwe-
gian territorial structure can be characterized as [15]: 

 Long distance to main markets 
 Extensive mountain areas 
 Insular and coastal regions 
 Isolated border regions 
 Arctic and sub-arctic climate 
 Demographic sparseness 
 An extremely diffused urban system with sharp 

differences regarding settlement structures, functional 
profiles and centralities 

Norway is ranked 214 out of 241 countries according to 
average population density based on data for 2005 [16]. 

 

 

Figure 1. Forward and reverse logistics networks 

The population density is 15.4 persons per each square 
kilometer (Table 1). Areas with less than 12.5 persons 
per square kilometer cover 87% of the land area. 286 of 
430 municipalities has population density lower than 
12.5 persons per square kilometer. 

Norway has nineteen counties. Among which, three of 
them are in Northern part of Norway (Nordland, Troms 
and Finnmark, as shown in Table 1). The area of this part 
counts up to 106,715 km2 and is over 35% of total Nor-
wegian territory. In 2007, less than 10% of Norwegian 
population is resident in this part and population density 
is 4.3 persons per square kilometer. This extremely low 
population density places huge challenge to the devel-
opment and sustainability of the logistics networks 
within this region. The long distance between the North-
ern and Southern parts of Norway also places fierce 
challenge to sustainability of their connecting logistics 
networks. 

4.1 Current Logistics Networks that Link North 
with South 

4.1.1 Staple Goods and Fishes 
Currently, the main stream of staple goods (i.e., food, 

mail) from south to north is carried by Arctic Rail Ex-
press (ARE) which is an established service offered by 
CargoNet [17]. Yearly, up to 23,500 containers (either 
twenty feet or twenty-five feet container) are carried by 
ARE train from Oslo Alnabru to Narvik through Swedish 
territory (Figure 2). The whole journey takes 27 hours 

 
Table 1. Population density in Norway (2007 data)A 

Unit Population Area (km2) Density 

Norway 4681134 304280 15,4 

Northern  
Norway 

462237 106715 4,3 

- Nordland 235436 36074 6,5 

- Troms 154136 24884 6,2 

- Finnmark 72665 45757 1,6 

 

 

Figure 2. ARE train 
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and total length of railway is 250 km. These goods are 
further distributed to three main regions (Tromsø, Har-
stad and Narvik) by third party logistics providers (3PL) 
(i.e., Schenker and Nor Cargo). These further transporta-
tions are conducted on road. 55% (approx. 13,000 con-
tainers) of the staple goods travel around 250 km to 
Tromsø, 10% being transported 135 km to Harstad, and 
35% being distributed in local Narvik area (Figure 3). 

According to CargoNet, the back loading rate of ARE 
is barely 60%. Of which the majority is raw fish and fish 
products. This means that nearly 9,500 containers return 
empty from Narvik back to Oslo. There is no doubt a 
considerable potential in cost-efficiency improvement. 

The ARE runs twenty-two trains each week. That is 
eleven trains in each direction. Together with other 3PLs, 
ARE satisfies basic demands (food, communication) of 
Northern Norway with a population of nearly 470,000. 
Eco-efficiency is satisfactory considering the transporta-
tion is mainly on railroad.  

4.1.2 Wastes 
It is said that the waste amount is increasing as the 
economy is accelerating in a region. Since 1995, the en-
tire amount of wastes in Norway has been increased by 
nearly 30% and has already reached 9,6 million tons in 
2006 [18]. Recognizing this, the Norwegian government 

has, since 1970s, been working systematically in estab-
lishing a sustainable waste management system. 

In Norway, the enactment of Product Control Act in 
1976 and Pollution Control Act in 1981 as well as Prod-
uct Responsibility Act in 1988 established the fundament 
for crystallizing the ‘polluter pays’ principle to entire 
nation. Various environmental legislations are enacted 
since 1980s with purpose of promoting pollution preven-
tion and pollution minimization (through reuse and recy-
cling) and avoiding waste being deposed in landfills. 

Currently, sixteen waste management companies are 
established in Northern Norway handling up to 900,000 
ton wastes per year (the volume is calculated based on 
data from Statistics Norway). Take one of the waste 
management companies in Northern Norway as an ex-
ample, Hålogaland Ressursselskap (HRS) is an in-
tra-municipal companies which owned by twelve mu-
nicipalities. Its activities consist of collecting, sorting, 
transportation and treatment of household, industrial and 
special wastes (Figure 4). 

Its current waste is categorized as:  
 glass and bottles  
 timber  
 iron  
 food waste 
 paper 

Narvik 
Oslo 

Alnabru 

 
Suppliers/ 
Importers in 
southern part 
of Norway 

Tromsø 

Harstad 

 
Retailers in 

Tromsø 
area 

 
Retailers in 

Harstad 
area 

 
Retailers in 
Narvik area …  

Lofoten 

Fish 
exporters          Staple goods flow 

           Fish flow  

 

Figure 3. Main material stream south-to-north and north-to-south with Narvik as intersection 
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Figure 4. Reverse logistic processes 
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 corrugated cardboard  
 plastics from industries 
 beverage paperboard box 
 waste of electrical and electronic equipment 

(WEEE) 
 hazardous waste  
Most of the waste goes to recycling, nearly 90% in 

2005. Taking this as key figure, the recycling volume can 
be estimated up to around 800,000 tons in Northern Nor-
way. 

Currently, large portion of the recyclable wastes is 
transported to the Southern part of Norway where the 
majority of recycling facilities are. The transportation is 
mainly on road with trucks or semi-trailers. 

4.2 The Potential and Challenges of Integrating  
Forward and Reverse Logistics Networks 

It is undoubtedly that there is a huge potential of inte-
grating forward logistic network (of staple goods and fish) 
with reverse logistics network (of wastes) with Narvik as 
the junction point. By doing so, the biggest gain is the 
reduction of empty container back to Oslo. This will, to a 
large extent, increasing cost-efficiency of both logistics 
networks. This will also lead to the reduction of trans-
portation price. Together with regular as well as frequent 
transportation between south and north, a cost-effective 
logistics network can be achieved. Further, as the inte-
gration will ‘lift’ goods from road to track, significant 
environmental profit (i.e., less pollution and noise) and 
social gains (i.e., less traffic accidents) can be obtained. 

However, challenges for this integration are many. 
First of all, current waste management system has ob-
tained itself an exclusive logistics network. Take Elretur 
AS for example, as one of four take-back companies ap-
proved by Norwegian Pollution Control Authority (SFT), 
Elretur AS collects over 76,000 ton WEEE in 2007. The 
company cooperates with seven 3PLs for collecting from 
entire Norway [19]. One of these companies is Østbø AS 
which has full authority and responsibility for collection 
of WEEE in Northern Norway. Østbø AS has its own 
closed system for transporting WEEE to treatment plants 
in Southern part of Norway. The transportation from 
Northern Norway to Østbø AS and from Østbø AS to 
Southern Norway is mainly on road. 

Secondly, the hygienic requirements of transporting 
foods and other staple goods from south to north may 
place the challenge to return wagons loaded by wastes. 
The traditional perception of waste may also create scep-
ticism at staple goods owners and therefore may result in 
reduced logistics flow from south to north. 

5. Summary and Discussion 

The paper presents a conceptual study on logistic net-
works in sparsely populated area. As opposite to densely 
populated areas, sparsely populated ones place larger 

challenge to their logistic networks. The limitations of 
such areas include that the demand volume does not jus-
tify economy-of-scale or economy-of-scope. Larger dis-
tance between two resources within a network is also a 
significant challenge. That a sparsely populated area 
usually situated in a peripheral to densely populated ones 
place also the challenge to the logistics connection of 
these areas. 

This paper proposed three critical success factors for 
logistics networks operating in sparsely populated area. 
By conducting the case study, the authors argued that, in 
order to achieve cost-efficiency, cost-effectiveness and 
eco-efficiency of main logistics network that connecting 
Northern Norway with the Southern part, the potential of 
utilizing existing south-north logistics network (for staple 
goods and fish) for north-south transportation of wastes 
is considerably large. However, currently exclusive 
waste management systems and traditional perception of 
waste may place the largest challenges to this possible 
solution. 

Benchmarking of performances in terms of cost- ef-
fectiveness, cost-efficiency, and eco-efficiency of cur-
rent logistics networks (separated networks for staple 
goods and waste) with that of suggested logistics net-
work (transport waste with logistics network of staple 
goods) need to be conducted in order to provide the 
quantified justification for the suggested solution. The 
authors also suggest that a study that mapping all goods 
flows at a more detail level should be conducted in or-
der to provide an overall optimal logistics solution in 
Northern Norway.  
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ABSTRACT 

Based on principal-agent theory, an incentive contract model of university achievements commercialization offices 
(UACO) was constructed in this paper, and an optimal incentive contract between university and UACO was re-
searched into. The conclusion indicates that many factors, such as working ability, working willingness, risk aversion 
degree of UACO, as well as the outside uncertain factors and so on, have important influences on the contract design. 
The efficiency of commercialization of university inventions has a squared forward growth relation with working ability, 
a direct proportion with working willingness, and has an inverse proportion with risk aversion degree of UACO and 
with outside uncertainty. Additionally, the level of hard working of UACO under the condition of information asymme-
try is strictly less than that of information symmetry. 
 
Keywords: University Achievements Commercialization Offices (UACO), Achievements Commercialization,  

Principal-agent, Incentive Contract 

1. Introduction 

In order to promote the commercialization of research 
findings, and to raise technology transfer rate, almost all 
the universities in China have set up a department for 
connecting among industry, university and research in-
stitute. The department usually conducts the work of pa- 
tents applications and achievements transformation for 
teachers and scientists of the university. At present, there 
is still not uniform name for this department in Chinese 
universities, some of them is called university industry 
management office, some is named S&T achievements 
transfer office, and still others is known as technology 
transfer office and so on. In this paper it is named uni-
versity achievements commercialization office (UACO) 
for the sake of convenience. 

In the recent years, the transformation of achievements 
of universities has been attached great importance in all 
levels of the governments in China, and universities also 
offers a series of incentives for the commercialization of 
research findings. However, the result of transformation 
is still not desirable. The reasons would be various but 
UACO has to bear the blame, because it plays an impor-

tant role of bridge and link between university and busi-
nesses. But the cause from UACO hasn’t been given 
enough attention. At the present time there is less re-
search focusing on this problem domestically, and the 
research has been existed abroad but numerically small. 
For example, it is fully affirmed the important roles of 
UACO in the papers of Leitch, et al [1] and Colm, et al 
[2]. They hold that UACO should and could play an im-
portant and unique role in the process of the commer-
cialization of university achievements. Donald, et al [3] 
and Swamidass, et al [4] proposed that inappropriate 
administrative staff and irrational reward system are the 
major hindrances to the achievements transformation of 
university. Chapple et al. pointed out that it is very im-
portant for university technology transfer officers and 
managers in England to upgrade business skills and ca-
pabilities in order to increase university technology 
transfer efficiently [5]. Markman et al. showed that 
commercialization outcomes would be enhanced when 
UACO employ diverse licensing strategies, enjoy greater 
autonomy, and be compensated well [6]. In fact, there is 
a principal-agent relationship between university and 
UACO, and commercialization efficiency could be en-
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hanced through the design of incentive contract of these 
two parts, but scholars in China and abroad pay little 
attention to it. In this paper, principal-agent theory is 
deployed to construct a principal-agent model between 
university and UACO, so as to design an incentive con-
tract thereby increasing the efficiency of commercializa-
tion, and hardening society-serving function of universi-
ties. 

2. The Principal-Agent Relations of  
University Achievements  
Commercialization and the Necessity  
of Incentive Contract Designing 

2.1 The Principal-Agent Relations of University 
Achievements Commercialization 

Any interrelation involving asymmetric information could 
be called principal-agent relation from the sense of eco-
nomics. One party with information superiority is 
agent, and the other at information disadvantage is 
principal. Furthermore, personal information of agent 
has some influence on the interests of principal who is 
uninitiated [7]. 

From the perspective that UACO is commissioned to 
commercialize achievements and patents of university 
scientists, there is a principal-agent relation between 
university and UACO. In case of information asymmetry, 
UACO has private information, and this information 
such as how hard it works, has a great impact on the in-
terests of university, for example impacting on the com-
mercialization efficiency of the university. 

According to the theory of information economics, in-
formation asymmetry is easy to result in moral hazard 
problem. In the principal-agent relation between univer-
sity and UACO, university (as principal) were not acces-
sible to direct observation on which level of hard work-
ing UACO had selected, and what university could ob-
serve was another variables, such as technology transfer 
rate and so on. But the rate of technology transfer is de-
termined by the level of hardworking and other outside 
random factors together. Consequently, there is an in-
complete information game with uncertainty but couldn’t 
be supervisory [8]. In this game, the task confronting 
university (principal) is how to design an incentive con-
tract to motivate UACO (agent) select behavior that fit 
for the interests of the university. 

2.2 The Necessity of Incentive Contract  
Designing 

To some extent, UACO performs practically no function 
in the universities in China, and it is lack of influence 
and ability in the work of technology transfer. Many 
university scientists are reluctant to commercialize their 
achievements through UACO, but to establish commu-
nication with corporations by themselves or just declare 

their achievements for prize and acknowledgment and 
then put them on the shelf. 

There are many causes giving rise to this situation. 
First, staff structure is unfit for requirements of commer-
cialization. The officers in UACO have, in many cases, 
neither technical advantages nor marketing skills, and 
have not the competence to be engaged in the work of 
achievements commercialization. Second, the compensa-
tion system is not rational. What UACO basically exe-
cutes is fixed salary in China for a long time, and there is 
no difference for officers between good business and bad 
one, no difference between hardworking and slacking. As 
a result, there is no enthusiasm for officers of UACO to 
involve in the work of commercialization. Third, it lacks 
the necessary autonomy in UACO. A great majority of 
UACO in China are attached to departments of Science 
& Technology of universities. Officers work in UACO 
just as a matter of routine, and it is absence of mental 
stress for their jobs. Fourth, it is lack of active action of 
hunting for market demands. The outdated way of work-
ing that doing nothing but waiting for buyer cannot meet 
the needs of a market economy.  

Consequently, in order to make UACO play a greater 
role for universities in serving local economy and in 
pressing ahead with combination of industry and univer-
sity, the urgent task is to introduce market mechanism 
into UACO, to reform the existing compensation system 
and grant more autonomy, and to enhance enthusiasm for 
the work of commercialization. Under these circumst- 
ances, it is urgently necessary for universities to design 
an optimal contract, so as to encourage UACO to work 
doubly hard on enhancing the efficiency of commer-
cialization of research findings in universities. 

3. Design on Incentive Contract of University 
Achievements Commercialization Offices 

On the basis of the preceding analysis on the principal- 
agent relation between university and UACO, and sup-
posing that principal and agent are based on ra-
tional-economic man hypothesis, whether agent choose 
to work hard to enhance the efficiency of achievements 
transformation or not is totally dependent upon the in-
centive contract that university provided. According to 
the parameter method of distribution function brought 
forward by Mirrlees [9] and Holmstrom [10], the princi-
pal-agent model between university and UACO could be 
constructed. 

3.1 Construction of Incentive Model for UACO 

For the convenience of research working, and in a situa-
tion of no influence on conclusion, the following as-
sumptions are proposed, supposing e  is a one-dimen-
sion variable of hardworking level of agent (UACO), and 
it is related to initiative and resources injection of UACO. 
The parameter k  is representative the coefficient of 
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working capability of UACO, and it is relative to man-
agement ability, scientific and technical level, marketing 
skills of UACO. Parameter   denotes uncertain factors 
that influences achievements transformation of universi-
ties, and it is a normal approximation distribution and let 
it be a random variable with mean of 0 and variance of 

2 . Then the output of UACO could be expressed with 
the following linear function:  

ke                   (1) 

Here, E ke  , 2var( ) var( )    . That is to say, the 

level of hardworking and the level of working capability 
determine the mean of output of UACO, and the variance 
of output is only connected with that of endogenous ran-
dom variable. Here, E  represents mathematic expecta-
tion operator, and var  means variance. 

Supposing that principal (university) is risk-neutral 
and agent (UACO) is risk-avoidance, and optimal con-
tract is linear under the hypothesis of rational-economic 
agent [11], then linear contract is considered as following 

( )s                    (2) 

( )s   refers to income of UACO (or its employees), and 
  is fixed salary.   is the share of UACO in its out-

puts, it could be also called incentive intensity that uni-
versity provides to UACO. A further formula could be 
gotten if expression (2) is substituted with (1), that is 

( ) ( )s ke                  (3) 

then the revenue of university could be expressed by 
( , ( )) ( ) (1 )( )v s s ke             , and ex-

pected utility equals to expected revenue according to the 
assumption of risk-neutral for principal (university), that 
is 

( , ( )) [ (1 )( )]Ev s E ke          

(1 )ke                          (4) 

Let   be the level of utter risk avoidance, and 
0  . To express risk cost of agent with ( )r  , then 

2 2( ) / 2r    . If ( )c e  refers to the cost of working 

hard of UACO, and 2( ) / 2c e be  is supposed for sim-

plifying the problem. Here, b  refers to cost coefficient 
and 0b  . Therefore, the deterministic equivalence 
income of UACO is 

2 2[ ( ) ( ) / 2]W E s c e      

2 2 2/ 2 / 2ke be              (5) 

Let w  be conservative income of agent, then indi-
vidual rationality (IR) of agent could be expressed by 

2 2 2/ 2 / 2ke be w              (6) 

and the incentive compatibility (IC) of agent is 
2 2 2arg max{ / 2 / 2}e ke be          (7) 

3.2 Solution of the Incentive Model 

In order to compare expected income of university and 
UACO under the condition of asymmetric with that of 
symmetric information, the solution of incentive model 
under the condition of symmetric information is neces-
sary to be discussed in brief. 

1) Optimal contract under the condition of information 
symmetry 

The level of hardworking of agent could be observed 
by principal under the condition of symmetric informa-
tion. The incentive compatibility (IC) of agent at the 
moment does not work because any level of e  could be 
gotten and realized through an enforced contract meeting 
the requirement of individual rationality (IR). Therefore, 
the optimal contract under the condition of information 
symmetry could be obtained by solving the following 
optimal problem 

 , ,
2 2 2

max (1 )

. . ( ) / 2 /2
e

Ev ke

s t IR ke be w
 

 

   

  

     
  (8)

 

The equal-sign in constraint condition of IR is ture in 
the above Formula (8) under the optimal circumstances 
of information symmetry, because it is not necessary for 
principal to pay agent more when information is sym-
metric. Then the optimal problem of Formula (8) could 
have another expression as following 

2 2 2

,
max( / 2 / 2 )

e
ke be w


           (9) 

To solve first order condition of the optimal problem 
in Equation (9), the expressions of Pareto optimal hard-
working level ( *e ) and Pareto optimal incentive inten-
sity ( * ) could be gotten as following 

* /e k b , * 0  ,          (10) 

Substituting the equation of IR in the Formula (8) with 
the above results in the Formula (10), the expression of 
optimal fixed salary ( * ) under the condition of infor-
mation symmetry could be obtained 

2* / 2w k b               (11) 

2) Optimal contract under the condition of information 
asymmetry 

The level of hardworking of agent could not be ob-
served by principal under the condition of asymmetric 
information. The incentive compatibility (IC) of agent at 
this moment does work. The maximization model of ex-
pected utility function of agent could be established as 
following 
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2 2 2max max / 2 / 2
e e

Eu W ke be          (12) 

For any given incentive contract, agent always selects 
an optimal hardworking level to maximize expected util-
ity function. According to Mirrlees (1974) [12] and 
Holmstrom (1979) [10], the constraint of incentive com-
patibility (IC) could be replaced by first order condition 
of maximization model of expected utility function of 
agent. For the Formula (12), first order condition of 

maximization is 0
Eu

k be
e




   . Solving the 

equation, the expression of hardworking level under the 
condition of information asymmetry could be gained, and 
the constraint of incentive compatibility (IC) could also 
be described as the expression 

(IC):  /e k b            (13) 

Therefore, the optimal contract under asymmetric in-
formation should satisfy the solution of the following 
conditions 

,
2 2 2

max (1 )

. . ( ) / 2 / 2
( ) /

Ev ke

s t IR ke be w
IC e k b

 
 

   


  

     
  

 
     (14) 

Supposing that principal and agent are rational-eco- 
nomic, the equal-sign in constraint condition of IR is true 
in the Formula (14) when designing the optimal contract. 
Substituting the target function of the Formula (14) with 
the expressions of IR and IC, the optimal condition of the 
Formula (14) could be reformulated by 

2 2 2 2 2max / / 2 / 2k b k b w


       

and first order condition of it could be expressed as 
2 2 2/ / 0k b k b    , then the share of output that 

university provides to UACO (namely incentive intensity) 
is 

2

2 2

k

k b
                (15) 

Putting expressions of Formulas (15) and (13) into the 
equal equation of IR in Formula (14), the expression of 
fixed salary ( ) under the condition of information 
asymmetry could be gained as 

2 2 2 2 2( ) 2 (1 / )w k b b b k        (16) 

Consequently, the optimal contracts under information 
symmetry and asymmetry are listed in Table 1. fol- low-
ing the synthetic results of the above analysis. 

4. Analysis and Results 

The results will be analyzed from two sides of incentive 
contract and university revenue. The efficiency of achie- 

Table 1. The design of incentive contracts of UACO under 
the conditions of symmetric and asymmetric information 

 
Information 
symmetry 

Information asymmetry 

Hard-
working 

level 
* /e k b  /e k b  

Share of 
output 

* 0   2 2 2/ ( )k k b    

Fixed 
salary 

2* / 2w k b   2 2 2 2 2( ) 2 (1 / )w k b b b k     

 

vements transformation in universities is of brutally vital 
importance for the outputs of UACO and the revenue of 
university, so these latter two parts will be equivalent to 
the efficiency of achievements transformation in the fol-
lowing analysis. 

4.1 Analysis of Incentive Contracts 

Compared the incentive contracts under the conditions of 
information symmetry and information asymmetry, the 
following results could be brought to: 

Result 1: Incentive mechanism should be introduced in 
the salaries of UACO to enhance the efficiency of 
achievements commercialization in universities, for ex-
ample implementing the wage system comprised fixed 
salaries and efficiency-related wages. 

According to the incentive contract under the condi-
tion of asymmetric information, the share of outputs that 
UACO should be provided is 2 2 2/ ( )k k b   . 

Here 0 1   because 2, , 0b    , that is, to get 

the best incentive effectiveness, 2 2 2/ ( )k k b  unit 
should be provided to UACO if 1 unit output value of 
achievements commercialization is produced by UACO. 
From this point of view, the unitary fixed wage system 
implemented for a long time has seriously hindered the 
advancement of achievements transformation, and it is 
urgent for universities to reform the wage system of 
UACO. 

Result 2: When the work ability of UACO is higher 
(larger k ), or the willingness of working hard is stronger 
(smaller b ), or the degree of risk aversion of UACO is 
smaller (smaller  ), or outside uncertain factors are 

smaller (smaller 2 ), the wage system of lower fixed 
salary plus higher proportion of efficiency-related wage 
could be more effective for UACO to work hard and to 
boost the efficiency of commercialization. In certain cir-
cumstances, the wage mechanism only for efficiency- 
related wage, even that state of it which we term zero 
fixed salary, could be adopted. 

The reason is that, according to Formula (15), 
first-order derivatives of   respectively satisfy the 

conditions of 2 2 2 2/ 2 / ( ) 0k kb k b       , /  

0b  , / 0    , 2/ 0    , (the above calcula-
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tions are omitted here). Those first-order derivatives 

show that, the share of outputs (  ) is a monotone in-
creasing function to the work ability of UACO ( k ), and 
is a monotone minus function to the willingness of 
working hard ( b ), a monotone minus function to the 
degree of risk aversion (  ), a monotone minus function 

to outside uncertain factors ( 2 ). According to Formula 

(16), w   when 2 2k b , that is, the fixed salary 
could be below to conservative income for agent when 
certain condition is satisfied. Furthermore, 0   when 

2 2k w b  , it means that, the condition of zero fixed 
salary is happened. Certainly, the proportion of outputs 
required to share would be very high.  

Remarkably, zero fixed salary is a state of fully- mar-
keting operation that UACO are in a high degree of 
autonomy, or even become an independent legal entity 
detached from universities. It is an operating pattern of 
UACO worth of being probed into. 

Result 3: The level of hardworking of UACO under 
the condition of asymmetric information is strictly less 
than that of symmetric information  

It is because 0<β<1, so e=βk/b<k/b, that is *e e . 
The result provides a rational explanation for the cur-

rent states that it is lack of working enthusiasm and lack 
of active action of hunting for market demands in UACO. 
It is further verified that incentive measures should be 
drawn out to encourage UACO work hard to promote the 
efficiency of achievements commercialization, especially 
under the circumstances of information asymmetry. 

Result 4: Under the condition of information symme-
try, UACO could be only paid for fixed salary because of 

* 0  . When fixed salary exactly equals to conserva-
tive income plus the cost of hardworking (that is 

2* / 2w k b   ), a desired optimal hardworking level of 
universities could be reached, and Pareto optimal risk 
apportion and optimal hardworking level could be real-
ized simultaneously. 

4.2 Analysis of University Revenue (Efficiency of  
Commercialization) 

Connecting equations of (13), (14) and (15), the expres-

sion Formula (18) of university revenue ( aE v ) under the 
condition of asymmetric information could be obtained, 
and substituting Formula (8) with Formula (10), then we 
can get the expression Formula (17) of university reve-
nue ( vE s ) under the condition of symmetric information. 
The results after collecting the forms could be seen in 
Table 2. 

The following results could be gotten from Formula 
(17) and (18).  

Result 5: The working ability of UACO is of great im- 

Table 2. University revenues under the conditions of sym-
metric and asymmetric information 

 University revenue 

Information symmetry
2

2
s k

E v w
b

               (17) 

Information asymmetry
4

2 22 ( )
a k

E v w
b k b

 


       (18)

portance to the efficiency of commercialization for uni-
versities. The stronger the working ability, the more 
revenue is produced, then the higher efficiency of com-
mercialization is taken place. Furthermore, a vital im-
portant result is that, the efficiency of achievements 
commercialization has squared forward growth relation 
with working ability of UACO. 

It is because of  
4 2 2

2 2 2 2

2
0

2 ( )

aE v k k b

k b k b




 
 

 
, 

that is, the efficiency of achievements commercialization 
( aE v ) is a monotone increasing function to square of 
working ability ( 2k ). 

What we learn from result 5 is that, it is need to adjust 
staff structure of UACO, to stress importance of techni-
cal ability, marketing skills and administrative ability for 
officers of UACO in China, and UACO managers should 
have all these abilities and skills. 

Result 6: The efficiency of achievements commer-
cialization is directly proportional to the willingness of 
hardworking of UACO, and is inversely proportional to 
the degree of risk aversion of UACO and to outside un-
certain factors. 

It is because the efficiency of achievements commer-
cialization of universities ( aE v ) is a monotone minus 
function to willingness of working hard ( b ), to risk aver-

sion degree (  ), and to outside uncertain factors ( 2 ). 

The revelation of this result is that, for the enhance-
ment of commercialization efficiency of universities, the 
breakthrough points of it could also be from correcting 
the working attitudes and reducing the mood of risk 
aversion of UACO officers. Governments at all levels 
and universities should create a favorable atmosphere for 
achievements commercialization of universities, and re-
duce the adverse impact of outside uncertain factors on 
the commercialization of research findings in universi-
ties. 

5. Conclusions 

The value of this paper is that, a principal-agent relation 
between university and UACO is analyzed, and the op-
timal incentive contract designing model is proposed on 
the question of enhancing the efficiency of universities 



Design on the Incentive Contract of University Achievements Commercialization Offices Based on Principal-Agent Theory 

Copyright © 2010 SciRes                                                                                 JSSM 

83

achievements commercialization. The results show that, 
the efficiency of universities achievements commerciali-
zation has a squared forward growth relation with UACO 
working ability, and it is directly proportional to will-
ingness of hardworking of UACO, and is inversely pro-
portional to risk aversion degree of UACO and to outside 
uncertainty. The level of hardworking of UACO under 
the condition of information asymmetry is strictly less 
than that of information symmetry. For the enhancement 
of commercialization efficiency, universities need to set 
up incentive mechanism in the wage system of UACO, 
and to determinate optimal fixed salary and incentive 
intensity on the basis of UACO working ability, willing-
ness of hardworking, degree of risk aversion and outside 
uncertain factors. 

In addition, the tentative idea of fully-marketing op-
eration pattern for UACO that produced from zero fixed 
salary, and a series of problem initiated from it, for in-
stance, the pattern is feasible under what kind of circum-
stance and how does the patter work, are all worth of 
being discussed further. 
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ABSTRACT 

A comprehensive model that delineates the interrelationships among social control, learning process and production 
innovation in international joint ventures is absent. This study aims to fill this void. Unlike previous research, this study 
investigates the role of social control, in facilitating learning process and production innovation in China. In our 
framework, we argued that learning process mediated the impact of social control on production innovation. In order to 
test the feasibility of this framework, we conducted an empirical study. This study employed a survey instrument, which 
contained data collected from 300 organizations international joint ventures in South China. A total of 96 usable re-
sponses were analyzed. The results indicate that social control has a positive impact on learning processes and produc-
tion innovation. Learning process partial mediate the influence of social control on production innovation. The impli-
cations of the study are provided, and future research is suggested. 
 
Keywords: Learning Process, Production Innovation, Social Control, International Joint Ventures

1. Introduction 

International joint ventures (IJV) are now a common 
organizational form. Increased international joint venture 
activity has been seen as one of the major changes in 
international business environment in the past decade. 
The exercise of managerial control has been one of the 
most important subjects in the IJV literature. Control has 
long been recognized as an important aspect of an or-
ganization’s management of exchange relationships. Al-
though control considerations are important for any or-
ganization, they are especially so when managing organ-
izational exchanges across diverse national environments. 
The major function of control involves bringing about 
conformance to organizational requirements and achieve- 
ment of ultimate purpose of the organization. 

While the literature reflects a fair amount of effort di-
rected toward an understanding of control exercised as 
well as its antecedents and consequences [1–3]. It pro-
vides very little, if any, guidance about the effectiveness 
of various control mechanisms across different innova-
tion modes used in structuring international principal 
agent exchange relationships. 

Although firms form IJVs for a variety of reasons, in-
terorganizational learning has become an important ra-

tionale for their creation [4,5]. While an IJV’s parents 
often seek to learn from one another, IJV learning from 
its foreign parents is considered to be essential for its 
survival, hence, the realization of the parents’ strategic 
goals [6,7]. 

Consider first technology-related capabilities. A highly 
technologically turbulent environment is characterized by 
a short cycle of technological innovation and obsoles-
cence. In high turbulence, technology-related capabilities 
(such as innovation) should enable an IJV to shape or 
react to these environmental conditions [8]. For example, 
the timely introduction of new products to replace obso-
lete products may become crucial to firm success [9]. 

The purposes of this study are: a) to examine the role 
of social control in facilitating learning process; b) to 
realize the impact of learning process on the effect of 
adopting social control to facilitate production innovation. 

This article proceeds as follows. First, the theory of 
social control is examined, focusing on the role of dis-
tinctive capabilities in innovation-based competitive 
strategy. Second, the conceptual framework describing 
the focal constructs and theoretical relationships intended 
to be tested is discussed. Third, the method used to test 
the hypotheses is discussed. Next, the results, based on 
analysis of data collected from 96 firms of international 
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joint ventures in China, are presented. The paper con-
cludes by discussing implications for innovation theory 
and practice, identifying limitations of the study and pro-
viding directions for future research. 

2. Theoretical Backgrounds and Hypothesis 

2.1 Social Control 

For many decades the topic of control has been a source 
of considerable discussion and thus it is not surprising to 
find a variety of approaches to conceptualizing and op-
erational sing control. 

Social control represents an informal control mecha-
nism based on prevailing social perspectives and patterns 
of interpersonal interactions within a firm. In socially 
controlled exchange relationships, behavior is specified 
by the organizational culture, and performance is viewed 
as a social obligation maintained via mechanisms of so-
cial pressure [10]. Social control relies on implicit or-
ganization wide culture to monitor agents’ behavior and 
to orient them toward organizational rather than paro-
chial goals. 

Similarly, socially controlled relationships are charac-
terized by shared values and a common sense of well- 
being among members. Reliance on social control in ex-
ternal relationships assures that each partner is being 
treated fairly which in turn facilitates community inter-
ests fostering greater relationship flexibility. However, in 
internal exchanges, social controls are expected to be 
especially instrumental in making agents feel an integral 
part of the team, fostering shared values and aligning 
interest thereby leading to much greater relationship 
flexibility and adaptability. As a result, principals and 
agents can adopt a longer term perspective by balancing 
immediate results with long term nurturing relationships 
with each other. This is necessary because existence and 
continuity of social control requires stability of the ex-
change partners which in turn necessitate compromise 
and adaptability. 

Through the process of socialization and indoctrina-
tion, the agents can be accounted wide latitude enabling 
them to respond to conditions quickly and in a manner 
consistent with long-term organizational goals and objec-
tives. The socialization process can be used to create 
shared values and common interest among independent 
parties to encourage flexible and negotiated adjustment 
as well as to improve economic performance in terms of 
both sales growth and market share increases. Further-
more, by using social controls that sanction rather than 
punish risk taking, agents can be encouraged to try inno-
vative approaches to achieve organizational performance 
objectives [11]. 

2.2 Learning Process 

Acquiring knowledge related to those capabilities from 

foreign parents critical to the transitional economy IJVs’ 
survival. As noted earlier, the survival of the IJV is a 
prerequisite for the domestic and foreign parents to 
achieve their goals. It is also a prerequisite for the do-
mestic government to achieve its goals [12,13]. The 
common interest of all stakeholders in the survival of a 
transitional economy IJV creates strong incentives for the 
IJV and its parents to focus on its learning from the for-
eign parent. Hence, the analysis of organizational learn-
ing has become an increasingly important study area in 
international joint ventures. Organization learning in-
volves the basic elements and processes of organizational 
development and growth. From a learning perspective, 
organizations grow when there is an increase in shared 
understanding involving the organization, its environ-
ment and the relationship between the two. A parent 
adopting a learning-oriented cooperative strategy usually 
possesses clear learning intent, which, in this study, re-
fers to the level of desire and will of the parent with re-
spect to learning from the international joint venturing 
experience. 

Discussions of individual learning generally refer to 
the product of the learning process as changes in beliefs 
(or cognition) and changes in behavior. The term skill is 
often used to describe behaviors for which an individual 
has developed a level of expertise or proficiency. In a 
reliable learning process, an organization develops 
common understandings of its experience and makes its 
interpretations public, stable and shared. In a valid learn-
ing process, an organization understands, predicts and 
controls its environment. As organizations engage in 
learning efforts, neither reliability nor validity is assured 
because different people and groups in an organization 
approach historical experience with different expecta-
tions and beliefs. As we found, shared understanding 
about the value of IJV learning experiences was often 
obstructed by the variety and differences in managerial 
beliefs. 

2.3 Production Innovation 

Resource-based theory views a firm as a unique bundle 
of tangible and intangible resources and emphasizes the 
protection of firm core competencies comprising these 
resources. Staying on top of innovation and creativity in 
business is necessary for a business to stay ahead of the 
competition. New product introduction indicates the po-
tential significance of a firm’s innovation activities. New 
products are a central mechanism by which organizations 
diversify, adapt, and reinvent themselves in changing 
market and technical conditions [14]. 

In the past 20 years, many potentially useful typolo-
gies have been proposed, each providing insight to our 
understanding of the innovation process. Three of the 
most popular typologies are based on the distinctions 
between administrative and technical innovations, prod-



Does Learning Process Mediate the Relationship between Social Control and Production Innovation of International Joint Ventures in China? 

Copyright © 2010 SciRes                                                                                 JSSM 

86 

uct and process innovations, and radical and incremental 
innovations [15,16]. Technical innovations include prod-
ucts, processes and technologies used to produce prod-
ucts or render services related to the basic work activity 
of an organization. Product and process innovations are 
distinguished based on the different areas and activities 
that each of them affect within the firm [17]. Product 
innovations are outputs or services that are introduced for 
the benefit of customers or clients. 

Accordingly, the following hypothesis is advanced: 
H1: The higher the level of social control, the higher 

the level of learning process 
H2: social control is a function of its production inno-

vation 
H3: learning process will significantly impact on pro-

duction innovation 
In order to explore the impact of social control and 

learning process on production innovation, we developed 
the research framework in Figure 1. There are two re-
search questions. a) Does social control play a role in 
facilitating learning process? b) Does learning process 
mediate the effect of social control on facilitating pro-
duction innovation? 

3. Methods 

3.1 Sample 

Data were collected from international joint ventures of 
China through a survey instrument. An initial version of 
the survey instrument was developed based on the the-
ory-grounded operationalization of the various constructs. 
This version was subsequently revised through pretesting 
with academic and experts. The multiple phases of in-
strument testing and development resulted in a signifi-
cant degree of refinement and restructuring of the survey 
instrument as well as establishing the initial content va-
lidity [17]. We had three sampling criteria: the firms had 
to be 1) at least 1years; 2) at least 50 employees; 3) 
manufacturing and service firms in South China. We 
received responses from 118 of 300 IJV firms, a response 
rate of 39.3 percent. Of the 118 returned questionnaires, 
16 were excluded because they did not meet all sampling 
criteria and 6 were excluded because of incomplete ans- 

 

Figure 1. Research framework 

wers, leaving 96 usable responses. Hence, our usable 
response rate was approximately 32 percent. 

Location and age data on no respondents indicate no 
significant differences between respondents and no re-
spondents. Because those responding late are argued to 
be similar in composition to no respondents, we also 
tested for response bias by comparing early against late 
respondents. We found no significant differences in 
terms of sales, employees, or international sales. The 
results of statistical tests for response bias suggest that 
our sample is representative of the firm satisfying our 
criteria. 

3.2 Reliability and Validity 

Factor analysis using principal components factor 
analysis with factor extraction and VARIMAX rotation 
was conducted to examine the convergent and dis-
criminant validity [18]. The four commonly employed 
decision rules were applied to identify the factors [19]: 
1) minimum Eigen value of 1; 2) minimum factor load-
ing of 0.4 for each indicator item; 3) simplicity of factor 
structure; and 4) exclusion of single item factors. Reli-
ability was evaluated by assessing the internal consis-
tency of the indicator items of each construct by using 
Cronbach’s α [20]. 

The results of factor analysis relating to convergent 
validity are shown in Appendix. 

3.3 Measures 

Social control represents an informal control mechanism 
where monitoring occurs through interpersonal interac-
tions. As Jaeger and Baliga (1985) [21] notes, in socially 
controlled exchanges, one would expect the interactions 
between the principal and foreign agents to be weighted 
in favor of personal contacts such as visits, social meet-
ings, and use of expatriates. Based on this conceptualiza-
tion, a five-item scale was developed to capture the in-
formal interactions and socialization opportunities in 
principal-agent relationships. Alpha coefficient for this 
five item scale is 0.80. 

Following Chou (2003) [22], learning process consist 
of decision to contribute and decision to adopt. For an 
individual to contribute knowledge one has to formulate 
the tacit and explicit knowledge about what has been 
learned, what the problems were, what kind of know- 
how I used to solve the problems, and what the context 
for a solution was. The other activity for ‘contribute’ is to 
delivery such knowledge to the person who needs it. In 
order to do so, knowledge has to be represented in a way 
that is meaningful and easy to understand to others. In 
order to adopt knowledge, an individual has to search for 
the possible solutions and match the problems to the ap-
propriate solutions. Alpha coefficient for this seven-item 
scale is 0.85. 
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Product innovation was adapted from the scale devel-
oped by XIE Hongming and Wang Cheng et al. (2007) 
[23]. Product innovation is measured by a five-item scale. 
Production innovation Alpha coefficient for this five- 
item scale is 0.85. 

4. Analysis and Results 

The means, standard deviations and correlations of all the 
variables are reported in Table 1. The bivariate correla-
tions show that similarity is significantly related to social 
control, learning process and production innovation. Al-
though the bivariate relationships support our hypothesis, 
we use structural equation modeling approach to actually 
test the hypothesis, thereby taking into account any rela-
tionships between the latent variables and observable 
indicators. 

A structural equation modeling approach was applied 
to the data using the AMOS version 7.0 software packing. 
Figure 2 and Table 2 shows the results of the competing 
model analysis. Although the χ2 statistic for each model 
is significant, other relevant fit indices indicate good 
overall fit. The results show that learning process partial 
mediates the relationship between social control and 
production innovation. First, positive relationships exist 
between social control and learning process (H1: β=0.27, 
t=2.099) and learning process and production innovation 
(H3: β=0.36, t=2.913). Second, the significant relation 
ship between social control and production innovation 

Table 1. Means, standard deviations, correlations 

Multi-item scales Means S.D. 1 2 3 

(1) Social control 3.316 0.663 1.000   

(2)Learning process 3.826 0.498 0.276*** 1.000  

(3) Production innovation 3.330 0.695 0.447*** 0.412*** 1.000

 
indicated in the direct effects model (β=0.53, t=3.681), it 
is also significant in the partial mediation model (H2: 
β=0.44, t=3.286). Together these three points provide 
compelling evidence that there exists a partial mediating 
effect of learning process on the relationship between 
social control and production innovation. 

5. Conclusions and Discussions 

This study investigated the role of social control in fa-
cilitating learning process and production innovation. 
Based on 96 respondents from organizations in manu-
facturing, the service industry of international joint ven 
tures in China, we found that the functions of social control 
have a positive impact on the organizational learning 
processes. We also examined the impact of learning 
process on the adopting of social control to facilitate 
production innovation. Two interesting results were 
found. First, learning process is related to the effect of 
adopting social control to facilitate production innovation. 
Second, learning process partial mediates the influ- 
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Table 2. Test results that learning process partial mediate the influence of social control on production innovation 

Parameter Direct effects model Partial mediation model 

Hypothesized paths   

Social control →Learning process — 0.27(2.099) 

Social control →Product innovation 0.53(3.681) 0.44.(3.286) 

Learning process →Product innovation — 0.36(2.913) 

Goodness-of-fit statistics   

χ2 =53.624 =204.397 

d.f. =34 =116 

GFI =0.903 =0.809 

Comparative fit index(CFI) =0.947 =0.871 

Tucker-Lewis index(TLI) =0.930 =0.849 

RMR =0.044 =0.051 

RMSEA =0.078 =0.090 

 
ence of social control on production innovation. Unlike 
previous research, this paper examines the impact of so-
cial control on production innovation in a more compre-
hensive way. First, we integrate social control, learning 
process and production innovation in a theoretical model. 
Second, we conducted an empirical study to specify the 
learning process that mediates the influences of the adop-
tion of social control on facilitating production innova-
tion. By emphasizing the features of social control, we 
may facilitate the effect of learning process. On the other 
hand, we cannot overlook learning process, since it may 
increase or decrease the effect of production innovation. 
The implications of this study are three fold. 

First, this research explores the social control features 
that may facilitate learning process. Some of the features 
are new in supporting learning process. Understanding 
the features of learning process that facilitate organiza-
tional learning is very helpful for management. Manag-
ers should emphasize the learning process.  

Second, understanding the characteristics of the or-
ganizational learning process in an in international joint 
ventures environment may help us to design the facili-
tating mechanisms accordingly. The difference of the 
organizational learning process between in international 
joint ventures and regular environment is therefore wor-
thy of future research. 

Finally, our empirical study identified social control 
and learning process synergistic affect production inno-
vation. In order to obtain the most effective way of pro-
duction innovation, it is crucial that managers develop 
social control adopting strategy. This study further sup-
ports the belief that production innovation should be 

congruent with the learning process international joint 
ventures. To promote production innovation, firms shou- 
ld actively manage their learning processes. Whenever a 
new IJV is set up, its learning potential has to be care-
fully evaluated. Management should examine wheth- er 
the IJV provides novel and useful management experi-
ence and whether knowledge can be acquired from other 
partners of the IJV. The evaluation step has to be fol-
lowed by allocating appropriate resources for the purpose 
of learning. To exploit the learning potential identified 
above, clear objectives with respect to learning have to 
be set for managers who are sent to work in the IJV. 

Like all research, this study has left some unanswered 
questions that suggest avenues for future research. First, 
our sample of South China may not be representative of 
China. Thus, a direction for future research would be to 
test the various hypotheses in this study using a broader 
sample of China. Further, the sample size, 96 IJV, was 
relatively small, which might account for some of the 
marginal effects that we observed; future research should 
aim to replicate this study with a larger sample. Second, 
the use of data and analysis do not allow the possibility 
of bidirectional (feedback) effects to be explored. Future 
studies can collect longitudinal data to assess such bidi-
rectional (feedback) effects. Longitudinal data may also 
be sought in future studies in order to explore the causal 
link between social control, learning process and produc-
tion innovation. The model proposed and tested in this 
study is based on the notion that learning process partial 
mediates the influence of social control on production 
innovation. However, as a relationship develops, the 
model may also affect the evolution of a mix of control 
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mechanisms used to achieve desired production innova-
tion. Hence, an interesting approach for future research 
would be a longitudinal analysis of how control mecha-
nisms used in production innovation. Third, we discuss 
only social control; we believe researchers should in-
clude control mechanism other than just social control 
when studying the production innovation of international 
joint ventures in China. 
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Appendix 

Table 3. Social control (five indicator variables; Cronbach’s 
α = 0.803 

Factor loadings

1. We often have social meetings where our firm manag-
ers and foreign agents interact with each other 

0.745 

2. We frequently send our managers to this foreign 
country to update our agents about product changes 

0.763 

3. Our firm managers make frequent trips to this for-
eign country to meet with our agents 

0.810 

4. Our foreign agents make frequent trips and visit our 
business headquarters 

0.605 

5. We provide training to our foreign agents in our 
business headquarters 

0.834 

 
Table 4. Learning process (five indicator variables; Cron-
bach’s α = 0.852 

Factor loadings

1. Employees are wiling to contribute their expertise 0.668 

2. I can contribute my working experience easily 0.744 

3. A learning community may eliminate temporal and 
spatial constraints 

0.675 

4. My problems will be solved by adopting col-
leagues’ opinions 

0.725 

5. I can obtain the solution for a specific problem from 
a learning community 

0.796 

6. To solve the problems that may have in work prac-
tice, I need more innovative ideas 

0.783 

7. Learning community will facilitate the creation of 
innovative ideas 

0.752 

 

Table 5. Product innovation (five indicator variables; Cron-
bach’s α = 0.854 

Factor loadings

1. This organization’s new products acquire many 
innovation prizes 

0.768 

2. This organization develops abundance products 0.804 

3. This organization has more patent than others 0.805 

4. This organization mostly profit result from new 
products and service 

0.831 

5. This organization seeks out and acquires new tech-
nologies of improving process 

0.781 
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ABSTRACT 

Forecasting reliable estimates on the future evolution of relevant variables is a main concern if decision makers in a 
variety of fields are to act with greater assurances. This paper considers a time series modelling method to predict 
relevant variables taking VARMA and Transfer Function models as its starting point. We make use of the rational 
Padé-Laurent Approximation, a relevant type of rational approximation in function theory that allows the decision 
maker to take part in the building of estimates by providing the available information and expectations for the decision 
variables. This method enhances the study of the dynamic relationship between variables in non-causal terms and al-
lows for an ex ante sensibility analysis, an interesting matter in applied studies. The alternative proposed, however, 
must adhere to a type of model whose properties are of an asymptotic nature, meaning large chronological data series 
are required for its efficient application. The method is illustrated through the well-known data series on advertising 
and sales for the Lydia Pinkham Medicine Company, which has been used by various authors to illustrate their own 
proposals. 
 
Keywords: Time Series Modelling, Expectations, Economics, Numerical Methods, Padé Approximation 

1. Introduction 

The possibility of forecasting reliable estimates for the 
future behaviour of relevant variables is main concern to 
decision making in numerous fields (including business, 
industry, energy, environmental, government agencies 
and medical and social network fields). Consequently, 
from a scientific standpoint, it is necessary to investigate 
alternative methods that can provide estimates while also 
introducing them into a technological system that allows 
the decision maker himself to participate in the composi-
tion of said predictions. Many researchers have at-
tempted to satisfy this requirement from different per-
spectives, such that the prediction problem is always 
present in any generic data-mining task. And yet, the 
technique selected for use depends on the availability and 
type of data in relation to the hypotheses of the methods 
that sustain the desired technique and which yield dif-
ferent degrees of accuracy, time horizons and different 
computational and social costs. The use of a relevant 
technique within the scope of rational approximation, 

namely the Padé Approximation (PA), has had a gratify-
ingly enriching and stimulating effect on the study of the 
dynamic relationship structure between variables, espe-
cially within the context of identifying univariate and 
multivariate ARMA models (see, among others, [1–5]). 

In particular, within the scope of rational model for-
mulation in causal terms, this technique acquires a spe-
cial relevance for characterizing simple models at a 
computational level with which to specify the determi-
nistic part in certain time series models. At the same time, 
it provides reliable initial estimates for obtaining a de-
finitive model by using more efficient, iterative methods 
once the random component has been identified. 

The choice of a particular VARMA model, namely the 
Transfer Function [6] model which constitutes one of the 
most widely used representations in the input-output 
context of dynamic stochastic systems through the use of 
polynomial rational expressions, serves to highlight the 
influence that the expectations or forecasts for an ex-
planatory variable (input) exerts on the model under con-
sideration. 

In this sense, the formulation of the time series analy-
sis instruments that encompass the available sampling 

*This research was partially funded by Plan Nacional Project no. 
MTM2008-06671, MTM2006-14961-C05-03 and the Centro de 
Investigación Matemática de Canarias (CIMAC). 
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information and the establishment of non-causal models 
into which the forecasts are incorporated, that is, the 
knowledge that by way of ex ante or ex post expectations 
is provided by economic theory or by the empirical evi-
dence, if any, about the model’s explanatory variable(s), 
provide a basic framework for tackling the study of the 
rational identification of time series models from a more 
general context. 

The method that allows for a sustained study of the 
time series identification from an evolutionary, but not 
necessarily causal, standpoint of the variables involved is 
based on a generalization of the PA concept to the study 
of formal Laurent series [7]. The use of this approach 
allows for the study of new dynamic identification pro-
cedures by means of a single model that simultaneously 
approximates both time directions in a formal Laurent 
series while encompassing the classical case as a specific 
one when the expectations are not included (see, for ex-
ample, [8,9]). 

The consideration of this broader dynamic framework, 
however, into which future information on the model’s 
variables is incorporated, favours a continuous feedback 
process through which the formulated expectations are 
replaced period by period by updated information as the em-
pirical evidence modifies or confirms the predictions made. 

It is worth noting that the models are in no way insen-
sitive to changes in the way the expectations are made; 
on the contrary, these changes lead to different dynamic 
behaviours insofar as it is the precise nature of the ex-
pectations that determines the explicit dynamics of the 
forecasted variables. 

In this sense, the possibility of offering different mod-
els for a single data series by simply modifying the ex 
ante expectations made by economic agents allows us to 
obtain future knowledge about their influence on the 
model and therefore to contrast and compare different 
dynamic specifications so as to yield an optimum model. 

In short, the performance of a sensibility analysis will 
permit for a contrast of the extent to which the forecasts 
of a variable’s future behaviour affect the mode’s predictions 
and, as a consequence, its adequacy to the empirical data. 

So as to illustrate the rational Padé Approximation in 
modelling time series, we develop an application for the 
study of data from the advertising-sales series involving 
the activity of the Lydia E. Pinkham Medicine Company 
for the period 1907–1960 [10]. This series, which has 
been analyzed by numerous authors to illustrate their 
proposed methods, presents, as noted in [11,12], various 
characteristics which make it the ideal example for 
studying the relationship between both variables. Some 
of the reasons that justify the prominent role of this series 
in studies conducted to date are, among others, the im-
portance of advertising as the company’s sole marketing 
instrument, as well as the elevated advertising costs to 
sales ratio (above 40%) which, in some instances, even 
exceeded 80%. 

This paper is structured into three sections. The first 
two present certain theoretical foundations for the prop-
erties of the PA that allow for the identification of the 
orders in VARMA models and TF models with expecta-
tions. We note the last section, which is devoted to the 
empirical results of the study on the aforementioned ad-
vertising-sales series. We conclude the work with the 
more relevant conclusions and the main references. 

2. VARMA Models 

A non-deterministic, k-dimensional centred process can 
be expressed as a vector autoregressive moving average 
model (VARMA(p, q)) if ( ) ( )p t q tA B X B B a , where 

1( ) ... p
p pA B I A B A B   

 

and 

1( ) ... q
q qB B I B B B B   

 

are kxk polynomial matrices in the lag operator B, that is, 
the coefficients iA  and  ( 1,..., ; 1,..., )jB i p j q   are 

kxk matrices. 
The k vector ta  is a series of i.i.d. random variables 

with a zero mean multivariate norm and covariance ma-
trix . 

The series tX  is said to be stationary when the zeros 

of )PA B（  are outside the unit circle and invertible 

when the same can be said for those of )qB B（  . 

This type of model is useful for understanding the dy-
namic relationships between the components of the series 

tX . In this sense, one series can cause another or there 

may be a feedback relationship or they may be contem-
poraneously related. 

In the case of the Lydia Pinkham advertising-sales se-
ries, the joint modelling of these effects by means of the 
procedures described in [13] allows the type of dynamic 
relationship existing between both variables to be deter-
mined [14]. 

A consideration of the PA matrix method yields the 
following theorem, which can be used in the first steps of 
the VARMA model identification. 

Theorem 1 [15].- Let tX  be a second-order station-

ary k-dimensional process. Let -( ) (  )t t hR h Cov X X  be 

the covariance matrices of the process. Let  

1
, 01( , ) (( ( 1 )) j

k hM i j R i j k h 
     . 

Then, 

~tX VARMA ( , )p q  rank 1( , )M i j = 

rank 1( 1, 1)  , / ,M i j i j i q j p      



Padé Approximation Modelling of an Advertising-Sales Relationship 

Copyright © 2010 SciRes                                                                                 JSSM 

93

3. Transfer Function Models with  
Expectations 

Based on the PA definitions for a formal power series 
[16] and its extension to the study of formal Laurent se-
ries [7], we can provide a characterization for the identi-
fication of a TF model with expectations by means of the 
Toeplitz determinants 

, , 1( ) ( )g
f g i f k j k jT c det c        

Given two stationary time series ,t ty x , let us assume 

the existence of a unidirectional causal dynamic rela-
tionship t tx y  given by the combination of simulta-

neous and shifted effects of the input variables (including 
the presence of expected values that may or may not fol-
low the same distribution as the data), and let us consider 
a generalized TF model of the form: 

( ) ;    ( ) i
t t t i

i

y v B x N v B v B




     

in which the t ix   refers to the present and past of the 

input series (data) if 0i   and to the expected values of 
the input series (expectations) if 0i  , and such that the 
exogenous variables represented by xt satisfy a VARMA 
model. 

A finite-order representation for the Impulse Response 

Function (IRF), namely, ( ) i
i

i

v B v B




   that simulta-

neously approximates both directions in time and enables 
the estimation of a finite number of observations will be 
characterized by the following result: 

Theorem 2 [17].- Given the series ( ) i
i

i

v B v B




  , 

the following conditions are equivalent: 

a)     

1 1

( )
(1 )(1 )

K
i

i
i H

N U
i i

i i
i i

a B
v B

q B q B






 


 



 
 

b)  

, , ,( ) 0,  ( ) 0;  ( ) 0 <H >N; H N i K U i J M iT v T v T v J M      

, ( ) 0 J M iT v J K M U      

Due to the properties of the lag operator, the following 
equivalency holds: 

, ,

,

( ) ( )

( ) ( )
H K I L

t t t t t
N U M

A B A B
y x N x N

Q B Q B

     

where 

,,  ,  , ( ) y ( )I L MI H N L K N M N U A B Q B        

are polynomials of the form: 

,
0

( )         ( )
L M

i i
I L i M i

i I i

A B a B Q B q B
 

    

Assuming the non-existence of common roots and the 
conditions for ensuring the stability of the model hold, 
the problem will consist of determining, in keeping with 
the sample information available and by means of a di-
rect estimation of the IRF, the best orders , ,I L M  that 

describe ( )v B . 

With this in mind, the steps to follow in studying the 
dynamic identification for a generalized formulation of 
the TF model are: 

1) Obtain the estimates îv  for the weights iv  of the 

IRF ( )v B , approximating ( )v B  by a finite number of 

terms, that is, 
'

ˆ( )
k

i
i

i k

v B v B


  with , 'k k Z , normally 

0, ' 0k k  . 
2) Calculate the Toeplitz determinants associated with 

the series of estimated relative weights 
ˆ

ˆ
ˆmax

i
i

i
k i k

v

v


 

  

and arrange them in a tabular form (T-table) as a gener-
alization of the C-Table for the classic case. 

3) Estimate the model parameters. 

4. Empirical Results 

The first model for the Lydia Pinkham advertising-sales 
for the period 1907–1960 involving the TF models 
method was proposed by [10], which assumed a unidi-
rectional causal dynamic relationship from advertising to 
sales. The possible existence of a relationship in the other 
direction has, however, been mentioned by other authors. 
Various subsequent papers, including [14,18,19], have 
illustrated the application of this method using the ana-
lyzed series as reference. This assumption of unidirec-
tional causality has been questioned on several occasions, 
however, as some maintain there is a feedback relation-
ship [11,14,19,20]. That is why, in what follows, we 
analyze two cases, one involving the identification of a 
VARMA model, and another in which, assuming the 
existence of a unidirectional causal dynamic relationship 
from advertising to sales, we present various TF models 
and analyze the influence on the sales trends of different 
behaviour schemes or ex ante forecasts for the variable 
input, which in this case is advertising. 

In any case, and given that both series exhibit non- 
stationarity, we present the models by taking first differences. 

4.1 VARMA Models 

Once the ranks for 1( , )M i j , 0 5,  0 5i j     are 

obtained, applying Theorem 1 to the aforementioned data 
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provides the results shown in Tables 1 and 2, depending 
on the sample size used in the estimates. This indicates, 
as per the above theorem, that the differentiated data fol-
low a VARMA (0, 1) model exchangeable with (1, 0), 
according to Table 1, and a VARMA (0, 2) interchange-
able with (2, 0), according to Table 2. 

Note how in Table 1, even though square (1, 1) does 
not have the same value as squares (i, i), i2 due to 
rounding errors in the calculations, using theoretical Padé 
Matrix Approximation results we know that these values 
have to coincide. 

Once the model orders are calculated, the maximiza-
tion of the likelihood function allows for a determination 
of efficient estimators. Using the Time Series Processor 
(TSP) software package [21], the results for the estimated 
VARMA (1, 0) and VARMA (2, 0) models yield: 

1

0.20 0.40

0.05 0.45

44132

23893 46790

t t tX X 

 
   
  
 
    
 
 

 

and 

1 2

0.25 0.55 0.49 0.04

0.09 0.51 0.32 0.08

33326

18249 45672

t t t tX X X  

     
        
       
 
    
 
 

 

 
Table 1. Orders of VARMA models. Alternative 1 

 0 1 2 3 4 5 

0 0 0 0 0 0 0 

1 2 1 0 0 0 0 

2 4 2 2 0 0 0 

3 5 4 2 2 0 0 

4 6 5 4 2 2 0 

5 7 6 5 4 2 2 

 
Table 2. Orders of VARMA models. Alternative 2 

 0 1 2 3 4 5 

0 0 0 0 0 0 0 

1 2 2 1 0 0 0 

2 3 3 3 1 0 0 

3 4 3 3 3 1 0 

4 5 4 3 3 3 1 

5 6 5 4 3 3 3 

where 1 , 2( )t
t t tX X X  and 1tX  and 2tX  are the first 

differences of the advertising and sales data, respectively. 
As for the relationship between variables, we can con-

clude that a) the value of element (1, 2) in coefficient 1A  

in both models, namely 0.40 and 0.55, indicates the exis-
tence of a relationship between sales and future advertis-
ing in a period, b) the negligible value of element (2,1) in 
coefficient 1A , namely -0.05 and -0.09, indicates a weak 

relationship between advertising and future sales, and c) 
the estimated correlation between residuals 1̂t  and 2

ˆ
t  

indicates that advertising and sales are contemporane-
ously related. 

Figures 1 and 2 show both models. 

4.2 FT Models with Expectations 

Taking into account the relationship between sales and 
future advertising noted in the above VARMA models, 
we now build transfer function models associated with 
three specific cases, depending on whether the advertis-
ing expectations follow a increasing or decreasing trend 
or whether they respect the predictions of the ARMA 
model for the input series (advertising), that is,  

2 4(1 0.269 0.325 ) t tB B x N    . 
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Figure 1. Advertising. First differences 
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Figure 2. Sales. First differences 



Padé Approximation Modelling of an Advertising-Sales Relationship 

Copyright © 2010 SciRes                                                                                 JSSM 

95

Starting from a generalized TF model for the advertis-
ing ( tx ) and sales ( )ty  variables, and keeping in mind 

that the series are first-order integrable, we formulate the 
model 

( )  t t ty v B x a     

in which ( )v B  is approximated by a finite number of 

terms from k to k’, that is, 
'

ˆ( )
k

i
i

i k

v B v B


  , normally 

0, ' 0k k  . 
Following the steps suggested by the method proposed 

yields the following results: 
Case a: The expectations follow an increasing trend 
After estimating the weights îv , the resulting T-table for 

the series of estimated relative weights is as shown in 
Table 3. 

The behaviour of this table suggests a model of the 

form 3,0 2,1

1,1 0,2

ˆ( ) ( )
ˆ( ) ( )

A B A B

Q B Q B
 



  

Specifically, once the parameters are estimated and the 
noise process is analyzed using the SCA software [22], 
the resulting model is: 

1

2

.4334 .3267

1 1.5010 .6518t t t

B B
y x a

B B

 
   

 
 

Table 3. T-Table. Orders of TF models with expectations in 
Case a 

 1 2 3 4 5 6 7 

-12 -.29 .09 -.02 .01 .00 .00 .00 

-11 -.11 .21 -.05 .05 -.02 .01 .00 

-10 .68 .45 .32 .24 .14 .09 .05 

-9 -.11 -.07 .12 .24 .07 .04 .08 

-8 .12 .04 .10 .21 -.03 -.05 .09 

-7 .23 .14 .01 .19 .16 .14 .06 

-6 -.76 .47 -.28 .16 .04 -.18 .25 

-5 .46 .05 .16 .20 .20 .17 .45 

-4 -.22 -.15 -.06 .06 .15 .34 .27 

-3 .43 .23 .08 .06 .01 .44 .56 

-2 .21 -.13 .013 .05 -.17 .57 .12 

-1 .40 -.05 .31 .44 .51 .78 .82 

0 1.00 .93 .87 .75 .51 .35 -.01

1 .16 -.16 .16 .28 -.01 .17 .02 

2 .18 .00 .08 .11 -.09 .08 -.02

3 .22 .09 .04 .07 .01 .03 .03 

4 -.26 .08 -.06 .04 .02 .00 -.03

5 -.05 -.09 .01 .04 .01 .02 .02 

Case b: The expectations follow a decreasing trend 
In this case, the method yields the following model: 

1

2

.4331 .3285

1 1.5016 .6514t t t

B B
y x a

B B

 
   

 
 

as suggested by Table 4. 
Note the analogy between the models for cases a) and b). 

Case c: The expectations are generated by the ARMA 
model of the input series 
In this case, the T-table obtained by the series of esti-
mated relative weights is shown in Table 5 and suggests 

a model of the form 3,0 1,2

2,1 0,3

ˆ( ) ( )
ˆ( ) ( )

A B A B

Q B Q B
 



  which, once 

estimated, yields  
1

2

.5413 .1775

1 1.3754 .6612t t t

B
y x a

B B

 
   

 
 

whose parameters differ significantly from those ob-
tained in the first two cases. 

The results for the three cases considered are shown in 
Figures 3, 4 and 5. 

As we can see, the incorporation in the model of the ex 
ante advertising forecasts as well as the various forma-
tive mechanisms that not only include the information 
contained in the available historical data but also that 
derived from the company’s desires and the strategies 
and outlooks devised by the economic agents in the deci-
sion-making process, facilitate obtaining valid dynamic 
formulations from a data fitting perspective. In addition,  

Table 4. T-Table. Orders of TF models with expectations in 
Case b 

 1 2 3 4 5 6 7 

-12 -.21 .04 -.01 .00 .00 .00 .00 

-11 -.14 .19 -.06 .04 -.02 .01 .00 

-10 .83 .68 .58 .51 .42 .34 .28 

-9 -.14 -.13 .20 .47 .10 .01 .25 

-8 .18 .07 .18 .39 .01 -.07 .21 

-7 .25 .21 .02 .32 .28 .25 .14 

-6 -.82 .56 -.38 .25 .04 -.30 .51 

-5 .46 .02 .16 .24 .27 .27 .76 

-4 -.23 -.13 -.05 .06 .15 .44 .40 

-3 .39 .20 .07 .05 -.02 .50 .69 

-2 .22 -.11 .10 .06 -.16 .60 .18 

-1 .41 -.05 .26 .41 .50 .78 .83 

0 1.00 .91 .83 .71 .47 .33 -.02

1 .21 -.13 .16 .26 -.03 .15 .01 

2 .18 -.02 .07 .10 -.08 .07 -.01

3 .23 .10 .04 .06 .01 .02 .03 

4 -.23 .08 -.06 .03 .02 .00 -.03

5 -.10 -.07 .01 .03 .01 .02 .03 
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Table 5. T-Table. Orders of TF models with expectations in 
Case c 

 1 2 3 4 5 6 7 

-12 -.25 .06 -.02 .00 .00 .00 .00 

-11 -.11 .21 -.05 .05 -.02 .01 -.01

-10 .79 .61 .50 .43 .33 .26 .20 

-9 -.12 -.12 .19 .40 .12 .03 .22 

-8 .17 .06 .17 .32 .01 -.10 .22 

-7 .27 .21 .04 .25 .26 .27 .15 

-6 -.79 .50 -.29 .15 .12 -.34 .53 

-5 .49 .08 .18 .23 .26 .20 .69 

-4 -.20 -.16 -.04 .06 .15 .39 .38 

-3 .41 .21 .07 .04 -.01 .47 .66 

-2 .23 -.12 .11 .04 -.14 .58 .15 

-1 .41 -.06 .27 .40 .49 .77 .83 

0 1.00 .92 .83 .70 .46 .31 -.04

1 .21 -.14 .17 .27 -.01 .15 .02 

2 .18 -.02 .08 .11 -.09 .07 -.02

3 .25 .10 .05 .07 .01 .02 .03 

4 -.24 .08 -.06 .04 .02 .00 -.03

5 -.07 -.08 .01 .04 .02 . 02 .02 

ADVERTISING. ARMA MODEL

0

500

1000

1500

2000

2500

1 7 13 19 25 31 37 43 49 55 61 67

ADVERTISING
DATA

ARMA MODEL

 
Figure 3. Advertising. ARMA model 
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Figure 4. Advertising. Data and expectations 
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Figure 5. Sales. Transfer function model with advertising 
expectations 
 
to the extent that a knowledge can be had of the future 
influence of said forecasts on the relationship under con-
sideration, it is possible to evaluate its sensitivity to al-
ternative dynamic specifications and, as a consequence, 
determine the optimum model. 

5. Conclusions 

In this paper we show the usefulness of the Padé-Laurent 
Approximation to the study of the deterministic part in 
the dynamic relationship between various variables, since 
it allows for the introduction of expectations or expected 
future values for certain variables. We illustrate the tech-
nique described by modelling the dynamic relationship 
between advertising and sales for the available data in the 
references consulted for the Lydia E. Pinkham Company. 
Also included is a sensitivity analysis of the estimates as 
a function of the expected future values or expectations 
of the decision maker for the advertising variable. 

It would be interesting to combine this approach with 
the use of hybrid models that include a proper combina-
tion of linear and/or non-linear models of the type stud-
ied in [23]. 
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ABSTRACT 

We study projectile motion with air resistance quadratic in speed. We consider three regimes of approximation: 
low-angle trajectory where the horizontal velocity, u, is assumed to be much larger than the vertical velocity w; 
high-angle trajectory where w u ; and split-angle trajectory where w u . Closed form solutions for the range in 
the first regime are obtained in terms of the Lambert W function. The approximation is simple and accurate for low 
angle ballistics problems when compared to measured data. In addition, we find a surprising behavior that the range in 
this approximation is symmetric about / 4 , although the trajectories are asymmetric. We also give simple and prac-
tical formulas for accurate evaluations of the Lambert W function. 
 
Keywords: Projectile Motion, Air Resistance Quadratic 

1. Introduction 

In a previous paper on projectile motion with air resis-
tance linear in speed, we presented closed form solutions 
for the range in terms of the Lambert W function [1]. 
Amid the growing list of problems that benefited from 
using the W function [2–7], one question naturally arises 
as to whether a similar approach exists if air resistance is 
quadratic in speed, the more realistic case in practice. 

We have studied this problem and found that solutions 
exist for low-angle trajectories using the W function. In 
this paper, we report our findings, starting with an over-
view of the regimes of approximation in Section 2. We 
focus on the low-angle regime in Section 3 and discuss 
the dynamics, which leads to a remarkable property that 
the range is symmetric about / 4 , even in the presence 
of air resistance. For completeness, high-angle and split- 
angle regimes are briefly discussed in Section 4 and 5, 
respectively, followed by a comparison with observed 
data and discussions in Section 6. To make the W func-
tion easily accessible, in the Appendix we give simple 
and practical formulas for the accurate evaluation of this 
function. 

2. Regimes of Approximation 

We assume the net force F


, including air resistance and 

gravity on the projectile of mass, m, to be F 


 mbvv


 

mgj


. This leads to the equations of motion as 

, ,
du dw

bvu buw g
dt dt

             (1) 

where b is the drag coefficient with the dimensions m-1. 
The components of the velocity are v ui wj 

 
, with 

/u dx dt  and /w dy dt , where x and y are the usual 

horizontal and vertical positions of the projectile. The 
initial position of the projectile is at the origin. Through-
out the paper, we use the following notations for fre-
quently occurring terms: 

u0, w0 = initial horizontal and vertical velocities; 

R0 = 0 02u w

g
= range with no air resistance;      

0 0
0

2u w
b bR

g
                (2) 

To our knowledge, closed form solutions to (1) are 
known only for special initial conditions, not for arbitrary 
initial conditions [8]. The difficulty is with the coupling 

of u and w in the speed 2 2v u w   which makes the 
problem inseparable. Further approximations are neces-
sary to solve (1) analytically. 
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We consider three approximations aimed at linearizing 
the speed according to the relative magnitudes of u and w: 
low-angle trajectory (LAT) approximation, u w ; high- 
angle trajectory (HAT) approximation, w u ; and 

split-angle trajectory (SAT) approximation, u w , as, 

 

2 2

 ,

,

2  ,

u if u w LAT

v u w w if w u HAT

u or w if u w SAT


   








   (3) 

Each of the approximations will be discussed below, 
with the emphasis on LAT that is important in practice 
and in ballistics. 

3. Low-Angle Trajectory (LAT) Approximation 

3.1 The Trajectory 

We assume in this case the horizontal velocity is on av-
erage much greater than the vertical velocity, u w . 
This will be the case if the firing angle is small, a case 
also discussed by Parker [9]. Here the speed may be ap-
proximated as v u  according to (3), so that the equa-
tions of motion in the LAT approximation are 

2 , .
du dw

bu buw g
dt dt

              (4) 

One can solve for u first, after which w, x, and y can be 
obtained. Hereafter, we will omit non-essential interme-
diate steps. The solutions may be verified by substitution 
into the equations of motion. The solutions are 

0 0
0

/ 2 1
, , ,

1 1 2

u w gt
u w gt a bu

at at


   

 
  (5) 

2
0

1 1 1
ln(1+ ), ln(1+ ) .

2 4 2

g gt
x at y w at gt

b a a a
      
 

 

(6) 

Equation 6 gives the trajectory in the LAT approximation. 
The trajectories computed from (6) are plotted in Fig-

ure 1 for three angles: 20o, 45o, and 70o. The initial speed 
is 9.8 m/s for all angles. The drag coefficient is 

10.1b m . 
For comparison, we also show the trajectory from 

ideal projectile motion with no air resistance and the tra-
jectory from the solutions with the full 2v  air resistance, 
Equation 1. We will simply refer to the former as the 
ideal motion, and the latter as the full solution. 

The full solution is carried out by numerically inte-
grating the equations of motion with the full 2v  resis-
tance (1), using the Runge-Kutta method. (The two 
curves labeled HAT and SAT in Figure 1 are discussed 
in Sections 4 and 5.) 

The agreement between the LAT approximation and 

the full solution is good at 20o (nearly indistinguishable in 
Figure 1(a)), and it becomes worse for larger angles. This 
is as expected since the assumption was that LAT is valid 
only at small angles. The range is much reduced compared 
to the ideal motion. Air resistance introduces in the trajec-
tories a well-known backward-forward asymmetry. The 
ascending part of the trajectory is shallower and longer, 
and the descending part is steeper and shorter. 
 

 

 

 

 

Figure 1. The trajectories for an initial speed of 0 9.8m/sv   
and drag coefficient 10.1mb   at three firing angles, 20o 
(a), 45o (b), and 70o (c). The labeled curves are (see text): 
Full (thick solid line) - the numerical solution with the full 

2v  resistance; LAT (solid line); HAT (dashed line, see Sec-
tion 4); SAT (dash-dotted line, see Section 5), Ideal (dotted 
line) - motion without air resistance 
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3.2 The Range and Height in Comparison with 
Measurements 

To find the range of the projectile we eliminate t from (6) 
to obtain 

 0 2
0

exp(2 ) 1 .
2 4

g x g
y w bx

a u a
     
 

      (7) 

The range, R, is the value of x when 0.y   It satisfies 

 0 2
0

exp(2 ) 1 0.
2 4

g R g
w bR

a u a
     
 

      (8) 

This is a transcendental equation that until now had been 
customarily solved numerically or graphically [9]. But as 
we reported [1], equations of this type can also be solved 
analytically, with the results written in closed form in 
terms of the Lambert W function. 

The Lambert W function [10] is defined, for a given 
value z, as the (inverse) function satisfying 

    exp .W z W z z             (9) 

Our discussions below refer closely to the properties 
of this relatively “new” function. For readers unfamiliar 
with this function, we give a brief review in the Appen-
dix. There the reader will also find some practical for-
mulas for evaluating W. 

To solve for the range R in terms of W, (8) needs to be 
rearranged in the form of (9) such that the multiplicative 
prefactor to the exponential,  W z , is the same as the 

exponent. This can be achieved by following the steps in 
[1]. The result is 

1 1 1 1
2 exp 2 exp ,

1 1 1 1
bR bR

   
     
                   

(10) 
with defined in (2). We identify from (9) and (10) that 

   1 1 1
2 ,or ,

1 2 1

1 1
exp

1 1

W z bR R W z
b

z

 

 

   
            

 
     

 (11) 

This is the closed form expression for the range, R, in 
the LAT approximation. 

The height, H, can be obtained by maximizing y in (7), 
and is given by 

 0

0

1
ln 1+ 1 .

2

w
H

bu

 


 
  

 
      (12) 

We compare in Table 1 measured range and height 
data with calculations from Equations 11 and 12 for fir-
ing angles less than one degree. (The details of the cal-
culations are given in the next subsection.) 

Table 1 shows that the measured data [11] and the cal-
culations agree well once the firing angle is above about 
10 minutes of arc. The discrepancy between measure-
ment and theory is due to the uncertainty in the value b 
(see Table 1 caption), and not the approximation itself. 
Because the largest angle is still less than 1, higher order 
corrections are negligible. The relative error for the 
height is usually much larger than the relative error for 
the range. This is probably due to the difficulty in accu-
rately measuring the relatively small height in this case. 

The large errors in height and in range at the two small-
est angles need not cause concern. It is due to the combi-
nation of exceeding difficulty in determining the small 
angle and the small height at the same time. Note that the 
diameter of the projectile and the height are of the same 
order of magnitude here. Overall, this example shows that 
if a reasonable b can be obtained, the LAT approximation 
should work well for low angle ballistics problems. 

3.3 Analytic Properties of the Range 

3.3.1 The Symmetry of Range in Firing Angle 
The analytic Formula 11 enables us to immediately draw 
several surprising conclusions on the general properties 
of the range, R. Since z is a function of  which depends 
on the product  0 0 02u w sin  ( 0  is the firing angle), 

we conclude that i) the range R is symmetric about / 4 , 
that is to say, two firing angles 1  and 2  will lead to 

the same range if 1 1 / 2     (see the LAT curves in 

 

Table 1. Measured and calculated results for a projectile of mass m = 9.7 g, diameter d = 0.76 cm, and muzzle velocity 823 m/s. 
The measured data are taken from [11]. Results are calculated from the LAT approximation (11,12). The drag coefficient b = 
1.05x10-3 m-1 is determined from 2 /b C d m , where C = 0.15 is the recommended value [11], and  = 1.2 kg/m3 is the air 
density 

Firing Angle (min)  2 5 8 12 16 20 26 33 40 49 

Measured 91 183 274 366 457 549 640 732 823 914 

Calculated 76 177 265 367 456 534 636 738 826 923 Range, R (m) 

Error, % 16 3.3 3.3 0.27 0.22 2.7 0.63 0.82 0.36 0.98 

Measured 0.02 0.1 0.19 0.33 0.61 1.0 1.5 2.3 3.2 4.5 

Calculated 0.011 0.068 0.17 0.36 0.62 0.93 1.5 2.3 3.2 4.5 Height (m) 

Error, % 45 32 11 9.1 1.6 7.0 0.0 9.5 3.2 2.2  
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Figures 1(a) and (c)); and ii) because W(z) is a mono-
tonic function, the maximum range occurs at / 4  [12]. 
Remarkably, these properties i) and ii) with air resistance 
in the LAT approximation are exactly the same as for 
ideal projectile motion without air resistance. 

Given initial conditions 0u  and 0w , the range, R, 

can be computed from (11). Since z is negative and W(z) 
is multi-valued (see Appendix) for 0z＜ , we have a 

choice of the branches 0W  or 1W . Comparing z in (11) 

and (9) we identify one trivial solution, namely the pri-
mary branch, 

 0

1

1
W z


 


              (13) 

This solution, although mathematically correct, is un-
physical because it gives a zero range when substituted 
into (11). The physical choice must be 1W . We note 

that for linear resistance [1] the choices were the opposite, 
where 0W  was the physical solution and 1W  the un-

physical one. 
The range, R, calculated from (11) using 1W  is 

shown in Figure 2 as a function of the firing angle. It 
clearly demonstrates that R is symmetric about, and 
maximum at, / 4 . Also shown in Figure 2, for com-
parison, are the ranges for ideal projectile motion with no 
air resistance and with the full 2v  resistance. 

Unlike the LAT case, the range of the full solution in 
Figure 2 is not symmetric about / 4 . It reaches maxi-
mum at an angle below / 4 , a fact that is well known.  
 
 

 

Figure 2. The range of projectile motion as a function of the 
firing angle 0 . The initial speed is 0v = 9.8 m/s and the 

drag coefficient is b = 0.1 m-1. The LAT approximation 
(solid line) is maximum at and symmetric about / 4 , as is 
the ideal motion (dash-dotted line). The range with the full 

2v  resistance (dashed line) peaks before / 4 , and is 
asymmetric 

The LAT range is in good agreement with the full solu-
tion for low firing angles as expected, up to around 

/ 6 . Compared to the ideal case, the maximum ranges 
in the LAT and the full solutions are substantially re-
duced, by about 40% for this particular set of parameters. 

We note that the LAT approximation produces asym-
metric trajectories (Figure 1) but symmetric ranges. The 
physical reason can be traced to two factors influencing 
the range: the time of flight and the average horizontal 
velocity, as discussed below. 

3.3.2 The Time of Flight and the Average Velocity 
The average horizontal velocity, u , and the time of 

flight, T, are related by 

.R u T                (14) 

The time of flight T can be obtained from (6) by set-
ting x R , at t T . Together with (11), this gives 

   
0 0

exp 1 1 1 1
exp 1 .

2 1

bR
T W z

bu bu 
                

 

(15) 

The average horizontal velocity can be expressed from 
(14) and (15) as 

   
1

0 1 1 1
1 exp 1 .

2 1 2 1

u
u W z W z

 


                      

(16) 

Quantitatively, as the firing angle increases, the time 
of flight T increases, but the average horizontal velocity 

u  decreases. However, before / 4 , the increase in T 

is more than the decrease in u  so that the range as 

governed by (14), increases. After / 4 , however, the 
opposite happens so that the range decreases. The sym-
metric range is a result of the balance between T and u . 

3.3.3 The Range for Small and Large Air Resistance 
In the limit of small air resistance, 0b  , the dimen-
sionless parameter  will be small, 0  . The argu-

ment z to the W in (11) approaches 1/z e  , and 

  1W z    (see Appendix). Using the properties of 

W(z) and after some algebra (we leave the details as an 
exercise to the interested reader), the first order correc-
tion to the range, R, in (9) is 

0 0 0

2 2
1 1 , 0,

3 3
R R R bR b          

   
   (17) 

where 0R  is the range of ideal projectile motion, 0b  . 

For large air resistance, 1b  and 1  . As 

  , 1/z    according to (11). Using the as-
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ymptotic expressions for    1 0 ln /W z z ln z    

(see Appendix), we have from (11) 

 0
ln

with , 1.
2

lnR
R b

 



      (18) 

It is interesting to compare the scaling behavior with our 
earlier study [1] for linear resistance, where we found the 
range to scale as 1/ b , the inverse of the resistance. For 

quadratic resistance, (18) indicates  ln ln /R b b b . 

This shows that the logarithm term is characteristic of the 
quadratic resistance. 

4. High-Angle Trajectory (HAT)  
Approximation 

When the firing angle is large (close to / 2 ), we ex-
pect that, on average, the vertical velocity w will be 
much larger than the horizontal velocity, w u . The 

speed is approximated as v w  from (3). The equa-

tions of motion in the HAT approximation are 

, .
du dw

b w u b w w g
dt dt

         (19) 

The solutions are broken into two parts because of |w|. In 
the ascending part of the trajectory, the solutions are 

   0 cos
, tan , .

cos

u g
u w bg

t b


  

 
   


 (20) 

0 cos
ln tan tan

4 2 2 4 2

u
x

     


               
 

   1
0

1
In cos / cos , with tan / .y t b gw

b
        

(21) 
The time it takes to reach the top is /t   . With the 

values of u, w, x, y in (20,21) at the top as the initial con-
dition for the descending trajectory, the solutions for de-
scent are 

 
 

 
 

exp 1 exp 2
0cos , ,

1 exp 2 1 exp 2

g
u u w

b

 


 
  

  
   

 (22) 
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 
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tan ln tan / 2

4 4

2 1 /1
ln .

1 exp 2
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x e

b g
y

b

   







          
           

(23) 

The time  starts from zero (at the top) in (22, 23). 
The trajectories in the HAT approximation are shown 

in Figure 1 The best agreement with the full solution is 

seen at the highest angle 70o, consistent with the under-
lying assumptions. We note that the agreement is consid-
erably worse descending than ascending (Figure 1, 70o 
(c)). The reason is that near the top, 0w  , and the va-
lidity of the HAT approximation breaks down, causing  
the large discrepancy while falling back down. By con-
trast, the LAT approximation (Figure 1, 20o (a)) is valid 
globally as long as the firing angle is small, giving a 
much better agreement on both parts of the trajectory. 

5. Split-Angle Trajectory (SAT) Approximation 

In Sections 3 and 4 we discussed low and high angle tra-
jectories. To be complete, we consider in this section the 
split angle / 4 , between the LAT and HAT ap-
proximations. We assume u w . and take the symmet-

ric approach: setting 2v u  in the horizontal direc-

tion and 2v w  in the vertical direction. The equa-

tions of motion read 

22 , 2 .
du dw

bu b w w g
dt dt

         (24) 

Note that upon replacing 2b b  in (24), /du dt  
is the same as that in (4) of LAT, and /dw dt  is the 
same as that in (19) of HAT. The solutions for u, x will 
be the same as those in (5,6), and the solutions for w, y 
will be the same as for w, y in (21,23), so they will not be 
repeated here. 

Similarly, the trajectories can be computed as before 

(with b replaced by 2b , of course). They are also 
shown in Figure 1 at the same angles with the same pa-
rameters. Here, we see the best agreement with the full 
solution at 45o as it should. But, unlike the LAT or HAT 
curves, where after certain point in time (just before 
reaching the top) the differences keep increasing, the 
SAT curve crosses the full solution during the course of 
motion. This is due to the balance of the horizontal and 
vertical resistance forces. 

Because of this balance, the SAT behaviors are inter-
estingly different at low versus high angles. At 20o (Fig-
ure 1(a)), the SAT curve is “squeezed” horizontally in 
comparison with the full solution, resulting in a shorter 
range and a higher height. This is because for low angles 
where u w＞ , the horizontal resistance is over-estimated 
in the equations of motion (24). Conversely, at 70o (Fig-
ure 1(c)), the SAT curve is compressed vertically, caus-
ing a lower height but a longer range. The reason is 
similarly due to the over-estimation of the resistance in 
the vertical direction. As a result, curve crossing occurs. 

6. Conclusions 

In summary, we have presented a detailed discussion of 
projectile motion with quadratic air resistance in three 
approximations. Our focus was on the low-angle trajec-



Analytic Approximations of Projectile Motion with Quadratic Air Resistance 

Copyright © 2010 SciRes                                                                                 JSSM 

103

tory approximation where we found closed form solu-
tions for the range and the time of flight in terms of the 
secondary branch of the Lambert W function, 1W . The 

approximation is simple and accurate for low angle bal-
listics problems. 

Various analytic properties were readily analyzed with 
these solutions. Together with projectile motion with 
linear air resistance [1,5], the example studied here 
serves two educational purposes: i) It is possible to in-
troduce the use of special functions in physics at early 
undergraduate levels in a familiar, more realistic problem; 
and ii) It represents a good complimentary case where 
the physical solution required the secondary branch, 1W , 

rather than the principal branch 0W  as in the case of 

linear air resistance. 
One interesting and closely-related question remains 

open, i.e., whether both branches of W might be required 
simultaneously in a physical solution, say when the air 
resistance contains both linear and quadratic terms, 

2av bv  , under some forms of approximation, pre-

sumably. 
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Appendix 

1. The Lambert W function 

In this appendix, we briefly summarize some relevant 
elements of the Lambert W function. The reader can find 
an extensive review in [10]. In lieu of the growing inter-
est in this function in the physics community [2–7], we 
also present several practical formulas for the evaluation 
of the W function. 

The Lambert W function as defined by (9) is generally 
complex-valued. For our purpose we are interested in the 
real-valued W(x), namely the principal branch 0W , and 

the secondary branch 1W . The two branches are shown 
in Figure 3. 

The behaviors of 0W  and 1W  for small and large x are  

     2
0 1 00 0 ln , ln .

ln ln

x x
W x x x W x W x

x x



            
   

(A.1) 

2. Evaluation of W 

During the course of our study, we were unable to find in 
the literature simple and practical algebraic expressions 
for evaluating W over the whole range, and for embed-
ding it in our code. We therefore devised several readily 
usable approximate formulas given here for this purpose. 
It should give the interested reader a good starting point 
in using this function. 

W is not (yet) available on a calculator like some ele-
mentary functions. It is debatable whether it should be 
elevated to the status of an elementary function. (See [13] 
for an enchanting account.) However, one can easily im-
plement it on a programmable calculator with the formu-
las given here. The accuracy is at least 8 digits, in fact it 
is usually much better.  

 

 

Figure 3. The Lambert W function for real argument x. The 
two real branches are the principal branch 0W  (solid line), 

and the secondary branch 1W  (dashed line). The branch 

point is at 1x e   where 1W    

1) W in the Regular Regions 
We first give the formulas optimized in the regular re-
gions. Owing to space limitations, we will explain the 
methods used elsewhere [14]. The general form of the 
expressions is 

   0, 1 rW x C rP              (A.2) 

where C is a constant and  rP  is the Padé approxi-

mant defined as 

 
2 3 4

0 1 2 3 4
2 3 4

1 2 3 4

r .
1

a a r a r a r a r
P

b r b r b r b r

   


   
    (A.3) 

The expansion variable, r, is related to the independent 
variable, x. We give in Table 2 the constant C, the vari-
able r, and the coefficients ia  and ib . To utilize the ta-

ble, locate which function and region to use, then evalu-
ate (A.2) with the corresponding C, r, ia , and ib . 

2) W in the Asymptotic Regions 
Both 0W  and 1W  have the same form in the asymp-

totic regions 
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     

   

  

(A.4) 

This expression (A.4) should be used for 0W  in the re-

gion  2.2,x   and for 1W  in  0.12,x   . Note 

that it is the subtle difference in p, namely,  ln / lnx x  

for 0W  and  ln / ln -x x    for 1W  that automatically 

selects the correct branch. 

3) W with a Little Programming 
If the reader wishes to calculate W with arbitrary preci-
sion, one can use Newton’s rule [15] which, for a given x, 
is the root, w, to    exp 0f w w w x   . The root- 

finding process is as follows: Starting with an initial 
guess, 1w , the successive iterations, nw , approach rap-

idly to the true value as 

 2

1

exp
, 1, 2,3...

1
n n

n
n

w x w
w n

w

 
 


    (A.5) 

It only remains to determine the initial guess, 1w . One 

way to choose 1w  is 
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Table 2. The approximate formulas for the evaluation of W with (A.2) and (A.3). Spaces are inserted in the coefficients for 
readability. For optimal precision, all the digits should be used 

Function 0W  1W  

Region 1, 0.16x e     0.16,0.32x    0.32, 2.2x  1, 0.12x e    

Const. C -1 0 0.3906 4638 -1 

Variable r  2ln ex   x   ln 3x   2ln ex   

0a  1 1 0.2809 0993 -1 

1a  -0.8040 7820 4.674 4173 0.1116 7016 -0.8178 4020 

2a  0.2802 9706 6.577 4227 0.0 3529 1013 -0.2889 3422 

3a  -0.0 4785 3103 2.730 6731 0.00 5498 1613 -0.0 5003 8980 

4a  0.00 3355 7735 0.1057 7423 0.000 4245 7974 -0.00 3566 1458 

1b  -0.4707 4486 5.674 4173 0.1389 8485 0.4845 0686 

2b  0.0 9560 4321 10.75 1840 0.0 7995 0768 0.0 9965 4140 

3b  -0.00 6612 4586 7.637 5538 0.00 4515 2166 0.00 7066 1014 

4b  0.7961 1402x10-5 1.539 0142 0.000 6368 7954 0.5596 5023x 10-5 

 

 
 

1
0

1 0
1

1

1.5

ln  1.5

ln - 0

x if e x W

w x if x W

x if e x W






  
 
  

＜

＜ ＜

＜

     (A.6) 

It can be shown [14] that (A.5) with the seed from (A.6) 
always converges to the correct branch 0W  or 1W . The  

convergence is fast, usually to machine accuracy in a few 
iterations. 

Summarizing, accurate values for 0W  and 1W  over 

all regions of x can be found by using Table 2 plus (A.4) 
for fixed precision (8 digits or better), or (A.5) and (A.6) 
for arbitrary precision. 
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ABSTRACT 

In the early 1970s, based on single index deducted from absolute quality deviants, Genichi Taguchi proposed the qual-
ity loss module. This module builds the foundation of his three-stage design theory, e.g. system design, parameter de-
sign and tolerance design. In actual production process, nevertheless, it is multiple quality indices that influence the 
total quality. Consequently, the interaction of the quality indices should be imported into the module as a key factor. 
Accordingly, based on several indices of relative quality deviation, introduce a 2-order multivariate quality module at 
first. Next, extend the module to 3 or even higher orders. Then, improve the previous quality module by simplifying the 
2-order module as a multivariate quality loss module. Finally, bring forward a significant solution to determinate all 
the coefficients in the multivariate quality loss module and describe its work flow as well. 
 
Keywords: Quality Loss, Multiple Variables, Model Building 

1. Introduction 

In the early 1970s, Dr. Genichi Taguchi, the famous 
quality management expert of Japan, carried on an inno-
vation research into the theories and methods of quality 
management [1]. He established the famous “Taguchi 
Three-stage Design Methods”, the system design, the 
parameter design and the tolerance design. The core of 
his theory was his quality loss model [2,3]. And the qual-
ity loss model was based on the absolute quality deviant, 
which suited for the single quality index. However, in the 
actual production process, many partial quality indices 
often affected the total quality in a coactions mode. After 
these interactions being considered, a multivariate quality 
loss mode can be brought forward [4]. 

To this many partial quality indices, Chan and Ibrahim 
studied a quality evaluation model using loss function for 
multiple S-type quality characteristics [5]. To determi-
nate the coefficients of the multivariate quality loss mode, 
AHP method or tolerance method can be used [6,7]. 

2. Model Building 

The total quality is a synthetic quality, which is often a 
coaction of some machining qualities and some assem-
bling qualities of every part [1]. And it can be regarded 
as a function of every partial quality (including the ma-
chining qualities and the assembling qualities): 

product 1 2( , ,... ..., )h HQ f Q Q Q Q  
Assuming that f has continuous partial derivatives till 

3-order in a neighborhood D of the origin, P0(0,0…0). 
There are H partial quality indices altogether, q1, q2, … 

qH. These partial quality indices are all continuous types; 
their values are very small and stand for relative quality 
deviants. When the values of q1, q2,…qH equal 0, it 
stands for no quality deviant (Here we use the relative 
quality deviants to get dimensionless. Thus a minor error 
can be avoided in the derivation process of Taguchi’s 
model.) [8]. Then the product quality can be expressed as 
follows: 

1 21 2
1 2

1 2
1

2
, 1

( , ..., ..., ) (0,0...,0) (0,0...,0)

1
                                  (0,0...,0)

2!

h

h h

H

h H Q h
h

H

Q Q h h
h h

f q q q q f f q

f q q R





 

 




 

while, R2 is the 2-order remainder term. 

1 2 31 2 3
1 2 3

2 1
, , 1

1
( ... ... )

3! h h h

H

Q Q Q h H h h h
h h h

R f q q q q q q  


 
 

(0 1)   
A brief proof is as follows: 
considering a single variant function ( )Q t  

1 2( ) ( , ..., ..., )h HQ t f q t q t q t q t ,         ( 1 1)t    
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( )Q t  has continuous partial derivatives till 3-order for 
( 1 1)t   . 

Obeying the 2-order single variant Talylor’s formula 
with Lagrange remainder term, we get: 

2 31 1
( ) (0) (0) (0) ( )

2! 3!
Q t Q Q t Q t Q t t     

, (0 1)   

Let t=1, we get 

1 1
(1) (0) (0) (0) ( )

2! 3!
Q Q Q Q Q              (1) 

Follow the definition of ( )Q t  and the differential 
method of composite function. We get 

1
1

( ) ( ,... ,..., )
h

H

Q h H h
h

Q t f q t q t q t q


  
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Q t f q t q t q t q q


  
 

1 2 31 2 3
1 2 3
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h h h
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Q Q Q h H h h h
h h h
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  
 

Then, when t =0, 

1

(0) (0,...0,...,0)
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H

Q h
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  
 

11 2
1 2

2
, 1
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Q Q h h
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1 2 31 2 3
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(0) (0,...0,...,0)
h h h

H

Q Q Q h h h
h h h

Q f q q q


  
 

while 

1 2(1) ( , ..., ..., )h HQ f q q q q , 

(0) (0,...,0...,0)Q f  
Substitute the results into (1) 
The expansion equation can get proved. 
To estimate the error term, we have: 
f has continuous partial derivatives till 3-order; in the 

neighborhood of (0,…,0,…0); the 3-order partial deriva-
tive has a bound M. 

denote 

2 2 2 2
1 2

1

...
H

H h
h

q q q q


    
,      ( 0)   
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2

2 ( )R o   ,       ( 0)   
It is the general form that is used to describe the total 

quality index in the above formula. If the quality loss 
form index is adopted, the model can be much more sim-
plified. Imply that when all the partial quality indices 
equal 0, the total quality index takes the minimum, 0. It 
is easy to see that the 0-order and 1-order derivative can 
be gotten rid of. Then a new product quality loss model 
can be built as follows: 

2
1 2 1 2

1 1 2

2
product

1 1,

H n

h h h h hh
h h h h

L Q w q w q q
  

   
       

(2)
 

Compared it with Taguchi’s model, we can see that (2) 
is actually the extended multivariate form of Taguchi’s 
quality loss model. 

Here, Qproduct is a target total quality index and de-
scribed as the quality loss. All the n partial quality indi-
ces influence Qproduct in a coaction mode, and qh is the 
relative quality deviant. Every partial quality deviant can 
be gotten by statistic. Here we use the relative partial 
quality deviant, and it can be expressed by the relative 
quality value of the deviant from the target value and 
severalfold tolerances. If the value of quality characteris-
tic lies beyond the tolerance, it should be multiplied by a 
punishment factor. 

where, 2
2

1

H

hh
h

w q

 , 1 2 1 2

1 1 21,

n

h h h h
h h h

w q q
 
  are separately the 

self-action item and the inter-action item of the partial 
quality deviants. 2h

w  is the self-action influence weight 

of the quality deviant 
2

hq ; 1 2h hw  is the inter-action 

weight of deviant 1 2h hq q . 
Compared with our expansion equation, it can be got-

ten 

2 2 2
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Q Q Q Q

Q Q
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If necessary, we can also expand the product quality 

model further more to U-order. 
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 
1 21 2

1 2
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product ...
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1
0,0...,0 ...

! h h h uu
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U H
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Q Q Q h h h U
u h h h

Q f q q q R
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        
 

( )U
UR o   

When the quality model is expanded to 2-order, the 
inter-actions of partial quality indices have been fully 
considered. In fact, the impactions of items higher than 
2-order are very little [10,11]. Thus for the simplification 
of computation and the actual requirement, further higher 
orders are never needed. 

The above work suits the small-is-better and the nomi-
nal-is-best problems. The large-is-better problem can 
also be reformed into a small-is-better problem. 

3. Coefficient Determination 

3.1 The Tolerance Limits Method 

The quality loss model (2) can also be written as 

2
product

1 1,  

  
H n

ii i ij i j
i i i j

Q w q w q q          (3) 

the coefficients wij can be determined using the following 
method all these wij (i≤j) can constitute a upper triangular 
matrix like Figure 1. 

1) Determine the elements in Diagonal for an arbitrary 
i (i=1,2,...,H), when all the qk=0, (k≠i) 

i  is the toler-

ance limit of defective for self quality and Ai is the self 
quality loss when defective happens. 
Then we have 

2 2
product

1 1,

( )
H n

i ii i ij i j ii i
i i i j

Q A w q w q q w
  

       

So 
2/( )ii i iw A   

2) Determine other elements for an arbitrary i,j 
(i,j=1,2,...,H, i≤j), when all the qk=0, (k≠i, k≠j), i

ij  is the 

tolerance limit of quality i for coaction quality i and j, j
ij  

 

 

Figure 1. Upper triangular matrix of coefficients then, we 
can determine these coefficients 

is the tolerance limit of quality j for coaction quality i 
and j and Aij is the coaction quality loss when coaction 
defective happens. 

Then we have 

0 2

1 1,

0, 2 0, 2 0, 0,( ) ( )

H n

product ij ii i ij i j
i i i j

i j i j
ii ij jj ij ij ij ij

Q A w q w q q

w w w
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  

      

   

Thus we have 
0 0, 2 0, 2 0, 0,( ) ( ) /i j i j

ij ij ii ij jj ij ij ijw A w w          

where 
0 0 2/( )ii i iw A  , 0 0 2/( )j j jw A   

This coefficient determination process can be de-
scribed in Figure 2. 

Remark: 
In some particular circumstances, 

0, 0 0, 0   ,    i j
ij i ij j       

we have a simplified form 
0 0 0 0 0/ij ij i j i jw A A A        

3.2 Other Methods 

To determinate the weight coefficients, the least square 
method can also be adopt. However linear neural net-
works are more suitable [11–14]. The input weights of 
the trained neural network are just the weight coefficients 
of the model. 

4. Conclusions 

Based on the quality loss model of Taguchi, the total 
quality model which is based on multivariate relative 
quality deviants was studied. A 2-order product quality 
model, which was based on several indices of relatively 
quality deviation, was built. Then, the model was suc-
cessfully extended to 3 or even higher orders. To deduce 
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Figure 2. From the diagonal elements to other elements 
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a simplified formula, a new simplified product quality 
model (a multivariate quality loss model) was built and 
the error of it was also analyzed. Finally, a useful 
method of the coefficient determination was brought 
forward to determinate all the coefficients in the mul-
tivariate quality loss model and the work flow of it was 
also described. 

However, in the complex product, the coupling factor, 
structure layer and the number of parts may have a fur-
ther increase, and the quality loss model become more 
and more complex. Then there are no enough data for the 
determination of the coefficients and the calculation also 
become more and more complex. To make full use of 
historical data and similar data, a quick-response incre-
mental model of multivariate quality loss is needed. So it 
should be in our further research. 
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ABSTRACT 

Football and the Internet have shown early signs of a prosperous marriage. Web sites with football content are among 
the most popular, with football followers and web users sharing remarkably similar demographics. Despite these com-
pelling observations, limited empirical research has been undertaken exploring how to maximise the opportunities for 
competitive advantage that the Internet can provide to football clubs. This research was a response to this void, and 
was undertaken by manually accessing and evaluating the web sites of European Football Clubs. Quality of web sites 
was determined using an original Web Assessment Index, which focuses on four categories: accessibility, speed, navi-
gability and content. A detailed report of the results arising from this investigation is presented and systematically ana-
lyzed. These findings will be useful for both researchers and practitioners who seek to understand the issues relevant to 
football club management. 
 
Keywords: World Wide Web, Football, Content Analysis, Web Design, Internet, Research Paper 

1. Introduction 

The number of Internet users has grown significantly 
over the last few years, from virtually nothing to an 
estimated 1.04 billion users that are 16% of the world’s 
population. This rapid growth in the number of Internet 
users has promoted a belief in many business circles 
that the Web represents a huge marketing opportunity. 

1) With increasing interest in the Internet’s role for 
business marketing, sport marketers throughout the 
world and at all levels of the sport industry are rapidly 
working to incorporate emerging technologies into 
their marketing strategies. Not surprisingly, the Inter-
net has become a significant marketing tool for many 
sport organisations, including professional sports teams.  

2) The same market forces do not drive European 
Football Clubs websites as most other sectors. They 
have a loyal fan base that they can rely upon. They are 
able to provide a lot of exclusive content that can’t be 
found elsewhere. And they have brand names easily 
recognisable, in many cases, worldwide. Despite these 
apparent advantages, each club website should not be 
seen as operating in a vacuum. Whilst the temptation 
must be to consider that official club websites operate 
in an uncompetitive marketplace, there are authorita-

tive and comprehensive websites from newspapers and 
TV channel and others, including “unofficial” fan 
websites, that provide alternatives for users to turn to. 
So, loyalty to one team should not be confused with 
loyalty to the team’s official website. 

The results of our survey should be considered 
within this broader context. Whilst the clubs doubtless 
enjoy large volumes of traffic, and many successful 
transactions, there is clear scope for improvement. 
European Clubs benefit from their high profile brands 
with regards to the large numbers of incoming links 
that boost their website’s visibility. Clubs will doubt-
less be able to boast of large numbers of visits origi-
nating from search engines. This appears to owe more 
to their brand name or unique offerings than to any 
clear evidence of optimisation on their sites. Yet, clubs 
should not feel that they should rely only on their suc-
cessful brands. As good as this sector’s visibility is, 
there are still steps that could be taken by the majority 
of the clubs to improve that. And any improvement in 
visibility should ultimately result in increased revenue 
streams. 

This research evaluated the current practice of Euro-
pean Football Clubs, assessing the effectiveness of their 
web sites. For this, we develop a web site assessment 
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index that can be employed to compare the current usage 
of the Internet by football clubs. We begin by identifying 
the main factors considered as determinants of web site 
quality, as mentioned in previous studies. Secondly we 
discuss the design of the web assessment index. Then, 
web sites of most popular European Football Leagues are 
subsequently analyzed using this index. Finally, the main 
results of this analysis are discussed and future re-
search directions are outlined. 

2. Web Sites Assessment Tool 

The quality of a user’s visit to a website is not simply 
determined by the strength of content on that website. 
The way a website is constructed and maintained can 
have a positive or negative impact on that experience. 
Most website visitors have a specific task in mind when 
they arrive at a website. Placing obstacles in their way 
from completing those tasks can lead to frustration, and 
consequently to website abandonment and undermine 
brand reputation.  

Evaluating the performance of web sites has been a 
constant concern of researchers in different fields. A re-
view of the recent literature on web site assessment re-
veals some attempts to measure web site quality [1–9].  

Some researchers have tried to provide ways of evalu-
ating web sites specifically [10,11]. Most of the previous 
approaches have focused either on basic management 
content or a specific set of web site outcomes, using sub-
jective factors, such as easy-access, text clearness, pres-
entation quality, attractiveness of colours, sounds, etc. To 
minimize this subjectivity site evaluators should be given 
precise guidelines to rate each factor and a large group of 
evaluators is needed [4].  

Trying to avoid the main weaknesses of previous mod-
els [12] developed a new web site assessment index that 
can be employed to compare the current use of the Inter-
net by different organizations. This model has been pre-
viously employed to compare the Internet usage from the 
200 largest Spanish companies [13] and more recently 
applied to Spanish banks [14].  

According to Evans and King [4], a web assessment 
tool must have five main components: categories, factors, 
weights, ratings and total score. The first step is to choose 
the categories and factors that are critical to web site effec-
tiveness. Our instrument for evaluating Football Club web 
sites (Web Assessment Index or WAI) selects four broad 
categories as the basis for a quality web site: accessibility, 
speed, navigability and site content (Figure 1). 

The key factors within each category are chosen based 
on the literature and the researchers’ experience, and 
must reflect what users are generally considered to be 
important components and features of web sites. 

The first category in the WAI is accessibility. It is 
clear that the quality of a web site is increased if the site 

CONTENT

ACCESIBILITY

SPEED

NAVIGABILITY

SITE
QUALITY

 

Figure 1. Web site quality assessment model 
 
is easily identifiable and accessible to the users. However, 
merely counting “hits” on a page is not an accurate 
measurement of quality or success of a web site [15]. In 
order to actually evaluate the accessibility of a web site, 
we need to define objective measurable quantities. 
Therefore, the authors have employed two indicators to 
measure this category: search engines presence and link 
popularity. 

1) Higher search engines rankings translate into greater 
traffic to the site and therefore, increase its degree of ac-
cessibility. Search engines are responsible for generating 
approximately 80% of new visitors to the majority of web-
sites. Appearing in the top results for the most appropriate 
phrases is key to maximizing the benefit derived from the 
search engines. In the present work, to evaluate this factor 
we have chosen Google, because this search engine is the 
most frequently used by internet users. 

2) The second indicator used to measure accessibility 
is the sitepopularity. The most common measure of web 
performance is the number of “hits” a site generates. 
However, there is accuracy problems associated with this 
type of measurement, because there are some methods to 
artificially increase the number of hits. Therefore, the 
total number of hits does not necessarily correspond to 
the actual number of visits to the site. 

Taking this into account, we decided to employ a dif-
ferent kind of measurement: we defined link popularity 
as the number of external links on the web that point to 
the web site being analyzed. The advantages of a large 
number of links to a site are evident: firstly, the more 
sites that link to you, the more traffic you can expect to 
receive, and secondly, major search engines will improve 
your page ranking when you have more links to your 
web site [13]. For example, Google uses link popularity 
as the most important factor when ranking sites, so if you 
want to have a successful web site, you must have high 
link popularity. In this study we have used the Link 
Popularity Check, a freeware program that checks the 
link popularity status of a web site on several search en-
gines and compares it to other web sites on the Internet. 

Access speed and response time are obviously very 
significant, because time is always a critical factor. Some 
studies have revealed that there is a significant correla-
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tion between web site download speed and web user sat-
isfaction [16,17]. The time it takes for a page to 
download is important for making it easily accessible to 
every user interested in accessing online services. 

The access speed has been measured with a chro-
nometer, but this recording is influenced by a great 
number of factors such as hardware employed, connec-
tion time, web traffic etc. In order to minimize these 
sources of error, the tests were carried out at the same 
time with the same computer. Web browsing was under-
taken by using the most popular browser, Internet Ex-
plorer 6.0. The sites were repeatedly accessed on con-
secutive days to obtain more representative average 
speed measurements. 

The third category in our index is what we call navi-
gability. Poor web design will result in a loss of potential 
sales due to users being unable to find what they want, 
and a loss of potential repeated visits due to an initial 
negative experience. Given that users should never feel 
lost, each page should be selfsufficient and provide links 
to the main contents. In terms of navigation, our analysis 
focused on the consistency of the navigation style. Navi-
gation bars should be present on every website, in order 
to allow quick access through the entire site, particularly 
for those web sites with large amounts of content. So, the 
hallmark of a good site is that the site index should al-
ways be on display, thereby making it very easy for 
anybody to reach the desired location fast enough. So, 
following the research of Miranda et al. [14], the factors 
used to assess this category are the following: 

1) Permanent site menu allowing a rapid access to the 
different sections from every page. 

2) Web site map, for users to locate available interest-
ing items within the company home page. 

3) Keyword search option. 
Content is a critical component of any website. No 

matter how technologically advanced a website’s fea-
tures, if its content is not current or if the information 
provided is not correct, then it is not fulfilling its purpose. 
The content quality of the web site will be measured as-
sessing the presence of information relevant to the users. 
A site must have contents that satisfy users’ needs and it 
should be frequently updated. Football Clubs web sites-
can contain various features, including tickets informa-
tion, history, events, online shop, etc. 

Important information should be immediately accessi-
ble. If 80% of your users are seeking 20% of your infor-
mation, then that information should be the most visible 
and the easiest accessible. Basic contact information of 
the organization should be on the main menu page and 
related information should be grouped together rather 
than scattered in different sections of the site. 

The factors selected to quantify content quality were 
based on site contents identified in previous studies [6,7, 
12–14] practitioner journals and the researchers’ experi-

ence. Our methodology for evaluating football clubs web 
sites includes such components; however, we have added 
some additional factors. We have considered three sets of 
factors to assess the content of a web site using a binary 
no/yes scale: 

1) Informational factors.-Providing online information 
to potential users is the most important part of an effec-
tive football club website. So, football club sites are 
largely informational. We have considered the following 
informational factors: 

• Club History 
• Corporate Identity 
• Seasonal tickets information 
• Shop Information 
• Restaurant information 
• Events information 
• Travel information 
• News 
• External links 
• Corporate Information 
• Prices information 
• Languages 
• Organizational structure 
2) Transactional factors.-A critical component of foot- 

ball club site is the provision of services online. These 
options operate under a secure server, which means that 
information therein is protected once you have logged in. 

So, the Football clubs content features that are found 
in each of the searched web sites can be included in the 
following categories: 

• Tickets online 
• Online shop (merchandising) 
3) Communicational factors.-Given that web sites are 

often entry points to the football club, visitors typically 
want to obtain access to information about the football 
club, contact information for the club should be on the 
main menu page and therefore easily accessible. More 
broadened contact information is a benefit for users. In 
order to evaluate the communicational capacity of each 
web site we identified whether the site contains the fol-
lowing items: 

• Complaints and comments e-mail 
• Telephone 
• Users feedback tools (e-mail bulletin) 
• Reserved area 
To ensure reliability, each Football Club Web site was 

assessed by two evaluators, and in those cases where 
significant variations (over or under 10%) were shown 
on the raw score between evaluators, websites were ana-
lyzed a third time. 

After defining them, all the categories and factors were 
weighted (based on a total of 100 points). These weight- 
ings have been assigned from the analysis of previous 
studies [4,8,12–14] and have taken into account the 
views of different Internet expert users. Moreover, to 
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ensure the reliability of this assignment, 10 web sites 
users were recruited as evaluators. Each web site user 
provided the relative importance of the different categories 
in the instrument. First, users distributed 100 points 
among the 4 major categories. A Delphi analysis allowed 
us to establish the final list of items and their weights.  

The use of these subjective weightings may be consid-
ered as the main limitation of our study; however, some 
recent studies [14] have employed similar weightings. 
Mean values of the weights obtained for the different 
categories and subcategories of Football club sites are 
shown in Table 1. 

3. Football Club Web Sites Assessment 

We have assessed the 76 best Football Club in the 4 more 
important leagues in Europe: Premier (England), LFP 
(Spain), Calcio (Italy) and Portuguese League (Portugal). 
These leagues are not only ranked within the top five 
European football leagues from a point of view of per-
formance on the field, but are also widely considered to 
be the most businesslike football leagues in the world. 
This research evaluated the official Web sites of each Foot-
ball club selected in their native languages in September of 
2008. Table 2 is a list of the Football clubs selected. 

According to the WAI, the best web sites correspond 
 

Table 1. Web assessment index 

CATEGORIES Weights CATEGORIES Weights

ACCESSIBILITY 15% NAVIGABILITY 15% 

Presence in search engines  Site map  

Popularity  Permanent site menu  

SPEED 15% Keyword search option  

Access speed (in seconds)    

CONTENTS QUALITY 55%   

Informational content 18,33% Transactional content 18,33% 

Club History  Online Shop  

Corporate Identity  Tickets online  

Corporate Information    

Events information    

External links    

Languages    

News  Communic. content 18,33% 

Organizational structure  Complaints and comments e-mail 

Prices information  Reserved area  

Restaurant information  Telephone  

Seasonal tickets information Users feedback tools 

Shop Information    

Travel information    

Club History    

Corporate Identity    

Corporate Information    

Events information    

External links    

  TOTAL 100 

to Lazio (Italy) and Chelsea (England), followed by 
two Spanish clubs Ath. Bilbao and Barcelona. However, 
the most valuable output from our study is not the ability 
to identify the best sites, but to see how each Football 
club site is compared to related sites and to spot ideas 
and practices that can improve theses sites. 

Table 3 shows an outline of the results derived from 
the study for European Football clubs (according to 
WAI). The main overall results, grouped by categories 
(accessibility, speed, navigability and site content), are 
summarized and discussed in the following sections. 

Figure 2 shows the average score by country. England 
Football club have higher WAI values compared to the 
rest, although the difference is not highly significative. 
 

Table 2. List of football club analyzed 

Spain Italy Portugal England 

Almeria F.C. Atalanta Académica Coimbra Arsenal 

Atlethic de Bilbao Cagliari Beleneses Aston Villa 

Atlético de Madrid Catania Benfica Black Burn Rover 

Barcelona Empoli Boa Vista Bolton Wanderers 

Betis Fiorentina CD Nacional Madeira Chelsea 

C.D. Osasuna Genoa Estrela Amadora Everton 

Depor. de la Coruña Inter de Milán Leixoes Fulham 

Espanyol Juventus Marítimo Hull City 

Getafe Lazio Naval F.C. Liverpool 

Numancia Livorno O Porto Manchester City

Racing de Santander Milán Pacos Ferreira Manchester United 

Real Madrid Napoli Setúbal Midlesbrough 

Recreat. de Huelva Palermo Sporting de Braga NewCastle United 

Sevilla F.C. Parma Sporting de Lisboa Portsmouth 

Sporting de Gijón Reggina Uniao Lira Stoke City 

U.D. Mallorca Roma Victoria Guimares Sunderland 

U. D. Levante Sampdoria  Tottenham H. 

Valencia Siena  West Bromwich

Valladolid Torino  West Ham 

Villarreal Udinese  Wigan Athletic

a. Sample of a Table footnote. (Table footnote) 
 

 

Figure 2. WAI values by country 
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Table 3. WAI values for European football clubs 

Club WAI Accesibility Speed Navegability Content
Lazio 73,16 53,21 66,667 66,67 82,14
Chelsea 70,48 63,51 20,000 100,00 78,10
Atlethic de Bilbao 66,87 51,45 70,000 100,00 61,19
Barcelona 65,09 46,08 35,897 33,33 86,90
Sunderland 64,36 28,73 41,176 66,67 79,76
Getafe 64,19 25,91 41,176 66,67 80,24
Bolton Wanderers 64,18 51,47 17,284 66,67 79,76
Atlético de Madrid 63,48 52,25 37,838 100,00 63,57
Liverpool 62,47 49,30 36,842 66,67 71,90
Cagliari 60,79 26,66 50,000 66,67 71,43
Manchester United 58,94 75,55 33,333 66,67 59,29
West Bromwich Albim 57,39 51,27 24,561 66,67 65,48
Hull City 56,99 25,97 34,146 66,67 69,05
Real Madrid 56,21 57,27 43,750 100,00 47,38
Aston Villa 56,00 52,32 8,284 33,33 76,19
Arsenal 55,33 66,39 43,750 66,67 52,38
Inter de Milán 55,11 66,99 45,161 66,67 51,43
Beleneses 53,10 50,53 73,684 33,33 53,57
Sporting de Lisboa 53,04 52,77 73,684 33,33 52,86
Atalanta 52,39 51,37 30,435 66,67 54,76
Sporting de Braga 52,30 50,70 24,561 33,33 65,48
Benfica 52,22 53,39 51,852 33,33 57,14
Victoria Guimares 51,64 0,59 32,558 66,67 66,67
O Porto 51,47 54,09 63,636 33,33 52,38
Wigan Athletic 50,05 26,57 20,588 33,33 69,05
Sevilla F.C. 49,90 54,26 45,161 33,33 54,52
Manchester City 49,59 57,12 63,636 66,67 39,05
Boa Vista 49,02 50,58 20,290 33,33 60,71
Black Burn Rover 47,77 51,80 29,787 66,67 46,43
Valencia 47,51 54,77 63,636 33,33 45,00
Sampdoria 47,22 52,10 28,571 33,33 54,76
Unión Deportiva Levante 45,79 50,25 23,333 66,67 45,00
West Ham 45,05 55,31 21,212 66,67 42,86
Juventus 44,57 57,04 58,333 33,33 40,48
Almeria F.C. 44,53 25,57 73,684 66,67 35,71
Villarreal 44,45 51,68 35,000 33,33 48,10
Stoke City 44,19 13,65 22,222 66,67 52,38
Fulham 44,13 53,67 25,455 66,67 40,48
Portsmouth 44,04 26,95 13,333 33,33 60,00
Milán 43,89 26,56 37,838 66,67 44,05
Midlesbrough 43,83 26,83 19,718 66,67 48,81
Everton 43,27 60,00 17,722 66,67 39,29
Tottenham H. 41,76 30,28 40,000 66,67 38,57
Sporting de Gijón 41,37 50,19 28,000 66,67 35,71
Deportivo de la Coruña 40,90 27,14 53,846 100,00 25,00
NewCastle United 40,84 52,87 18,421 33,33 45,71
Racing de Santander 40,75 25,11 50,000 33,33 44,52
Torino 40,60 52,47 20,588 66,67 35,71
Numancia 40,56 50,55 22,222 66,67 35,71
Fiorentina 39,94 51,18 33,333 33,33 40,48
Valladolid 39,57 25,95 9,655 66,67 44,05
C.D. Osasuna 39,43 51,89 46,667 33,33 35,71
Reggina 39,35 51,42 29,167 33,33 40,48
Siena 38,80 51,14 100,000 33,33 20,24
Uniao Lira 38,52 50,24 46,667 33,33 34,52
Udinese 38,49 51,77 35,000 100,00 19,05
Roma 38,02 100,00 15,385 33,33 28,57
Marítimo 37,48 0,66 29,787 66,67 41,67
Leixoes 37,47 50,20 42,424 0,00 42,86
Betis 36,66 51,95 50,000 33,33 29,76
Empoli 35,71 50,90 14,141 33,33 38,10
Estrela Amadora 34,32 50,13 31,818 33,33 30,95
Palermo 33,33 27,89 51,852 33,33 29,76
Recreativo de Huelva 32,00 50,89 63,636 33,33 17,86
Livorno 31,91 1,79 46,667 33,33 35,71
Académica Coimbra 30,91 0,62 41,176 33,33 35,71
U.D. Mallorca 29,33 51,08 26,415 33,33 23,10
C.D. Nacional Madeira 29,17 0,03 38,889 33,33 33,33
Genoa 27,12 51,16 4,651 33,33 25,00
Espanyol 26,90 51,85 40,000 33,33 14,76
Napoli 25,86 13,71 20,588 33,33 28,57
Parma 24,36 25,78 37,838 33,33 17,86
Catania 21,11 13,16 20,000 33,33 20,24  
a. Each factor was measured on a 1-100 scale. 

3.1 Accessibility 

Overall website visibility for this sector is good. The 
biggest factor in this success is the number of incoming 
links to the websites. For the majority of websites these 
are high and this sector’s average number of incoming 
links exceeds the average across the internet as a whole. 
These links will help to drive traffic to the website, act as 

an endorsement and boost brand reputation, and help to 
improve search engine performance. There are pros and 
cons to having multiple domain names, as a majority of 
the clubs does, however one of the drawbacks is that by 
not having all the incoming links pointing at a single 
domain name, it dilutes the positive effect that they have 
on search engine performance. 

Given that clubs achieve better profit margins selling 
their merchandise directly, it is surprising not to see more 
evidence of optimization despite the relatively strong 
showing by some of the clubs in the search engines. 
Roma and Manchester United show the greater values in 
this category.  

3.2 Speed 

Typically, those sites whose pages fully loaded quickly 
were also easily navigable. The term speed is often used 
synonymously as data rate in networking. Technically 
speaking, speed refers to the user-perceived performance 
of the network application. 

Siena, Sporting de Lisboa, Almeria and Beleneses 
were the sites that received the highest possible rating in 
this area. The range of values measured varied from 4 to 
100 seconds. 

Football websites are as likely to be browsed at home 
as at work. This is a difficult issue to resolve, as website 
visitors doubtless want to see images of the team, players 
and matches, whilst the clubs want to harness the popu-
larity of their websites to place advertising. A large 
number of websites employ pop-up windows for adver-
tising. Use of popup windows are generally considered to 
be poor practice from a usability point of view, as they 
tend to irritate users reducing the download speed and 
with pop-up blockers becoming more common, the ef-
fectiveness of this approach is also open to question. So, 
more consideration of connection speed may provide a 
better user experience for website visitors. 

3.3 Navigability 

We assessed how easy it was to navigate around the site, 
to return to the home page or to find relevant information. 
Links to components within the site should be available 
from every page and the security must be appropriate for 
the interactions conducted at the site [4]. 

Given the size of the websites, and the amount of con-
tent available on them, it is disappointing to report a 
shortage of alternative navigation options. Almost 96% 
of the sites provided a permanent menu but only 42% of 
the web websites have an internal search engine. Addi-
tionally, only 15% have a site map. 

Four Spanish clubs, Atlethic de Bilbao, Deportivo de 
la Coruña, Real Madrid, Atlético de Madrid, with Udi-
nese (Italy) and Chelsea (England) achieved the higher 
rates in this category. 
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3.4 Site Content 

Site content has been assessed by considering the rele-
vant information that must appear in a Football club site 
according to the needs of potential users. Barcelona, La-
zio and Getafe achieved the higher rates in this category.  

External links, Club History and News are included in 
almost all web sites analyzed (see Figure 3). Only 53,42 
% offer seasonal tickets information.  

Gaining the ability to communicate with new interna-
tional audiences in their own language will boost sales 
and create awareness of a brand, service or product. With 
every language added to a Web site, there is the potential 
for an increase of more than 100% in sales. 

Much has been made of football clubs attempting to 
promote themselves worldwide, and with players coming 
from all over the world to play for their clubs, interest in 
the European Football Leagues has never been greater. 
Therefore, it can be seen as a missed opportunity that 
relatively few websites (30%) currently offer content 
limited or otherwise in another language. 

However Clubs like Barcelona, Milán, Chelsea, Inter, 
Manchester United, Sevilla F. C., Real Madrid, Valencia 
and Manchester City deserve a special mention, for pro-
viding content in several languages, including Chinese 
and Japanese. 

With respect to the transactional content features that 
are found in each of the searched web sites, the most 
interesting area involves using the Internet to facilitate 
users online tickets. Only 13,7% Football Clubs offer this 
option. And only 46% include an online shop to buy mer-
chandising articles. 

Finally, with respect to communicational factors, most 
sites provide an e-mail for complaints and comments 
(75,3%) and a contact telephone number (80,82%), with 
only about 17,8% of them providing an e-mail bulletin. 

One change we have noticed is the increased use of 
password protected online areas that provide information 
to register users (47,9%). Making users register might 
 

 

Figure 2. Informational content 

not be a huge issue to those clubs concentrating on their 
traditional fan base, but for those clubs looking to attract 
new audiences – for instance from abroad – this approach 
could also have a negative impact on their brand, affect 
customer acquisition and ultimately merchandise sales. It 
is also worth noting that the registration forms for most 
of these websites are also quite long and detailed. 

4. Discussion and Conclusions 

The web environment offers Football Clubs the opportu-
nity to deliver information and services, to enhance 
communication to and among its stakeholder groups. 

This paper proposes and tests a model, the Web 
Assessment Index (WAI), for evaluating the potential 
of Football Club web sites, allowing researchers and 
managers to compare attributes and components of 
Internet sites, in order to determine the drawbacks and 
opportunities. 

Although the quality of content generally cannot be 
faulted, the quality of user experience could be improved. 
Fans having to wait for pages to load, not so much be-
cause of pictures of the team, but because of adverts, are 
entitled to feel frustrated. Website abandonment must 
still be a factor on these websites, as well as perhaps 
generating negative feelings towards the brand. Some 
home pages, for example could take as long as a minute 
or more to fully load on a standard connection. 

For some websites, advertising can take up as much as 
a third of the screen. And with space for navigation, con-
tent sometimes seems squeezed into the middle, almost 
as an afterthought.  

The main challenge in the elaboration of the index was 
to avoid subjective factors, which have been predominant 
in previous assessment tools. Our index is based on four 
broad categories: site content, speed, accessibility and 
navigability which are quantified in an objective and 
logical way. The results of the application of this index to 
the analysis of Football Club web sites have demon-
strated the high flexibility of the WAI and have detected 
the main weaknesses of the web pages assessed.  

It is worth noting that there are several limitations for 
this analysis. Firstly, all the data in the survey was col-
lected from a limited number of visits to each site at a 
certain time, despite the fact that the web is a highly dy-
namic and changeable medium. Similar studies at differ-
ent times are likely to show different results. Such an 
evaluation over time will also shed some light on wheth-
er there is a divergence or convergence of web activities.  

In addition, it is prudent to note that differences in club 
structures, culture, financial circumstances and indeed 
sporting codes, mean that the results are not necessarily 
generalisable to every club, or indeed to the wider Euro-
pean Football industry. Nevertheless, every effort has 
been made to include league-based comparisons in order 
to identify any differences. 
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A second concern was the subjective nature of factors 
weightings, which although are based on the results of 
previous studies and personal interviews with Internet 
experts.  

Nevertheless, the strength of this study lies in its foun-
dation for future research: Having identified the critical 
categories and factors in the WAI, the next stage is to test 
this tool in different contexts and measure the relation-
ship between the index value and organizational success. 
Further research in this important area is currently under 
way. 

Evaluators can use this instrument easily without spe-
cific training or knowledge and, besides, the evaluation 
time is lower than in other assessment models [11]. 

As further information on web design and usability 
methods becomes available, the assessment index pre-
sented here can be refined into an empirically validated 
toolkit for the design of functional corporate sites. The 
proposed index constitutes a suitable method for evalu-
ating web sites and making a comprehensive analysis of 
the usage of the new medium. 
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ABSTRACT 

To provide a comprehensive introduction about the deteriorating items inventory management research status, this pa-
per reviews the recent studies in relevant fields. Compared with the extant reviews (Raafat 1991; S.K.Goyal 2001), this 
paper reviews the recent studies from a different perspective. First, this paper proposes some key factors which should 
be considered in the deteriorating inventory studies; then, from the perspective of study scope, the current literatures 
are distinguished into two categories: the studies based on an enterprise and those based on supply chain. Literatures 
in each category are reviewed according to the key factors mentioned above. The literature review framework in this 
paper provides a clear overview of the deteriorating inventory study field, which can be used as a starting point for 
further study. 
 
Keywords: Deteriorating Items, Inventory Model, Literature Review 

1. Introduction 

Deteriorating items are common in our daily life; how-
ever, academia has not reached a consensus on the defini-
tion of the deteriorating items. According to the study of 
Wee HM in 1993 [1], deteriorating items refers to the 
items that become decayed, damaged, evaporative, ex-
pired, invalid, devaluation and so on through time. Ac-
cording to the definition, deteriorating items can be clas-
sified into two categories. The first category refers to the 
items that become decayed, damaged, evaporative, or 
expired through time, like meat, vegetables, fruit, medi-
cine, flowers, film and so on; the other category refers to 
the items that lose part or total value through time be-
cause of new technology or the introduction of alterna-
tives, like computer chips, mobile phones, fashion and 
seasonal goods, and so on. Both of the two categories 
have the characteristic of short life cycle. For the first 
category, the items have a short natural life cycle. After a 
specific period (such as durability), the natural attributes 
of the items will change and then lose useable value and 
economic value; for the second category, the items have a 
short market life cycle. After a period of popularity in the 
market, the items lose the original economic value due to 
the changes in consumer preference, product upgrading 
and other reasons. 

The inventory problem of deteriorating items was first 
studied by Whitin [2], he studied fashion items deterio-
rating at the end of the storage period. Then Ghare and 

Schrader [3]concluded in their study that the consump-
tion of the deteriorating items was closely relative to a 
negative exponential function of time. They proposed the 
deteriorating items inventory model as stated below: 

( )
( ) ( )

dI t
I t f t

dt
    

In the function,   stands for the deteriorating rate of 
the item, ( )I t  refers to the inventory level at time t and 

then ( )f t  is the demand rate at time t. This inventory 

model laid foundations for the follow-up study. Raafat [4] 
and Goyal and Giri [5] made comprehensive literature 
reviews on deteriorating inventory items in 1991 and 
2001 respectively. 

From a different perspective, this paper reviews the 
recent trends in deteriorating inventory studies. Figure 1 
presents the factors used to analyze and organize this 
review. From the perspective of scope, we make a dis-
tinction between the studies which focus on the deterio-
rating items inventory study in a single enterprise from 
those studies whose focus is on studying the deteriorating 
items inventory problems across a supply chain. The 
former is the focus of the early stage in the deteriorating 
items study and the latter now is attracting more and 
more attention from the researchers. From the perspective 
of the factors which should be taken into consideration in 
deteriorating items inventory study, we involve the im-
portant factors such as demand, deteriorating rate and 
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Figure 1. Deteriorating items inventory literature and its 
relation in the review 
 
other factors such as price discount, allow shortage or not, 
inflation, time-value of money and so on in our study. By 
way of integrating different factors in different scope (in 
a single enterprise or across a supply chain), different 
models can be established. 

This paper is organized as follow. Section two dis-
cusses key factors which should be taken into considera-
tion in the deteriorating inventory study. Section three 
presents an overview on deteriorating items inventory 
study in a single enterprise. For the purpose of classifica-
tion, three lines of research can be distinguished: the first 
and the second lines study the inventory problems in the 
enterprises which sell deteriorating items. The main dif-
ference between the two lines is that the first line in-
volves a warehouse while the second one involves two 
warehouses. The third line reviews the produce and in-
ventory problems in the deteriorating items manufactur-
ers. The studies on the deteriorating items inventory 
problems from the perspective of the supply chain are 
sketched in section four. Then this paper discusses the 
directions of the future research. 

2. Key Factors in the Deteriorating  
Inventory Study 

Factors such as demand, deteriorating rate, and so on 
should be taken into consideration in the deteriorating 
inventory study. Among them, demand acts as driving 
force of the entire inventory system and the deteriorating 
rate stands for the characteristics of the deteriorating 
items. Other factors like price discount, allow shortage or 
not, inflation, and the time-value of money are also im-
portant in the study of deteriorating items inventory. By 
making different combinations of these factors stated 
above, we can get different inventory models. 

2.1 Demand 

Acting as the driving force of the whole inventory system, 
demand is a key factor that should be taken into consid-
eration in an inventory study. There are mainly two cate-
gories demands in the present studies, one is determinis-
tic demand and the other is stochastic demand. Constant 
demand [6,7], time-dependent demand [8,9] inventory 

level-dependent demand [10–13] and price-dependent 
demand [14] are all deterministic demand. Among them, 
ramp type demand is a special type of time-dependent 
demand. Hill [15] was the first to introduce the ramp type 
demand to the inventory study. Then Mandal and Pal [16] 
introduced the ramp type demand to the inventory study 
of the deteriorating items. After that, many researchers 
have extensively studied this type of demand [17,18]. 
Stochastic demand includes two types of demands: the 
first type characterized by a known demand distribution 
and on the contrary the second type characterized by ar-
bitrary demand distribution. 

2.2 Deteriorating Rate 

Deteriorating rate is another key factor in the study of 
deteriorating items inventory, which describes the dete-
rioration nature of the items. When it comes to the study 
of deteriorating rate, there are several situations. In the 
early stage of the study, most of the deteriorating rates in 
the models are constant, such as Ghare and Schrader [3], 
Shah and Jaiswal [19], Aggarwal [20], Padmanabhana 
and Vratb [21], and Bhunia and Maiti [22]. In recent re-
search, more and more studies have begun to consider the 
relationship between time and deteriorating rate. In this 
situation there are several scenarios; including deterio-
rating rate is a linear increasing function of time [23,24], 
deteriorating rate is two-parameter Weibull distributed 
[25,26], deteriorating rate is three-parameter Weibull dis- 
tributed [27], and deteriorating rate is other function of 
time [28]. 

2.3 Other Factors 

Beside demand and deteriorating rate, other factors like 
price discount, allow shortage or not, inflation, and 
time-value of money are also important factors. Price 
discount is an important strategy which the seller always 
uses to encourage the buyer to purchase in large quanti-
ties; many researchershave taken this factor into consid-
eration in deteriorating items inventory modeling. Al-
lowing shortage or not is another factor which research-
ers always focus on. Among them, some studies sup-
posed that shortage is not allowed [29], the rest supposed 
that shortage is allowed and then corresponding inventory 
strategy can be made according to the two assumptions 
respectively. In fact, shortages usually happen in our dai-
ly life and what’s more, in the circumstance of high dete-
riorating rate, the demand may need to be backlogged to 
reduce cost due to deterioration, so there are more studies 
that concentrate on the assumption that shortage is al-
lowed. There are two cases when dealing with the short-
age, one case supposes that the shortage items are totally 
backlogged [30,31] and the other case supposes that the 
shortage items are partly backlogged, that is to say, the 
customers are only willing to accept part of the items that 
are out of stock this period and can only be supplied by 
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the seller in the next period. There are some different 
considerations in dealing with the backlogging function. 
In some of the studies, the backlogging function was as-
sumed to be closely relative to the amount of demand 
backlogged [32], therefore the more the amount of de-
mand backlogged, the smaller the demand to accept 
backlogging would be. While in our real life, for deterio-
rating items with short life time, the waiting time for the 
next replenishment is the main factor for deciding 
whether the backlog will be accept or not and when we 
are willing to accept the backlog, what is the accepting 
proportion? It is easy for us to know that the willingness 
of a customer to wait for backlogged items during a 
shortage period declines with the length of the waiting 
time. In order to reflect this phenomenon, some studies 
[33–35] developed inventory models in which the back-
logging rate is a function of waiting time. 

Trade credit is another factor. Trade credit (permissible 
delay in payment) is a widely used business strategy. To 
suppliers, trade credit helps to expand sale but it also 
adds to the risk of bad debts at the same time. To buyers, 
trade credit provides a very big advantage, due to the fact 
that they do not have to pay the seller immediately after 
receiving the items, but instead can delay their payment 
until the end of the allowed period. The buyer pays no 
interest during the agreed time for payment, but it in-
creases the risk of deterioration cost when large amounts 
are purchased. However, both sellers and buyers need to 
reach trade-off between the advantages and disadvan-
tages they can get from this inventory policy. At present, 
there are three kinds of trade credit, in the first case, the 
length of the credit period is fixed [36–38], in the second 
case, the length of the credit period is closely relative to 
the ordering quantity [39–41]. In the third case, the sell-
ers provide trade credit to part of the ordering quantity 
and the purchase cost of the rest quantity should be paid 
immediately after receiving the items. 

Inflation and time value of money have also attracted 
attention of researchers. Taking the two factors into con-
sideration is of vital importance. With the integration of 
the global economy, the economic relationships among 
countries are closer and the mutual influences are deep. 
Currency’s purchasing power will change from time to 
time and inflation should not be neglected. Many re-
searchers [14,44–47] have made complementally com-
prehensive consideration in deteriorating items modeling. 

3. Deteriorating Items Inventory Study in a 
Single Enterprise 

Inventory cost is an important part of the enterprise op-
eration cost. For deteriorating items, especially those with 
high deteriorating rate, deterioration is a key characteris-
tic and its impact on modeling of inventory systems can-
not be neglected. So the deterioration rate should be tak-
en into consideration in the development of inventory 

strategy. For different kinds of enterprises, the emphasis 
on the deteriorating items inventory study is different. 
For the seller of deteriorating items, the current studies 
can be divided into two types; the first type emphasizes 
the inventory strategies for the retailer of the deteriorat-
ing items, the second type focuses on the inventory pol-
icy under a two-warehouse system. For the manufactures 
of deteriorating items, the current emphasis is on devel-
oping an optimal production-inventory strategy. So, this 
paper has divided the present studies on deteriorating 
items inventory for a single enterprise into three catego-
ries as stated above. 

3.1 Deteriorating Inventory Strategy 

The sellers of deteriorating items such as retailers must 
frequently assess the replenishment strategy for deterio-
rating items. Deteriorating items have a shorter life time 
compare with other items. In order to avoid the loss due 
to damage or expiration, it is of vital importance to de-
velop a proper inventory strategy. Many researchers have 
conducted extensive studies on the deteriorating inven-
tory strategy. Compared with normal inventory models, 
besides demand, deteriorating rate is another key factor 
that impacts significantly on an inventory management 
system. So when discussing models below, this paper 
will mainly concentrate on demand and deteriorating rate, 
and other factors, such as price discount, inflation, and so 
on, will also be taken into consideration. 

3.1.1 Deterministic Demand 
Sarker, Jamal and Wang [48], Chang [49], Chung and 
Liao [50], Huang and Liao [51]), ZHANG, DAI and 
HAN [42], ZHANG, DAI, HAN and LI [52] all devel-
oped inventory models in which both the demand and 
deteriorating rate are constant. In their research, the buyer 
is allowed a delay period to pay for the items purchased. 
The purpose of their studies is to help the buyers to make 
economic inventory strategy decisions under the influ-
ence of trade credit. Although the constant demand as-
sumption helps to simplify the problem, it is far from the 
actual situation where demand is always in change. In 
order to make research more practical, many researchers 
have studied other forms of demand. Among them, 
time-dependant demand has attracted considerable atten-
tion. WANG Sheng-dong and WANG jun-ping [53] de-
veloped a model to determine optimal ordering policy for 
deteriorating items under inflation, partial backlogging, 
and time-dependant demand. The effect of the time value 
of money was also considered in the paper. Panda, et al. 
[54] discussed an inventory model for a seasonal product. 
In the model, the demand rate is represented by a 
ramp-type time dependent function and the deteriorating 
rate is a constant. With the assumption that shortages are 
not allowed, the paper aimed to develop an optimal re-
plenishment policy for retailer. In addition, Papachristos 
and Skouri [55], Chu and Chen [56], Khanra and Chaud-
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huri [57], Yang [58], Dye et al. [59] all conducted re-
search on deteriorating items inventory under the premise 
that the demand is time-dependent. 

Besides time, the inventory level is another factor that 
has a close relationship with demand. For some item 
types, the demand rate may fluctuate with the on-hand 
stock level. It is a common phenomenon that a large 
amount of goods displayed in the supermarket will lead 
the customers to buy more, so the demand is closely de-
pendant on the inventory level. Gupta and Vrat [60] first 
proposed an inventory model in 1986 in which demand 
rate is stock-dependent. Then Mandal and Phaujdar [61] 
developed a production-inventory model for deteriorating 
items with the assumption that demand is a linear func-
tion of inventory level. Padmanabhan and Vrat [62] de-
veloped an EOQ model for deteriorating items with 
stock-dependant demand, they proposed three models: 
completely backlogging, partial backlogging and without 
backlogging, for the purpose of maximizing profit. In this 
paper, the backlogging function was assumed to be 
closely relative to the amount of demand backlogged. As 
we discussed before, in real life it is more common that 
the willingness of a customer to wait for a backlog during 
a shortage period declines with the length of the waiting 
time, that is to say, the longer the waiting time is, the less 
likely the customers willing to wait. Then in 2005, Dye 
and Ouyang [63] extend Padmanabhan’s model (Padma-
nabhan and Vrat, 1995) by proposing a time-proportional 
backlogging rate. While the opportunity cost due to lost 
sales was not taken into consideration in Padmanabhan’s 
model, Chung-Yuan Dye took considerable consideration 
in his improved model. Hou [64] established an inventory 
model for deteriorating items with stock-dependent de-
mand rate and shortages under inflation and time dis-
counting. There are also some who studied other types of 
demand, like price-dependent demand [65–67], infla-
tion-dependent demand [68] and so on. 

In fact, the real situation is complex and the demand is 
always affected by several factors such as time, inventory 
level, price, and so on. Balkhi and Benkherouf [69], Pal 
et al [70], Hsu et al [71] combined several of the factors 
together and considered the impact of the combination on 
the demand, in this premise the optimal inventory strat-
egy was discussed. WEN et al [72] developed an inven-
tory model in which the demand is affected by time and 
inflation. The aim of the paper is to determine the optimal 
replenishment strategy including the replenishment time 
and order quantities which minimize the present value of 
the total cost. 

All the models discussed above have the characteristics 
of a constant deteriorating rate. While the constant rate 
simplifies the problems, it cannot reflect the real situation 
of the deterioration; in fact the deteriorating rate varies 
with time. Wee and Law [73] proposed a deteriorating 
inventory model which took into consideration the 

time-value of money and price-dependent demand. Pa-
pachristos and Skouri [74] considered a model where the 
demand rate is a function of the selling price and the 
backlogging rate is a time-dependent function. Both of 
them assumed that the deteriorating rate is two-parameter 
Weibull distributed. Dye et al [75] developed an inven-
tory model for deteriorating items with price-dependent 
demand. In the model the deterioration rate is a function 
of time and shortages are allowed. The unsatisfied de-
mand is partially backlogged and the backlogging rate is 
a negative exponential rate of the waiting time. The aim 
of the model was to maximize the profit, and according to 
the model, the inventory strategy, including price, eco-
nomic ordering quantity and so on, can be determined. 
Then Dye et al [76] took the time-value of money into 
consideration and extended their earlier research. Chang, 
et al [77] established an EOQ model for deteriorating 
items. In the model the supplier provided trade credit to 
the purchaser on the condition that the order quantity was 
greater than or equal to the predetermined quantity. The 
paper proposed Taylor’s series approximation to obtain 
the optimal order quantity and replenishment time. Liao 
[78] then amended the solution for the model proposed 
by Chun-Tao Chang, etc and developed an alternative 
approach to determine the optimal ordering policy. 
HUANG Wei-lai and HUANG song [79]studied the eco-
nomic order quantity problem with deteriorating items 
taking time-value of money into consideration. In the 
problem, the deteriorating rate was two-parameter Wei-
bull distributed and the demand rate is linear function of 
the inventory level. An optimal order quantity model with 
deteriorating items based on the minimization of total 
cost was established, taking account of time value of 
money. 

3.1.2 Stochastic Demand 
In fact, with the growing uncertainty in the modern busi-
ness environment, the assumption of deterministic de-
mand is far from truth, so stochastic demand has attracted 
more and more attentions.  

It is common that when dealing with the stochastic 
demand, a large number of researchers make the assump-
tion that the demand is Poisson distributed. S. KAL-
PAKAM and S.SHANTHI [80,81] analyzed inventory 
systems with Poisson demands for deteriorating items. 
With the assumption of constant demand, in solving the 
model, Zhu [82] proposed a data processing method in 
which the demand was accumulated, making the model 
easily solved by computer and then enhancing the practi-
cality of the model. Li et al. [83] introduced the 
three-parameter weibull function to describe the charac-
teristics of deterioration. In this paper, demand is sup-
posed to be closely relative to deterioration, that is to say, 
the more items deteriorating, the less the demand will be. 
Beside this, shortages were allowed and totally back-
logged. According to the model, the optimal inventory 
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policy including the replenishment time, order quantity 
can be determined. 

With the increasing complexity in the business envi-
ronment, it is of vital importance for enterprises to take 
factors such as demand, price discounting, inflation, 
time-value of money, and so on into consideration in in-
ventory decision making. The current studies have given 
considerable consideration to the factors stated above and 
so they play an important role in the inventory deci-
sion-making. 

3.2 Two Warehouse Deteriorating Inventory Study 

Two-warehouse inventory problem for deteriorating 
items is a main category in the current inventory study 
for deteriorating items. The storage capacity of an en-
terprise is limited and in some real life situations, 
when the supplier provides a price discount for bulk 
purchases, or when the item is a seasonal product, or 
when the order cost is high, or the demand goes up 
quickly, or the cost of out-stock is high, the buyer may 
purchase a large amount of an item [84]. When the 
amount of the purchased items exceeds the storage 
capacity of the enterprise’s own warehouse (OW), the 
excess quantities have to be stored in a rented ware-
house (RW). This is the real background of the two- 
warehouse inventory problem. There are some com-
mon assumptions in the two-warehouse inventory 
problem. It is often believed that the storage capability 
of the OW is limited but the storage capability of the 
rented warehouse (RW) is unlimited, and that the RW 
often provides a better preserving facility than the OW. 
So compared with the OW, the inventory cost in RW is 
higher but the deterioration rate is lower. According to 
these assumptions, it is easy for us to understand that 
in order to reduce the inventory cost; it will be a good 
choice to consume the items in the RW first and store 
items in OW before RW (last in first out policy, LIFO). 
A large number of researchers have studied in this area 
according to the assumptions stated above, such as 
[85], yang, S.L. and Zhou, Y.W. [86], Benkherouf [87] 
and so on. 

Sarma [88] first studied the two-warehouse inventory 
problem for deteriorating items. In his study, the deterio-
rating item was first stored in the OW and the excess 
quantity was stored in the RW. Then in the inventory 
model an infinite replenishment rate was considered and 
shortages were allowed. Then Pakkala and Achary [89] 
extended Sarma’s study to the situation of an infinite 
replenishment rate. Yang [90] considered a two-ware-
house inventory problem for deteriorating items with 
constant demand rate and shortages under the circum-
stances of inflation. Then Yang [91] extended the former 
study and considered partial backlogging in the two– 
warehouse inventory model, in which the backlogging 
rate is closely relative to the waiting time. Then Hui-Ling 

Yang compared the two two-warehouse inventory models 
based on the minimum cost approach and the result 
showed that the model 2 was less expensive than model 1 
if partial backlogging and inflation are considered. QIU 
and LIANG [92]) developed a two-warehouse inventory 
model on the basis of minimum cost. In the model the 
factors such as a constant deteriorating rate and demand 
trade credit were taken into consideration. The numerical 
results can aid the manager to decide the order quantity, 
order cycle, and so on. 

All the two-warehouse inventory models discussed 
above have the characteristic of constant demand; in fact 
many other researchers have studied other types of de-
mand, like time-dependent demand, etc. XU and LI [93] 
proposed an optimal inventory policy for a two-ware-
house inventory model with time-dependent demand and 
constant deterioration rate. In the model, shortages are 
not allowed and according to the model the total order 
quantity and the quantity stored in the rented warehouse 
in a cycle time can be determined. Dey et al. [94] studied 
the two-warehouse inventory problem from the perspec-
tive of retailers. In their study, the storage capability of 
OW which is always located at a busy market place is 
limited. So the excess items should be stored in a RW 
which may be located away from the market place. The 
paper assumed that the inventory cost in the RW is 
greater than OW and so the items are first stored in OW 
and only excess items are stored in RW. This is the same 
as we discussed before. In order to reduce the inventory 
cost, the RW was emptied first by transporting the stock 
from RW to OW in a continuous release pattern. That is to 
say, the demand of items was met at OW only. Then the 
paper developed two-warehouse inventory model with the 
consideration of inflation, time-dependent demand, par-
tially backlogging, and time-value of money. Rong et al. 
[95] studied the similar problem as Dey et al. [94] did. 

As we stated at the beginning of 3.2, in order to reduce 
inventory cost, a considerable number of studies on two- 
warehouse inventory problems for deteriorating items 
follow the rule of LIFO (last in first out). But Lee [96] 
held a different opinion in this respect; he believed that in 
the RW, especially in the public warehouse, the vendor of 
the warehouse carried a lower operating cost because of 
well equipment set ups, learning effect of trained workers, 
and economies of scale. What’s more, in the buyer’s 
market more and more warehouses have to offer valued 
added service with completive lower prices to attract 
customers. So the assumption that the holding costs are 
higher in the rented warehouses is not so reasonable. Be-
sides all stated above, the researcher still believed that for 
deteriorating items, under the rule of LIFO, the cost of 
item deterioration and related opportunity cost may far 
exceed the cost saving benefit derived from the rent (on 
the condition that the holding costs in the rented ware-
houses are really higher than those in the OW). So it may 
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be more reasonable to operate under the rule of FIFO. In 
his study, Chun Chen Lee reconsidered the LIFO model 
proposed by Pakkala and Achary [97] and then developed 
a FIFO model. Comparison of the two models showed 
that the FIFO model was less expensive than the LIFO 
model, on the condition that the mixed effects of deterio-
ration and holding cost in RW are less than that of the 
OW. Niu and Xie [98]then amended the model proposed 
by Chun Chen Lee and so the modified LIFO model al-
ways had a lower cost than the FIFO model proposed by 
Pakkala and Achary. 

It is a common phenomenon that seasonal or cyclical 
items are often purchased in large quantities and so the 
study of two-warehouse inventory is of important practi-
cal significance for these items. 

3.3 Production-Inventory Study for  
Deteriorating Items 

For deteriorating items manufacturing, decision makers 
should take inventory into consideration in production 
policy making. Proposing an efficient production-inventory 
decision is conducive to enhancing the competitiveness 
of enterprises [43]. Many researchers have extensively 
studied in this area, such as Goyal and Gunasekaran [99], 
Jiang and Du [100], Chen et al. [101], Gong and WANG 
[102], Maity et al. [103] and so on. With the assumption 
that the demand rate, production rate, and deteriorating 
rate are all constant, Jui-Jung Liao [104,105] established 
a production-inventory model for deteriorating items un-
der the condition of the supplier providing the retailer 
with trade credit. Teng and Chang [106] established an 
economic production quantity (EPQ) model for deterio-
rating items when the demand rate was dependant on 
both the stock level and the selling price per unit, and in 
which the deteriorating rate was constant. The paper also 
provided the necessary conditions to decide the optimal 
solution which maximized profit of the EPQ model. From 
the model, decision makers could get aid in developing 
the optimal price and in production run time decisions. 

In all the models stated above, shortages are not al-
lowed. In conditions of shortages, each production- in-
ventory cycle in the planning horizon can be described in 
more detail. Generally speaking, each production- inven-
tory cycle can be divided into four stage, there are pro-
duction starts——consumption stage; production stops— 
—consumption stage; production stops——shortage 
stage, and production starts——shortage stage. The order 
of the four stages depends mainly on the shortage occur-
ring at the beginning or the end of the cycle. Lin Hsinyi 
et al. [107] established a production——inventory model 
with constant production rate, demand rate and deterio-
rating rate. Shortages are allowed and occur at the start of 
each cycle. So the production——inventory cycle can be 
divided into production stops——shortage stage; produc-
tion starts——shortage stage; production——consumption 

stage; production stops——consumption stage. From the 
model, we can get the number of production-inventory cy-
cles and the starting point of the four stages in every cy-
cle. Incorporating these parameters with the known con-
stant production rate, we can get the optimal produc-
tion-inventory policy. Zhou et al. [108] also considered 
production-inventory problem in which each cycle of a 
production-inventory schedule starts with replenishment 
and ends with a shortage. In this model, time-dependent 
demand was taken into consideration. In the research of 
Sana et al. [109] and Zhou and Gu [110], shortages are 
allowed and occur at the end of a cycle. So the cycle con-
sists of four stages as below: production starts——con- 
sumption stage; production stops——consumption stage; 
production stops——shortage stage and production starts— 
—shortage stage. With the consideration of time variable 
demand and constant deteriorating rate, the optimal pro-
duction-inventory policy was studied. 

All the deteriorating rates in the models stated above 
are constant and some researchers have studied time- 
dependent deteriorating rates. With the time-varying de-
mand and deteriorating rate, both Skouri and Papachris-
tos [111] and Chen et al. [112] developed a produc-
tion-inventory model in which the storages are allowed at 
the beginning of the cycle. In contrast, in Manna and 
Chaudhuri [114] and Balkhi’s research [113], shortages 
are also allowed but occur at the end of each cycle. Abad 
[116] studied the pricing and lot-sizing problem for dete-
riorating items under the conditions of finite production, 
partial backlogging, and lost sale. Teng et al [115]extend 
P.L. Abad’s model by adding the backlogging cost and 
the cost of lost goodwill. Then, the paper made a com-
parison between Abad’s model [116] and Goyal’s model 
[117] in which shortages occur at the beginning of the 
cycle. The numerical results show that there is no domi-
nant one between these two models. The paper also pro-
vides certain conditions under which one model had more 
net profit per unit time than the other. 

4. Deteriorating Items Inventory in the  
Supply Chain 

With the integration of the global economy, there is more 
and more diversity and uncertainty in the market. In order 
to deal with the uncertainties in the market and respond 
quickly to the diverse and personal demand of customer, 
enterprises need to cooperate with each other in the form 
of an integrated supply chain. The traditional inventory 
theory can not adapt to the current situation any more, the 
inventory problem should be considered in the supply 
chain. The deterioration of the deteriorating items makes it 
is important for the relative firms in the supply chain to 
make the optimal inventory policy together to minimize 
the total inventory cost across the supply chain. In the fol-
lowing part of the paper, we will discuss the current studies 
on the deteriorating items inventory in the supply chain. 
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4.1 Deterministic Deteriorating Items Inventory 
in the Supply Chain 

Yang and Wee [118,119] have conducted research on the 
inventory policy for deteriorating item in the supply 
chain including a single-vendor and multi-buyers. Yang 
and Wee [118] developed a multi-lot-size production and 
inventory model for deteriorating items with constant 
production and demand rates. In this paper, a supply 
chain including a single-vendor and multi-buyers was 
established and the supplier was dominant in the supply 
chain. The supplier delivered the goods in the form of JIT 
and the aim of the paper was to find the optimal produc-
tion-inventory policy on the basis of minimizing the in-
ventory cost in the supply chain. According to the nu-
merical results, the optimal policy using the integrated 
approach can reduce the total cost for the producer and 
the buyer. However, the producer’s cost is higher in the 
form of supply chain integration than the independent 
decision without considering the buyer’s perspective. So 
in order to maintain the stability of the supply chain, the 
buyers have to supply some kinds of incentives to the 
supplier. Then Yang and Wee [119] established a col-
laborative inventory system of single vendor and single 
buyer with the price-dependent demand, shortages are not 
allowed in the system. The paper developed different 
inventory models under the cases of vendor and buyer 
making decisions respectively; vendor and buyer making 
decisions together but no incentives are incorporated in 
the decisions; the two parties making decisions together 
and the vendor providing trade credit to the buyer. The 
numerical results showed that among the three cases, the 
profit in the first case was the smallest. The profit in the 
second case was the same with the one in the third case 
and the profit in the second and third case was larger than 
the one in the first case. As is well known to us all, the 
optimal solution for the whole system is not always bene-
ficial to all the players in the system and in fact in the 
second case, the buyer’s profit was seriously damaged 
and so the buyer will refuse to cooperate with the sup-
plier. While in the third case, the trade credit was incor-
porated in the system and it helped to share profit be-
tween the two parties. Compared to the first case, both 
vendor and buyer can get the extra profit and the supply 
chain was stable in this case. 

Compared to the deteriorating items inventory study in 
a single enterprise, the inventory studies in the supply 
chain have to emphasize how to maintain the stability of 
the whole system while achieving the minimum of in-
ventory costs in the supply chain. Therefore, researchers 
focused on supply chain coordination mechanism in the 
deteriorating items inventory problem study. LI and 
HUANG [120] established a three-level supply chain 
including vendor, manufacture, and retailer in which the 
manufacture is dominant. The paper developed two dif-

ferent models; in first case all the firms in the supply 
chain make decisions independently, and in the second 
the firms make decisions together. In the case of 
non-integrated decision-making, the manufacturer was 
the dominant member in the supply chain; the ordering 
policies of vendor and supplier were subject to the policy 
made by manufacturer, so the aim of the model is to mi-
nimize the costs of the manufacturer. While in the case of 
integration, the aim of the optimal production and inven-
tory policy making is to minimize the costs of the whole 
supply chain. According to the numerical results, the 
costs in the case of integration is lower than that in the 
case of non-integration, but the optimal solution for the 
whole system is not beneficial to all the members in the 
supply chain. In order to realize integration in the supply 
chain, the paper introduced the cost sharing mechanism 
in the supply chain to guarantee the implementation of 
integration and win-win among members. Both An and 
Luo [121], Qin and Guo [122] studied the effect of quan-
tity discount across the supply chain and their studies 
showed that quantity discount is a useful coordination 
method among supply chain members. In Qin and Guo’s 
study [122], quantity discount was used as a coordination 
mechanism to achieve the stability of supply chain. As 
the leader of the supply chain, the supplier develops an 
optimal discount price policy and shares the policy with 
the customer. Then the customer determines his unit 
selling price and sales volume. The numerical example 
showed that when the supplier determined the quantity 
discount, both the supplier and customer’s profit increase. 

4.2 Stochastic Deteriorating Items Inventory in 
the Supply Chain 

The studies on stochastic deteriorating items inventory in 
the supply chain at present are much less than the ones on 
the deterministic deteriorating items inventory. Du et al. 
[123] studied the deteriorating item stock replenishment 
and shipment policy for vendor-managed inventory (VMI) 
system with the assumption that the demand process fol-
lows a typical Poisson process. This research is important 
to practical applications and we will discuss the paper in 
detail. 

In the circumstances of vendor-managed inventory, the 
vendor acts as a supply chain manager and plans inventory 
and shipment scheduling from the perspective of the whole 
supply chain rather than obey orders passively and arrange 
shipments respectively. The aim of VMI is to develop an 
inventory and shipment policy in which the vendor can 
meet the demand of the retailers and determine their own 
inventory replenishment policy at the same time. The pol-
icy can realize the aim of minimizing the total costs in the 
supply chain. This is the so called integrated shipment 
which means that gathering the small amount of order 
quantities from downstream enterprises into a large quan-
tity and then make integrated shipping scheduling. The 
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integrated shipment policy can reduce relative costs in the 
inventory and shipment delivery [124]. 

Du et al. [123] made a comprehensive study on the in-
tegrated shipment policy under the circumstances of 
vendor-managed inventory for the deteriorating items. 
The paper established a supply chain system which in-
cludes a manufacturer, a vendor, and many retailers lo-
cated in different regions and the demand process follows 
a typical Poisson process. In the mode of VMI, the ven-
dor is responsible for replenishing the retailers’ inventory 
and arranging the corresponding shipment schedules. The 
purpose of the study is to make a joint decision in those 
two areas stated above. There are three parameters (Q, q, 
T) in the integrated shipment policy, among them the Q 
stands for the order-up to level, q stands for planned 
shipments and T is the planned delivery period. The pol-
icy operates as below: vendor delivery order quantities 
which accumulate during the predetermined replenish 
cycle T is shipped to the retailer at the end of the cycle. 
However, if the accumulated order quantity reaches the 
amount of q, which is also a predetermined parameter, 
before the end of the cycle, the vendor will also, delivery 
items to the retailers. Every time a delivery is planned, 
the vendors have to decide whether the inventory for each 
item needs to be replenished, and if it needs replenish-
ment, what is the replenishment amount. It must be 
guaranteed that the inventory level of the vendor is equal 
to or more than the order-up to level parameter Q after 
delivery. 

Integrated delivery is an important issue which must be 
considered when implementing vendor-managed inven-
tory. The studies on the integrated delivery problem for 
deteriorating items can aid the vendors to make relevant 
decisions about delivery and replenishment and so can 
help reduce the costs in the supply chain. 

5. Conclusions 

The inventory problems for deteriorating items have at-
tracted more and more attention and many researchers 
have conducted extensive studies in this area. In this pa-
per, from a different perspective, we have tried to make a 
review on deteriorating inventory literatures after Raafat 
[4]’s and Goyal’s reviews [5]. According to the litera-
tures discussed in this paper, we can draw some useful 
conclusions. Subsequent subsections present significant 
findings, the gaps identified in the research and future 
directions of the research in the relevant area. 

5.1 Significant Findings 

1) According to the research scope, the current studies 
can be divided into two categories, the first category stu-
dies the deteriorating items inventory problems in a sin-
gle enterprise and the second category studies the dete-
riorating items inventory in supply chain. From the per-
spective of quantity, there are much less studies in the 

second category compared with those belong to the first 
category. The study on deteriorating items inventory 
problems is a new research area compared with the in-
ventory research on common items and so the total re-
search amount is far less than the traditional one. 

2) Also, studies in the single enterprise category are 
less complex than the second category of the integrated 
supply chain. Two situations are included: first, from the 
perspective of the number of key factors involved in the 
model, there are always fewer factors involved in the 
supply chain deteriorating inventory models. For example, 
in the first category inventory models, besides demand 
and deteriorating rate, other factors such as price discount, 
allow shortage or not, inflation, time-value of money and 
so on are always combined in the model; then in the sec-
ond category, in order to simplify the situation, always 
less factors considered. 

3) Then when it comes to a single factor, the models in 
supply chain circumstances always consider easier situa-
tion of the same factor. Take demand for example, Many 
studies in the second category especially those under the 
circumstances of multi-echelon supply chain involve 
constant demand rate in the inventory model. Only few of 
the studies in the second category take stochastic demand 
into consideration for it is really hard to deal with in these 
kinds of models. For the first category, constant demand 
is the focus of the early stage and now more and more 
studies begin to research other kinds of demand, such as 
time-dependent demand, inventory level- dependent de-
mand, price-dependent demand, and even stochastic de-
mand. 

4) Deteriorating rate is another key factor in the study of 
deteriorating items inventory and there are also several 
kinds of deteriorating rate in the present study, such as 
constant deteriorating rate, deteriorating rate is a linear 
increasing function of time, deteriorating rate is two- pa-
rameter Weibull distributed, and deteriorating rate is 
three-parameter Weibull distributed. Among them, con-
stant deteriorating rate is the easiest one and the 
three-parameter Weibull distribution deteriorating rate is 
more complex. Some studies which belong to the first 
category have made extensive study in this factor and 
some studies even involve the three-parameter Weibull 
distribution deteriorating rate; the relatively complex one 
in the model. For the second category, constant deteriorat-
ing rate is the most common one in model establishment. 

5.2 Future Directions of the Research 

1) As we all know, in order to respond quickly to the di-
versity and uncertainty in the market, all the enterprises 
should be part of a supply chain and so it is more reason-
able to consider inventory problems in a supply chain. The 
diversity and uncertainty that a supply chain will face are 
much more complex than a single enterprise so more fac-
tors and more complex situation of a single factor should 
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be taken into consideration of deteriorating inventory 
problems in a supply chain. Only in this way, can the stud-
ies supply practical measurements to managers.  

2) In practical situation, the information about inven-
tory is not always precise, most of the time it is vague or 
imprecise. So it is more reasonable to develop some 
fuzzy, stochastic and dynamic research methods and this 
is also the future trend of the deteriorating inventory 
study. 

3) Luckily, many researchers have studied inventory 
under fuzzy circumstances. Katagiri and Ishii [125] es-
tablished inventory models for deteriorating items with 
fuzzy shortage cost and due to the fuzziness of relative 
parameters; the expected profit function in the study is 
represented with a fuzzy set. Chen and Ouyang [126] 
established a fuzzy inventory model for deteriorating 
items with permissible delay in payment. The study in-
volved the fuzzy carrying cost rate, fuzzy interest paid 
rate, and fuzzy interest earned rate simultaneously in the 
model. With the assumption of constant demand and de-
teriorating rate, Arindam Roy, Samarjit Kar and Mano-
ranjan Maiti [127], Arindam Roy, Manas Kumar Maiti, 
Samarjit Kar and Manoranjan Maiti [128] established an 
EOQ model which involved imprecise parameters, such 
as fuzzy inventory cost, fuzzy storage area, and so on. 
The purpose of their research was to minimize the total 
inventory cost. 

It is recommended that more and more researchers be-
gin to study deteriorating items inventory problems in 
supply chain with fuzzy, stochastic and dynamic research 
methods, only in this way, can the researches be applied 
to practice. It is hoped that this paper can provide an 
overview of the deteriorating items inventory in the re-
cent years and so act as a cornerstone for future study in 
this field. 
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ABSTRACT 

The zero-time enterprise’s mission is response to the market and customer needs in “zero time” in order to gain more 
customers and competitive advantages. To realize zero-time response to market and customers, it should inspire the 
employees’ work enthusiasm and creativity, so that they can do their work conscientiously to ensure quick and smooth 
going. This paper discussed how to establish an effective instant incentive mechanism for zero-time enterprise, which is 
a problem of rich practical significance. Firstly, based on the briefly explanation of zero-time enterprise, it analyzed the 
characteristics and principles of zero-time enterprise; and then elaborated the important roles of instant incentive. Fi-
nally, it proposed the basic contents of instant incentive and the “Trine” realization mechanism. 
 
Keywords: Zero-Time Enterprise, Instant, Incentive 

1. Introduction 

Enterprise competitions and changes in business envi-
ronment prompting the mode of competition to transfer 
from price-based competition to quality and variety- 
based competition, and now to the time-based competi-
tion (Time-based competition, TBC). TBC doesn’t mean 
to take no account of price, quality and variety, but under 
the premise of meeting all these factors, it is to immedi-
ately respond to customer needs [1]. Meanwhile, due to 
customer needs have become personalized and diversi-
fied. These factors have posed a challenge to the modern 
enterprises’ operations. They have to strive for customers 
in order to survive and develop in current rapidly chang-
ing time characterized as TBC, the instant response to 
customer needs of personalized and diversification has 
become an irrefutable fact. According to the actual re-
quirement that instant response to customer needs, the 
concept of zero-time [2] has been proposed, and the study 
of zero-time enterprises begins to be concerned by 
scholars. 

Modern enterprise management is attributed to the 
management of human resources. It hopes that through 
the effective deployment of personnel to get immediate 
response to customer needs, so that realizing the strategic 
development. Human resources are strategic resources of 
modern enterprises, but also the most critical factor in the 
enterprise survival and development, and incentive is an  

important part of human resources. The most fundamen-
tal purpose of incentive mechanism proposed by enter-
prises is to correctly direct the employees’ work motiva-
tion, enabling them achieve business goals while achiev-
ing their own needs, increasing their satisfaction, so that 
their enthusiasm and creativity could be maintained and 
carried forward. This is one of the necessary conditions 
that immediate response to customer needs of individual 
and various. In fact, nowadays in enterprises, quite a few 
of staff would have been able to achieve even greater 
success, but they did not. This is not due to they lack of 
skills, but a lack of motivation and passion to work, it is 
the enterprises lack of immediate and effective incentives 
for them. Therefore, how to establish an effective incen-
tive mechanism is a very important problem for each 
enterprise facing and urgent needing to solve. This paper 
is for zero-time enterprise, to explore the important issue 
how to establish an effective instant incentive mechanism. 

2. The Connotation of Zero-Time Enterprise 
and Characteristics of Incentives 

2.1 The Connotation of Zero-Time Enterprise 

The concept of zero-time, firstly proposed by Raymond 
T. Yeh and Keri Pearlson in 1998, in their paper, “Zero 
time: A Conceptual Architecture for 21st Century Enter-
prises”. In 2000, Raymond T. Yeh, Keri Pearlson and 
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George Kozmetsky co-authored of “Zero Time: Provid-
ing Instant Customer Value—Every time, All the Time!” 

[2] in detail discussing the zero-time philosophy and 5 
rules. In China, Bosheng Zhou and Dongping Fan (2000) 

[3] gave an explanation of introduction for the zero-time 
concept. Briefly, zero-time is a philosophy or a concept, 
refers to the shortest time applied to respond to customer 
needs. It is similar to zero-defect for quality control and 
zero-inventory for production management. The proposal 
of zero-time is an important contribution to the theory of 
TBC, it extremely promote the concept of enterprise com-
petition, and gives the most brilliant general of the concept. 

The 21st century is a rapid changing era characterized 
as explosive expansion of information, the changes of 
competitive environment and affecting competition fac-
tors have made the birth of zero-time enterprise to be a 
necessity. So called zero-time enterprise, in short, refers 
to the enterprise operated in accordance with zero-time 
concept and rules, “within the organization, every busi-
ness process based on response to customer needs, 
should be implemented immediately, if needed with 
automatic learning. Managers and employees possess the 
knowledge and capabilities to make police (decisions) 
and vendors can provide the required parts and services 
immediately”, its essential characteristic is to instantly 
respond to customer’s personalized requirements [4]. The 
ultimate goal for zero-time enterprise is not only “enable 
customer to trust, do as product leader, make operation 
excellent”, also far from being market share, but rather to 
“permanently occupy the market”, that is to say, by pro-
viding instant personalized products and services in the 
existing untapped market to occupy a dominant position, 
and through the constant release of innovative products 
to gain market dominance, which is performed as spiral 
process of innovation, new products, new services and 
market, is similar to the waves in the sea, constantly al-
ternating emerge, and never cease. Traditional enterprise 
must overcome some deficiencies firstly to become 
zero-time enterprise. The reference [3] point that there 
are 5 kinds of gaps in operations between the traditional 
enterprise and zero-time enterprise, namely: zero value 
gaps, zero learning gaps, zero management gaps, zero 
process gaps and zero inclusion gaps. In the course of 
business operations, if any one of the 5 gaps was delayed, 
it would impede the enterprise to make quick response to 
customer needs and changes of business environment. 

This paper is based on the special operation and archi-
tecture concept for zero-time enterprise, discusses the 
issue how to effectively motivate internal staff to instant 
respond to customer needs. 

2.2 The Characteristics and Principles of 
Zero-Time Enterprise Incentive 

The zero-time enterprise’s mission is response to the 
market and customer needs in “zero time” in order to 

gain more customers and competitive advantages. To 
respond to the market and customers in zero-time, it must 
ensure the employees with high enthusiasm and creativ-
ity, and have a strong sense of responsibility or urgency, 
so that they can do their work conscientiously to ensure 
quick and smooth implementation. All behaviors of em-
ployees are in pursuit of some kinds of benefits or avoid 
some disadvantages, thus physically and psychologically 
inevitably effects in the corresponding preferences and 
aversion. Incentive is to promote the common tendency 
of preferences and aversion in order to promote the sus-
tainable development of enterprise. Of course, this ten-
dency is different for different people, but one thing is in 
common, that is to be instant and appropriate. To this end, 
it is necessary to give employees the appropriate incen-
tives, but also to motivate them immediately. Inappropri-
ate incentives, overweight or too light incentives can not 
really realize the purpose; while the incentives are out of 
time, too early or too late, it would lose the original 
meaning of incentives. It follows those instant and ap-
propriate incentives critical. Therefore, the zero-time 
enterprise is characterized as instantaneous. The appro-
priation is the core principle of enterprise incentives, 
manifested in details as follows: 

1) The appropriate intensity. Incentives are divided to 
positive and negative one, positive incentives shall be 
rewarded, and negative incentives shall be punished. 
Rewards and punishments will directly influence the in-
centive effects. The overweight reward will make staff 
generate the feelings of pride and satisfaction, inducing 
loss of desire to further enhance themselves; the too light 
reward will not induce the incentive effects, or to make 
them get the feeling of not being taken seriously. The 
excessive punishment will make staffs feel injustice, or 
loss the identity to enterprise, and even induce the emo-
tions of cacanny or damage; too light punishment will 
make staff underestimate the seriousness of the error, 
which may also continue to make the same mistake.  

2) The appropriate fair. The appropriate fair is one of 
the most important principles in staff motivation, any 
unfair treatment will affect their work efficiency and 
emotion, so that affect the incentive effects. The staff 
with the same achievements should receive the same 
level of incentives; similarly, the staff committing the 
same mistakes should subject to the same level of pun-
ishment. If it is failure to do so, the managers prefer not 
to award or not to punish. 

3) The appropriate time. The core of instant incentives 
is “quick”, as the saying in the ancient book of “Si Ma 
Art of War”, which promoted “never miss the right op-
portunity to reward, and cannot wait to punish until sol-
dier leaves the group.” That emphasized only instant in-
centives could make people be quickly aware of the re-
sults of doing good or bad. “Execute an example of re-
wards and punishments to a hundred”, which generates 
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the shock and sensational effects, in order to achieve the 
goal that “found credit of rewards, and retain force of 
punishments”. 

Enterprise always strives for benefits, maximum bene-
fits is pursuit, while the employees’ maximum achieve-
ments itself is the basis for enterprise to maximize bene-
fits. Therefore, managers must grasp the instant character 
of incentives, so that to maximize employees’ achieve-
ments. Managers are required to be familiar with the 
specific characteristics of opportunity in order to identify 
and apply at all times. One character is that opportunity 
is always hidden, it is impossible for staffs to expose all 
their desires, but often to be hidden. Through the tortuous 
courses and complicated mental activities, reflecting in 
words, behaviors and expressions, and then it is observed 
by others. Therefore, it is required that managers should 
learn to carefully weigh up employees’ words and watch 
their expressions, gain an insight into their mentality. 
Second, opportunity is transient. The desires do not keep 
unchanging, but always go with people’s needs and so-
cial values changes. Third, opportunity is changeable, it 
is similar to the transient, for example, a person takes 
more emphasis on material motivation at one time, how-
ever, when his family’s economic condition has been 
greatly improved, his needs would be more transferred to 
the spirit (that is, honor awards). According to these three 
characteristics, managers can more easily and more ac-
curately grasp the principles of appropriate incentives.  

4) The appropriate method. There are several kinds of 
incentives. It is required to apply appropriate incentive 
method according to the different objects.  The objects 
and method should be matched to get the incentive ef-
fects. As the different requirements of different employ-
ees, the same incentives would play a variety of incentive 
effects. Even the same person at different times or envi-
ronment, would also have different needs. As the incen-
tive is depended on the internal feelings of staff, the in-
centives must vary in person. During the process of for-
mulation and implementation incentive method, firstly, it 
required to make a thorough investigation what are their 
actual needs. Organize, classify, and then determine the 
appropriate incentives. 

5) The appropriate object. This principle mainly sug-
gests that incentives need to seek truth from facts, re-
quiring the subjected object should be the right person or 
team who has actually made contribution. In other words, 
reward those who should be subjected to reward, punish 
those who should be punished. 

6) The appropriate place. This principle mainly pro-
poses that incentives should be based on specific condi-
tions. It can not mechanically carry out the positive in-
centives and negative incentives. For any positive incen-
tives, reward on the right spot can execute an example of 
rewards to a hundred; for some negative incentives, pun-
ishment on the spot can not execute an example of pun-

ishments to a hundred, oppositely, it will bruise staffs’ 
self-respect and enthusiasm. 

Generally, instantaneous and appropriation are inter-
related and complementary. The core of appropriation 
principle is required that incentives are consistent with 
merits and demerits. It is undesirable that neither award 
is greater than or less than achievements, nor punishment 
is greater than or less than mistakes, but only appropriate 
instantaneous and instant appropriation can maximize the 
effects of incentives. There is moderation for everything, 
inappropriate control may induce going too far or not 
getting the expected result, both of which should be 
avoided in management. In short, it should pay attention 
to the following six points: First, never reward without 
any achievements, or never punish without any mistakes; 
second, cannot lightly reward great achievements, or 
cannot lightly punish big mistakes; third, cannot grandly 
reward small achievements, or cannot heavily punish 
little fault; fourth, the number of incentives should not be 
too much, nor too low; fifth, can not reward mistakes and 
punish the achievements; sixth, appropriate incentives 
should be based on specific situations, including different 
person, issues and conditions. It can not mechanically 
carry out rewards and punishments. 

3. Instant Incentive Mechanisms for 
Zero-Time Enterprise 

3.1 The Important Roles of Instant Incentives 

Indubitably, instant incentive plays an extremely impor-
tant role in promoting the immediate response to the 
market and customer needs. As the lack of instant incen-
tives will make employees unable to judge whether they 
work correctly or not, it is difficult for them to develop 
good habits, eventually leading to lower efficiency and 
therefore it would be impossible to immediately respond 
to the market and customers. Instant incentive is not only 
an incentive approach, but also a business strategy. Thus 
its roles are significant, which are as follows: 

1) Instant incentive is the enterprise’s power system. 
Under the established business strategy, it can be accel-
erated by instant incentives. Incentive to employees just 
like accelerating running car on the highway that it is 
required to step on it in order to make the car able to ac-
celerate to a specific speed. Similarly, employees also 
need incentives to encourage them work hard, allowing 
have full of enthusiasm and strong innovation. If you can 
not give an immediate incentive, employees will gradu-
ally become slack, would be difficult to effectively im-
plement business strategies, and thus it’s unable to 
achieve instant response to customer and market. There-
fore, instant incentive is enterprise’s power system and 
accelerator as well. 

2) Instant incentive is the correction system for busi-
ness strategy implementation. Under the established busi- 
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ness strategy, employees’ hard working play important 
role in achieving business’s objectives, thus it’s highly 
necessary to ensure them positively and efficiently throw 
in to gear. Instant incentives indicate that: What is right 
and what is wrong. Instant incentive is charged with the 
correction system functions for business strategy imple-
mentation, employees will be more concentrated on work 
when their acts have been affirmed and strengthened, 
while some of their acts can be immediately rectified if 
they did not meet the requirements, so as to ensure the 
smooth implementation of the strategy. 

3) Instant incentive is the activator used to make em-
ployees change behaviors. Effective instant incentives 
can form collective memories, prompt them to develop 
good habits, and improve work efficiency as well. Every 
one has the instinct of self-motivation, which can fully 
satisfy his demands, while stimulate the enthusiasm and 
drive to improve efficiency. Therefore, the instant incen-
tive can be used to activate staff’s passion. 

In conclusion, instant incentive has an extremely im-
portant role in motivation, however, how to fully play the 
role of incentives, which required establishing an effec-
tive implementation mechanism for instant incentive. 

3.2 The Basic Contents and Realization  
Mechanisms of Instant Incentives 

The realization mechanisms of instant incentives are de-
termined by their basic contents, only in accordance with 
the contents can build practical and concrete realization 
mechanisms. The basic contents include: understanding 
the actual needs of employees, formulate reasonable in-
centive systems, grasp the appropriate opportunity to 
motivate staff, establish incentive model for the knowl-
edge team based on the psychological contract, and form 
“Trine” implementation mechanism. 

1) Understand the actual needs of employees. 
The managers need to really take consideration on the 

employees’ position, to think about their work motiva-
tion and hardship paid for work; from their points of 
view to consider their work and should be paid remu-
neration and reward issues. For the staff with success on 
a particular position, certainly there would be other mo-
tives and needs other than his daily responsibilities set by 
organization. For example, he may want to make more 
money, to travel abroad with his girlfriend, as well as to 
repay his family; or if he wants to promote himself and to 
be a manager in order to win the admiration and so on. 
All these are his motives and needs outside of the daily 
responsibilities; managers must dig out these motives, so 
as to truly understand the employees in order to establish 
instant and effective incentive schemes. 

Most of time, people have been accustomed to using 
tower type “Need-hierarchy theory”, which was proposed 
by Abraham · H · Maslow in the 50 years of 20th century 
[5], to explain the employee needs and guide the formu-

lation of incentives. In fact, if we change the perspective 
of the employee needs, perhaps it may be more realistic 
and more practical. We believe that whether employees 
can keep mind on work and even work hard, depending 
on the ability of the business or how to meet employees 
in the following four aspects: material benefits, career 
ideals, sense of belonging, and marginal pursuit. 

Material benefits: To determine a person whether is 
willing to work in the enterprise, an important variable is 
the level of material benefits provided by the enterprise. 
Obviously, the employees not only want to have accu-
mulation under the premise of feeding themselves and 
families, but also need access to a cultural-sociological 
identity, as in a particular social environment, the salary 
is an important aspect reflecting social status. In addition, 
quite high proportions of senior human talents tend to 
judge how much respect and the value of their cognition 
they would get in the enterprises by the level of material 
benefits provided by their business. However, material 
benefits it is not the one and only factor for all the staffs 
to choose business and to fulfill their responsibilities. 
Obviously, if the employee is highly devoted to business, 
but he was not placed in appropriate positions closed to 
his profession, even if be paid much better material 
benefits, he could also hardly concentrate on work. 

Career ideals: it is the person’s wish that he would like 
to make achievements in his favorite area, being enviable 
and satisfactory or proud of himself, even if this wish 
may be just a staged achievement. The person’s career 
ideals are commensurate with his education, working and 
living environment, personal hobbies, personality and 
personal pursuit, and related to the particular social val-
ues as well. For the person with strong career ideals, the 
enterprise may not be attracted to him by the high wages, 
but merely provide him with training opportunities for 
learning and displaying his talent. For such employee, 
it’s just required to provide him with a platform to 
achieve personal ambition, he might be satisfied, and 
then throw himself into work. 

Sense of belonging: the sense of belonging is an inte-
grated sense for the employees’ own businesses, such as 
whether they feel security in enterprise, whether it is 
worthwhile to throw himself into work, with or without a 
sense of honor, whether be respected, whether there are 
harmonious interpersonal relations, whether the enter-
prises treat employees friendly, with or without long- 
term development and so on. In essence, every one will 
hope to work in the enterprise with a sense of belonging. 
Once the staff feels that he is working for the enterprise 
without any sense of belonging, he would not keep his 
mind on the work, and also can not effectively complete 
his own duties. 

Marginal pursuit: Someone work in enterprise, simply 
because of taking the enterprise as springboard, that is to 
accumulate capitals/create conditions/pass time for his 
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further new job opportunities, we call this pursuit as 
“marginal pursuit”. In fact, not only the person, who 
takes enterprise as springboard, is possessed of marginal 
pursuit, but also all of whom would have the possibility 
of the similar pursuit. For example, someone may prefer 
to living in a certain city, so as to choose a company in 
this city; someone may not change another company just 
because his current located one is closed to his family; 
someone may not be attracted by another company’s 
higher wage just because he could access to higher social 
assessment now. The concept of marginal pursuit is pro-
posed for the meaning that, if companies are good at dig-
ging and encourage their staffs to obtain the marginal 
pursuit, it will be conductive to improving the relation-
ship between staffs and companies, that is to increase the 
attraction of companies to staffs, and staffs’ loyalty to 
company. For example, if a senior worker cannot keep 
his mind on work due to the distance from his family, the 
enterprise could just try to solve the decantation of his 
wife, which comes up to satisfy his marginal pursuit, so 
that he could throw himself into work afterwards. 

In practice, when company managers try to understand 
the actual needs of employees, they need to considerate 
from the vertical and horizontal two angles. From the 
vertical view, the employees with different levels of 
knowledge and salaries would also possess different de-
mands. As for the employees with lower salary, it will 
focus on meeting their material benefits and sense of 
belonging, that is, to improve their living conditions. As 
for the employees with higher salary, it should pay more 
attention to meet their career ideals and marginal pursuit. 
From the horizontal view, for the employees in same 
levels, the focuses of their demands are also different 
because of the differences of their personality and living 
environments. Someone may highly focus on material 
benefits due to personality characteristics; someone may 
much like to be praised, and enjoy the spiritual sense of 
achievement; and also someone may be good at studying 
techniques, be possessed of strong learning desires, while 
not deeply need money. Therefore, it’s required to “tai-
lor-made” list of requirements for different employees. 

In conclusion, as the staff needs are complex and di-
versified, it’s really not easy to truly understand every-
one’s needs. The managers need to make more effort, 
from the vertical and horizontal angles of view, in order 
to summarize the real demands of each staff, then to find 
the two or three dominant demands and give targeted 
incentives for them. 

2) Reconstruct the balanced model for organiza-
tional structure under zero-time competition. 

Management contingency principle indicated that 
various kinds of management methods are effective, but 
the most suitable one is the best one. To accord with the 
fundamental principles of contingency management, it’s 
required to appropriately combine the organization stra-

tegic goals, organizational structure and employee condi-
tions, etc., to carry through self-summarization, self- 
creation, so as to develop a suitable organizational as-
sessment model. TBC environment has broken up the 
original balance of the organizational structure, which 
urgently needs to be restructured, through changing con-
trol method and control structures. In a new balance, all 
levels of staffs should be clear about themselves roles 
and responsibilities. It is encouraged to achieve “free 
hand” management and bottom-up participation, and it 
will be applied to a new performance management sys-
tem, so as to enhance the flexibility of performance 
management. However, it’s useless to just orally appeal 
“free hand” management and bottom-up participation, 
but also needs some quick and effective methods. Such 
as the power down, so that making decisions by the most 
qualified person, and entrusting the people in different 
levels with different freedom of making discretions (As 
for the general small proposals can be assessed by the 
staff themselves to take action, while the more important 
proposals are assessed and determined by sector manag-
ers, and the major ones are handled by the leaders in 
charge of the whole department, and so on). Meanwhile, 
the proposal can also step across the traditional bot-
tom-up approving process, establishing the proposals 
management department, which makes the acceptance, 
evaluation, submission and the numbers of proposals 
adopted by company be included to the assessment of 
proponents. 

3) Construct the integrated evaluation model for 
performance results and behaviors under zero-time 
competition. 

Usually, the performance evaluation, which is focus-
ing on results, is results-oriented, focusing on work’s 
final performance, and its evaluation contents are mainly 
concentrated on the actual outcomes; while the perform-
ance evaluation, which is process-oriented, is concen-
trated on employees’ behaviors, effort intensity and work 
attitudes in process of their working. As the working 
process in Zero-Time Enterprise is much more compli-
cated, the employees’ performances have significantly 
compounded characteristics, it should synthetically 
evaluate their work process and behavioral outcomes. 
The performance evaluation for non-procedural worker, 
it should be result-oriented as far as possible; while for 
procedural knowledge worker, it can use behav-
ior-oriented approach. If it is uncertain to find the em-
ployees’ performance results, the outcome itself is not 
easy to be quantified, the value reflecting is lagging, and 
it is of strong professionalism and innovation, then its 
performance evaluation needs to combine the behav-
ior-oriented approach and result-oriented one. 

In recent years, objective management, key perform-
ance indicators, balanced scorecard and other perform-
ance assessment methods become very popular in many 



Study of the Instant Incentive Mechanism for Zero-Time Enterprise 

Copyright © 2010 SciRes                                                                                 JSSM 

135

companies, but they often ignore the behavioral anchors 
titration, behavioral observation scales such as the use of 
technology for performance evaluation. In fact, from the 
view of development of performance management in 
western enterprises, objective management, key per-
formance indicators, balanced scorecard, etc., are the 
tools for strategic performance assessment, which would 
be able to connect employee performances to the strategy 
of the whole organization. However, the tools for strate-
gic performance assessment are inseparable from the 
performance evaluation methods and technology support. 
Many performance evaluation techniques such as behav-
ioral anchors titration and behavioral observation scales 
can directly provide specific behavioral degrees and 
evaluation scales, for the evaluator to establish a uniform 
evaluation standard, will not only help managers to make 
objective evaluation, but also help to guide staffs’ per-
formance behaviors. 

4) Construct double evaluation model of individ-
ual-team under zero-time competition. 

The staffs in Zero-Time Enterprise in many cases are 
in the form of teamwork, the character of this work de-
termines that the performance evaluation can not only be 
aimed at individual work, but should also evaluate the 
working conditions of the entire team. If only consider 
the individual performance indicators, it would induce 
employees to focus only on the quality of their own work 
and performance, so as to lack of team spirit, be poor in 
collaboration, this will reduce the efficiency of the entire 
team, and even lead to team conflicts and confusion. 
Therefore, in the design of evaluation indicators, on the 
one hand that it should consider the individual behavior 
and work results; on the other hand, it has to consider the 
work progress, work quality and team cohesion and other 
factors, to pay attention to the integration and consis-
tency of individual and team indicators. Including the 
team indicators into the performance evaluation system 
of knowledge-based staffs, will help to improve the 
sprint of teamwork, encourage the cooperation among 
the staffs, so that the team can efficiently complete the 
intended objectives. 

5) Grasp the appropriate incentives opportunity. 
Incentives need to follow the principle of appropriate 

opportunity. Generally, it’s required to be accorded with 
the strongest stage of the staffs’ desires of winning award, 
so as to get the best incentives efficiency. As to the re-
wards aspect, Marshall who is the famous general in 
United States, believes that the troop of outstanding per-
formance in the battle should be praised promptly, he 
said that awards can run immediately, be announced to 
the press; while clerical work can be followed up, its 
requirement of filling in a variety of forms would cause 
time delay, which would reduce the incentives value to 
the lowest perception. Any delaying ideas and behaviors 

always lost the incentive role of reward, resulting in 
empty result of reward. 

Of course, the instant incentive is not simply to be 
done quickly. It mainly reflects the style of speedy and 
strict enforcement, but not mechanically implement, its 
premise is based on the right clear and accurate incen-
tives. If the incentive objective is error, and its character 
is not exact, it would be not only meaningless, but also 
cause harmful effects. Therefore, the principle of instant 
incentives, is not for the sake of speed, but must be 
strictly controlled. 

6) Establish incentive model for knowledge-based 
team based on psychological contract. 

Zero-Time Enterprise should be knowledge-based en-
terprise, the composition of its team members should be 
knowledge-based workers. Therefore, incentives for 
knowledge-based team should focus on the achievement 
and growth of knowledge-based workers. Only if fully 
encourage their enthusiasm, it would drive them all to-
gether to work hard, so as to make team play greater 
synergistic effect and to create better performances; as to 
incentive method, it emphasizes the combination of indi-
vidual incentives, team incentives and organizational 
incentives; as to incentive time effect, it should combine 
their short-term incentives and long-term incentives, 
which stresses the long-term positive effect of incentives 
for human talent; as to the design for incentive compen-
sation mechanism, it would have to establish incentive 
model for knowledge-based team based on psychological 
contract [6]. 

The incentive model for knowledge-based team based 
on psychological contract is shown in Figure 1 (dashed 
lines represent the feedback lines, while solid lines rep-
resent the causal relations). 

The incentive model for knowledge-based team based 
on psychological contract, transfers from the single eco-
nomic contract-based model to the model combined with 
psychological contract and economic contract, with par-
ticular emphasis on the important role of psychological 
contract in the incentives. 

Firstly, psychological contract for external compensa-
tion and benefits is the basis of incentives, which directly 
influent the effectiveness of material motivation; second, 
psychological contract for internal reward values is the 
core of incentives, which can enhance mutual sense of 
responsibility, sense of duty, self-discipline and self- 
control, so as to lead values of both sides to convergence, 
and form intrinsic motivation; third, the psychological 
contract for work atmosphere is the guarantee for incen-
tives, which can provide more relaxed atmosphere for 
organization, form a democratic management style with 
sufficient authority to built interpersonal relationships 
full of trust, compassion and respect, so as to construct 
an internal contract system with the guarantee of mutual 
support; finally, the key to incentives are the recognition  
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Figure 1. The incentive models for knowledge-based team based on psychological contract 
 
for the employees’ value and equitable reward. Knowl-
edge-based worker will pay great attention to the correla-
tion between the values of his own knowledge and skills 
and his rewards, only with full respect for the value 
choice of knowledge-based worker and active fulfilling 
of promise showing a fair, these employees would just 
take the most advantage of their own talent. 

7) Form “Trine” realization mechanism. 
Instant incentive mechanism is established based on 

the immediate characteristics and the appropriate princi-
ples. To successfully implement this mechanism, we 
have to propose the “Trine” realization mechanism, as 
shown in Figure 2. The so-called “triad” represents 
transposition, orientation and position. First of all, 
through considering in exchanging positions, managers 
can understand the actual needs of employees; then, de-
termine the reasonable performance management system 
according to the actual needs, that is orientation; finally, 
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Figure 2. “Trine” realization mechanism 

grasp at the right time to provide  instant incentives, that 
is just in position. As the dynamic demands of employees, 
it’s required to plan the three as a whole. This is the ori-
gin of “Trine” realization mechanism. If take instant in-
centives as a business strategy, the “Trine” realization 
mechanism is the right process and methods of the strat-
egy implementation. 

In short, personnel is a very complicated element in 
enterprise, if want to make them work actively and duti-
fully, and let the incentives to be the “welcome rain”, it’s 
required to spare no efforts to think how to effectively 
motivate employees. For this reason, instant incentives 
have already produced good effects in some companies. 
For example, Cisco attaches great importance to the re-
tention of good staff by material rewards, one of which is 
“Instant Award”. If the staff has exceeded the usual in 
sales performance, then his master can momentarily re-
ward him within the range of $50 to $2000 USD. In IBM, 
there is a “Golden Banana Award”. One day, a young 
man walked into IBM founder Tom · Watson’s office 
and told him that he had made a remarkable achievement. 
Hearing this, Watson was very happy and would like to 
reward this young man. However, he sought through his 
desk drawers only to find a banana; therewith he re-
warded the boy just with this golden yellow banana. 
Since then, the “Golden Banana” has become a symbol 
of the achievements for IBM employees. 

4. Conclusions 

In modern enterprise management, employee incentive 
issues have more and more attracted the managers’ atten-
tions, and the “incentive” is also one of the key charac-
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ters for modern human resources management being dif-
ferent from the traditional one. There is not only regular-
ity, but also strong skill or artistry in incentive manage-
ment. Managers must be good at deep analyzing and 
studying the characteristics of enterprise management 
and the workforce based on specific situations, take the 
effective and targeted measures, so that employees’ in-
ternal energy are fully inspired in order to provide pow-
erful driving force for business development. Although 
the instant incentives were not newly proposed, it is nec-
essary to actively study for effective good use of instant 
incentive mechanism, and different business practices 
would be different. 
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ABSTRACT 

In today’s times, more than ever cost competition and high demands of globalized value-adding chains put strong pres-
sure on small- and medium-sized toolmakers. As an exclusive differentiation in price is not an option, new means for 
achieving sustainable competitive positions have to be found. A promising approach for differentiation is to enhance the 
existing range of products by offering customer-specific services within so-called industrial product-service-systems. 
However, the lack of local presence inhibits the toolmakers’ abilities to deliver these services to their global customers. 
To address these challenges the European R&D-project TIPSS has the objective to develop suitable methods, tech-
niques and technologies, for toolmakers to improve their local and global performance thus enabling them to offer in-
dustrial product-service-systems on a global scale. The basis of the project is a large scale toolmaker and parts pro-
ducer survey focusing on service provision. The survey identifies the global footprint of toolmakers regarding the pro-
vision of tool-related services. Key findings of the survey with respect to designing industrial product-service-systems 
are presented in this paper. 
 
Keywords: Production Engineering, Product-Service-Systems, Tool & Die Making 

1. Introduction 

Today’s turbulent economic environment confronts the 
global tooling industry with serious challenges. Cost co- 
mpetition and the high demands of globalized value chai- 
ns put pressure on small- and medium-sized toolmakers. 
As a sole focus on price does not lead to a sustainable 
competitive advantage, toolmakers in high wage econo-
mies have to find new means for differentiating them-
selves from their competitors or else become easily re-
placeable for their customers [1–3]. One approach for 
differentiation is the forward integration into the cus-
tomer’s value chain [4,5]. By offering enhanced product 
related services via so-called industrial product-service- 
systems (IPS2) [6], certain aspects of the customer’s 
value-adding chain can be provided by the toolmaker. 
IPS2 are hybrid products consisting of the product itself 
combined with a comprehensive set of product-related 
services [7–9]. While generating additional cash-flows 
along the product’s entire life-cycle, IPS2 increase the 
dependence of the customer towards his toolmaker str- 
engthening the competitive position of the latter. 

In order to develop IPS2 that truly deliver added value, 
the toolmaker is challenged to acquire a profound know- 
ledge of his customer’s needs. Based on this knowledge 
he can define a portfolio of relevant services and develop 
the appropriate technological solutions. In the following 
the concept of IPS2 is elaborated and, based on an exten-
sive survey, an overview of the capacities and compe-
tences of today’s toolmakers pertaining to the offering of 
IPS2 on a global level is given. 

2. Industrial Product-Service-Systems 

Linking innovative services to the core product and th- 
ereby creating industrial product-service-systems is may- 
be one of the most promising ways to create more cus-
tomer value and to gain a true competitive advantage 
[10–12]. Especially the tooling industry has not yet bene-
fited from this “new manufacturing” that enables produ- 
cers to profit from higher service profit margins, growth 
opportunities in mature markets and longer lasting cus-
tomer relationships.  

In the TIPSS project, the concept of industrial prod-
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uct-service-systems encompasses the integration of the 
toolmaker into the customer’s value chain. The tool-
maker thus becomes an integral part of the customer’s 
production process, increasing the dependence of the 
customer towards his toolmaker. Figure 1 illustrates the 
increasing integration of the toolmaker into the cus-
tomer’s processes as the portfolio of offered services 
expands. Starting at the core product, the tool, each layer 
adds another service. 

While moving outward in the diagram the degree of 
connection to the core product decreases, meaning that 
vertical integration into the customer’s processes incr- 
eases. 

The challenge for achieving the optimal added value 
for both sides is to adequately configure the industrial 
product-service-system with respect to the service port-
folio as well as the technology to enable the service pro-
vision. Furthermore offering industrial product-service- 
systems and making money with them is an issue, which 
cannot just be carried out on the level of operations. As 
the success of a company is founded in its business 
model [13–15], the latter needs to be re-designed to align 
strategic and operational objectives. Thus offering indus-
trial product-service-systems requires a new business 
model which addresses the customer’s needs by adding 
value to his processes generating sources of income al- 
ong the tool’s entire life-cycle. 

3. Survey Findings 

As a base for designing industrial product-service-syste- 
ms respectively a business model encompassing them, a 
large scale survey addressing both toolmakers and their 
customers was conducted. The survey was carried out in 
two parts, starting with the customers and ending with 
the toolmakers themselves. In total 278 companies in rel- 
evant economies all over the world participated in the su- 
rvey. The outcome of the survey was on the one hand an 
evaluation of tool-related services by both toolmakers 
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Figure 1. Extended product-services within the TIPSS 
Business Model 

and parts producers as well as a global footprint of tool 
makers regarding the provision of these services. The 
findings referring to the latter are illustrated in the fol-
lowing. The global footprint describes the current struc-
ture of the tooling industry regarding four aspects of ser-
vices provision on a global level: 

1) Global customers – Are toolmakers taking advan-
tage of globalized markets? 

2) Local on-site presence – How do toolmakers pro-
vide services on a global level? 

3) Global partnerships – Do toolmakers cooperate to 
tackle challenges in teams? 

4) Global sourcing – Are toolmakers taking advantage 
of globalized supply markets? 

In the following the results of the survey reflecting 
each of the four dimensions are elaborated. 

3.1 Global Customers 

The first part of the global footprint investigates to which 
degree toolmakers currently take advantage of globaliza-
tion by entering new markets to sell their tools. Figure 2 
depicts the structure of the toolmakers’ markets in each 
region. 

It can be seen that North American and Western Euro-
pean toolmakers still have a very strong focus on their 
own region. The regions China/South East Asia, and to a  
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Figure 2. Regions to which toolmakers deliver tools 
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lesser extent Eastern Europe, have a higher percentage of 
export to other regions. This shows on the one side, that 
North America and Western Europe are currently still 
target markets when it comes to parts production. On the 
other side it also shows that toolmakers in China/South 
East Asia and Eastern Europe are using the globalization 
of markets more consequently for selling their tools. 

The customer’s point of view is given in Figure 3. The 
illustration shows the ratio of global vs. local purchasing 
of companies within the different regions. Parts produc-
ing companies were asked to rank the top four countries 
from which they purchase tools. It can be seen that com-
panies in Western Europe and China/South East Asia 
frequently purchase tools from toolmakers within their 
own region. 

Figure 4 illustrates reasons why parts producing com-
panies are hesitant to buy tools outside their own region: 

Customers were asked to rank the importance of sev-
eral disadvantages they perceive when buying tools from 
toolmakers in other regions of the world on a one- 
to-seven scale, seven being the most severe disadvantage. 

The evaluation shows, that a lack of services was 
ranked just after quality issues and delivery time, clearly 
implicating the importance for a toolmaker to be able to 
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Figure 3. Local vs. global purchasing of tools 
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Figure 4. Disadvantages perceived by customers when pur-
chasing tools on a global level 

deliver services on a global level. 

3.2 Local on-Site Presence 

To draw a picture of toolmakers’ on-site presence, parts 
producer were asked to estimate the percentage of main-
tenance work that was conducted by their toolmaker at 
their production site. Figure 5 shows that a customer’s 
toolmaker only performs tool related services locally at 
the customer’s production site in rare cases. 

This either means that tools are shipped back to the 
toolmaker for maintenance or that the customer performs 
maintenance with his on capacities. Figure 6 proves that 
indeed a large part of the required maintenance work is 
performed by the customers themselves. Three quarters 
of the customers state that they conduct more than 50 
percent of the maintenance with their own capacities. 

3.3 Global Partnerships 

The third perspective of the global footprint investigates 
partnerships and other relationships between toolmakers 
in terms of vertical or horizontal integration into each 
other’s processes. Toolmakers where asked whether or 
not they do have any partnerships regarding the provision 
of services. 

Figure 7 shows that a large part of the toolmakers, 
especially in China/South East Asia, is currently not co-
operating with other toolmakers for improving service 
provision (left). The right side of the figure shows the 
reasons why toolmakers choose not to cooperate. It sticks 
out that while North American and Western European 
toolmakers are worried about the protection of their 
know-how, Chinese/South East Asian toolmakers simply 
 

< 80%

4%7%

<= 100%< 40%

4%

< 60%

16%

0

60%

< 20%

9%

76%76%

Percentage of tool related 
service performed at the 
customer’s production site

 

Figure 5. On-site service provision (customer response) 
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Figure 7. Percentage of toolmakers without service partners (left), reasons for not having service partners (right) 

have trouble finding appropriate partners. 

3.4 Global Sourcing 

The last perspective of the global footprint focuses on the 
ability of the toolmaker to use globalized markets for 
sourcing. Figure 8 list for each region, which part of the 
value chain is externalized to the global markets. It can 
be seen that standard tool parts are the largest part of 
global sourcing. It seems that while Eastern European 
and Chinese/South East Asian Toolmakers have a str- 
onger focus on selling their tools in other regions than 
their Northern American and Western European coun-
terparts, they also go further when it comes to opening up 
their value chain to suppliers from other regions. Fur-
thermore the graphic shows that while standard tool parts 
are commonly sourced globally, service are still mostly 
procured locally. 
Toolmakers were asked to list advantages and disadvan-
tages they perceive when sourcing globally (Figure 9). 
While North American, Western and Eastern European 
toolmakers mostly see an advantage in price, Chinese/ 
South East Asian toolmakers source globally because of 
quality, reliability, reputation, warranty conditions and, 
surprisingly, delivery time. 

4. Conclusions and Outlooks 

The analysis of the results showed that only certain as-
pects of the challenges regarding global service provision 
are being adequately addressed by toolmakers in general. 
When distinguishing between the different regions of the 
world, it becomes clear that especially emerging markets 
like China/South East Asia and Eastern Europe are open 
to take advantage of opportunities like global purchasing 
and exporting of tools. However, local on-site presence 
as well as partnerships between toolmakers for supplying 
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services are currently still on a very low level in all re-
gions of the world. In general the results show, that co-
operation among toolmakers is still not common and 
their ability to deliver tool related services on a global 
level is not sufficient for the current demand for such 
services. 

The results show that in order to be able to offer IPS2, 
toolmakers have to adapt new business models, which 
focus on four major topics: 

1) Service provision 
2) Cooperation with partners 
3) Customer integration 
4) Strategies for identifying relevant customer needs 
Currently each of these four topics is being addressed 

insufficiently by toolmakers on the whole. Especially 
smaller toolmakers that do not have the capacities to of-
fer adequate services on a global level will have to adjust 
their business models accordingly. Only through close 
cooperation with other toolmakers as well as their cus-
tomers will they be able to strengthen their position in 
the vast competition of the globalized markets. 

The development of an appropriate business model for 
toolmakers is currently being addressed within the FP7 
project TIPSS. Further information on the project as well 
as the complete evaluation of the TIPSS toolmaking sur-
vey can be found on the project’s website (www.tipss-fp7.eu). 
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ABSTRACT 

International Financial Crisis has made the less-than-truckload (LTL) industry face with severe challenges of survival 
and development. More and more small and medium-sized LTL carriers choose to collaborate as the potential savings 
are large, often in the range 5–15%. A key question is how to distribute profits/savings among the participants. Since 
every LTL carriers are guided by their own self-interests and their contributions to the collaboration are quite different, 
the proposed allocation method should be a collectively and individually desirable solution. In this paper, we firstly 
analyze the profit opportunities from collaboration and present mechanisms to realize these benefits by two illustrative 
examples. Based on the cooperative game theory, we formulate the LTL collaboration game and discuss the well-known 
profit allocation concepts including Proportional Allocation, Shapley value and Nucleolus. We then propose a new 
al-location method named Weighted Relative Savings Model (WRSM) which is in the core and minimizes the maximum 
difference between weighted relative savings among the participants. Simulation result for real-life instances shows the 
effectiveness of WRSM. 
 
Keywords: Cooperative Game, Profit Allocation, Collaborative Transportation 

1. Introduction 

International Financial Crisis causes a huge decrease in 
transportation requests and has made less-than-truckload 
(LTL) segment of the trucking industry face with severe 
challenges of survival and development. Under this cir-
cumstance, horizontal collaboration becomes a good 
choice for small and medium-sized LTL carriers. In the 
collaborative alliance, a number of complementary trans- 
portation resources from the participants could be inte-
grated and thus more profits could be gained for every 
participant compared with their stand-alone operation. 
The potential cost savings from collaboration are often 
range from 5% to 15%. 

Although the benefits from collaboration are appeal-
ing, the key question is how to distribute the collabora-
tive profits among every participant to ensure the estab-
lishment and sustainability of the alliance and realize 
the potential of collaboration. Since every participant is 
guided by their own self-interests and their contribu-
tions to the collaboration are quite different, the pro-
posed allocation method should be a collectively and 
individually desirable solution [1]. The challenge is to 
design mechanisms that are fair, reasonable and easy- 

to-implement. We will show that the proposed Weight- 
ed Relative Savings Model (WRSM) satisfies all these 
requirements. 

The remainder of the paper is organized as follows. In 
Section 2, we analyze the opportunity to increase every 
LTL carrier’s profit through collaboration and present 
two illustrative examples to demonstrate the mechanisms 
to realize these benefits. In Section 3, based on the coop-
erative game theory, we formulate the LTL collaborative 
game and discuss the well-known profit allocation con-
cepts. We then propose a new solution method called 
Weighted Relative Savings Model (WRSM) which is in 
the core and minimizes the maximum difference between 
the weighted relative savings among the participants. 
Simulation result for real-life instances is presented and 
analyzed in Section 4 to show the effectiveness of 
WRSM. 

2. Profit Opportunities from Collaboration 

The construction of LTL carriers’ alliance will enable the 
formulation of collaborative transportation system. In 
this section, we will analyze the profit opportunities of 
this system. 
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2.1 Collaborative Transportation System 

As it is shown in Figure 1, the collaborative transporta-
tion system is a kind of system in which all participants 
share the network and transportation resources. 

E denotes Terminal Point (TP) which is the boundary 
point of the carrier’s business coverage. N denotes 
Switch Point (SP), through which the cargos transport to 
the carrier’s adjacent business point. W denotes Ex-
change Point (EP) where two or more collaborative car-
riers in the alliance exchange their cargos and transport 
the exchanged cargos to their own business point. S 
de-notes Shared Point (SDP) which is shared by two or 
more collaborative carriers in the alliance. From the sys-
tem–wide point of view, transportation network and 
re-sources are shared among all the LTL carriers in the 
alliance through EP and SDP which expand the business 
scope of every participant. 

Resource sharing will help to build more reasonable 
transportation plans to better utilize vehicles, reduce 
travel time, unloaded distance and lower the total trans-
portation cost effectively. 

2.2 Benefits of Collaboration 

Cruijssen and Salomon [2] analyze the effect of collabo-
ration for an entire coalition and show, using a case study 
that cost savings may range from 5 to 15% and can be 
even higher. Ergun et al. [3] note that shippers can re-
duce their “hidden costs” by cooperating, partly due to 
higher utilization of their less-than-truckload loading and 
asset repositioning capabilities. In the time-constrained 
lane covering problem, the savings range is from about 
5.5 percent to a little over 13 percent, where the savings 
tend to be larger when the size of the instance is larger. 
[4] Krajewska and Kopfer [5] show that, using a case 
study, cooperation between the two carriers yields a 10% 
reduction in the number of vehicles and a 12.46% reduction 
in routing cost. In practice, after forming collaborative part-
nerships with others in the Nistevo Network, Georgia- 

 

 

Figure 1. Collaborative transportation system 

Pacific’s percentage of empty movements decreased 
from 18% to 3%, which corresponds to $11,250,000 
savings yearly [6]. 

We demonstrate the potential benefits of LTL carrier 
collaboration with the following two examples. 

1) Backhauling 
Consider a network with three cities and two carriers A 
and B. We assume that the cost of traveling between two 
cities is the same for both carriers and, for simplicity, 
that there is no difference in cost between traveling 
loaded or empty. We further assume that carrier A has a 
contract in place to serve lane (2, 1), (1, 3) and that car-
rier B has a contract in place to serve lane (3, 2). The cost 
C and freight F of each lane in the network and other 
relevant information are given in Figure 2, where a 
dashed line represents repositioning (or empty travel). 

Without collaboration, carrier A and B operate indi-
vidually and the corresponding profit of them are 

Profit A = F21 + F13 – C21 – C13 – C32 = 1300 

Profit B = F32 – C32 – C23 = 400 

As it is shown in Figure 3, if carrier A and carrier B 
collaborate and carrier A serve lane (3, 2) instead of car-
rier B, they significantly increase their total profit to 
2100 by reducing two empty trips. Assume that the profit 
allocation rate is 0.75, then the new profit become 1575 
for carrier A and 525 for carrier B. Carrier A and B in-
crease their profits by 21% and 31% respectively. 

Through collaboration, carrier A reduces its empty trip 
and fully utilizes the truck while carrier B does not need 
to transport the cargos. But they both gain more benefits 
since the total repositioning cost is much lower. 

 

 

Figure 2. Network information and transportation requests 
 

 

Figure 3. Collaboration between carrier A and B 
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2) Lane/Request Exchanging 
Consider a network with four cities and two carriers A 
and B. We assume that the cost of traveling between two 
cities is the same for both carriers and, for simplicity, 
that there is no difference in cost between traveling 
loaded or empty. We further assume that carrier A has a 
contract in place to serve lane (2, 1), (1, 3), (3, 4) and 
that carrier B has a contract in place to serve lane (4, 3), 
(3, 2). The cost C and freight F of each lane in the 
net-work and other relevant information are given in 
Figure 4, where a dashed line represents repositioning (or 
empty travel). 

Without collaboration, carrier A and B operate indi-
vidually and the corresponding profits are 1900 for car-
rier A and 1000 for carrier B. 

We assume that the existing contracts are not long term 
contractual agreements so can potentially be exchanged 
between the carriers [1]. As it is shown in Figure 5, if car-
rier A and carrier B collaborate and exchange lanes (3, 4) 
and (3, 2), the corresponding profits are 2100 for carrier A 
and 1200 for carrier B. Carrier A and B increase their 
profits by 10.5% and 20% respectively. 

Through collaboration, the optimal set of cycles cov-
ering the contract lanes are assigned to each carrier. 
Empty travels are greatly reduced and total profits are 
redistributed between carrier A and carrier B. 
 

 

Figure 4. Network information and transportation requests 
 

 

Figure 5. Collaboration between carrier A and B 

3. Profit Allocation Problem 

Cooperative game theory provides a natural framework 
for the profit allocation. There are a set of papers that 
join the transportation related profit or cost allocation 
problems and cooperative game theory.  

Sakawa et al. [7] discuss the production and transpor-
tation profit and cost allocation based on nucleolus in the 
fuzzy environment and shows, using actual data, the 
usefulness of fuzzy programming and the effectiveness 
nucleolus allocation. Sanchez-Soriano et al. [8] study the 
core of the transportation games, prove the nonemptiness 
of the core for these games and provide some results 
about the relationship between the core and the dual op-
timal solutions of the underlying transportation problem. 
Sanchez-Soriano et al. [9] study the cost allocation of the 
integrated transportation services provided by Alacant 
University for students, formulate the problem as tree 
buses game, propose the aggregated egalitarian solution 
concept and show it is the core of the game. Engevall et 
al. [10] formulate the traveling salesman game and vehi-
cle routing game, discuss nucleolus, TSP nucleolus, TSP 
demand weighted nucleolus, Shapley value and τ value 
respectively. Matsubayashi et al. [11] study a cost alloca-
tion problem arising from hub-spoke network systems 
and show that, if the demand across the system has a 
block structure and the fixed cost is high, allocating the 
cost proportional to the flow that an agent generates be-
longs to the core. Ozener [1] study the cost allocation in 
the collaborative transportation procurement network and 
discuss the truckload carrier’s collaboration. Krajewska 
et al. [5] study the profit sharing problem among carriers 
in the horizontal collaboration, discuss the possibilities of 
sharing these profit margins fairly among the partners, 
apply the Shapley value to determine a fair allocation of 
the problem and present numerical results for real-life 
and artificial instances. 

These papers in general study the existing profit or 
cost allocation methods with well-studied properties from 
cooperative game theory and present the computational 
results for such allocations. However, to the best of our 
knowledge, there is no literature on profit allocation for 
LTL collaborative transportation problem that considers 
both the relative cost savings and contribution differences, 
which are very important in the contractual agreement 
negotiation of the collaboration. In this section, we will 
search for a new profit allocation method that satisfies 
these requirements based on the well-known solution 
concepts from cooperative game theory. 

3.1 Problem Definitions and Assumptions 

We formulate the profit allocation for LTL collaborative 
transportation problem as a co-operative game  ,N v . 



Allocating Collaborative Profit in Less-than-Truckload Carrier Alliance 

Copyright © 2010 SciRes                                                                                 JSSM 

146 

  1, 2,..., 2N n n   is called the grand coalition 

which denotes all collaborative carriers.  v S  is the 

characteristic function which assigns to each possible 
coalition of carriers  S S N  a numerical value to be 

interpreted as the cost savings realized by the carriers in 
coalition S .  iy i N  is the profit/cost savings allo-

cated to carrier i .  1, 2,..., nY y y y  is the profit allocation. 

It is assumed that all carriers have the opportunity to 
form and cooperate in coalition. When coalition S coop-
erates, the total cost  c S  is generated and we have 

      ,
i S

v S c i c S S N


           (1) 

Below we discuss some of the most commonly used 
profit allocation properties from cooperative game theory.  

A profit allocation method that splits the total profit 

 v N among the carriers i N  is said to be efficient 

or budget balanced, that is ( )i
i N

y v N


 . 

A profit allocation is said to be individual rational if 
no carrier gains less than its “stand alone profit/cost sav-
ing”, which equals to zero. Mathematically, this property 
is expressed as ({ }),iy v i i N   . 

The core of the game is defined as those profit alloca-

tions  1, 2,..., nY y y y  that satisfy the conditions 

( ),i
i S

y v S S N


             (2) 

( )i
i N

y v N


                  (3) 

That is, no single carrier or coalition of carriers would 
be better off if they decide to opt out and collaborate only 
among themselves. A profit allocation in the core is said 
to be stable. 

For each coalition S and a given profit allocation 

 1, 2,..., nY y y y , we can compute the excess 

( , ) ( ),i
i S

e Y S y v S S N


           (4) 

which expresses the difference between the sum of the 
profits allocated to its members and the total profit of a 
coalition. For a given profit allocation, the vector of all 
excesses can be thought of as a measure of how far the 
profit allocation is from the core. If a profit allocation is 
not in the core, at least one excess is negative. 

3.2 Well-known Profit Allocation Concepts 

3.2.1 Proportional Allocation 
In practice, the most commonly used solution is to dis-
tribute the collaborative profit/cost savings of the grand 

alliance  v N  among the carriers equally, weighted 

with each carrier’s stand alone cost. This is expressed as 

  ,i iy r v N i N                (5) 

where ir  is equal to      
i N

c i c i

 . 

Although this method is easy to understand, easy to 
show and easy to compute, it is not stable from a coop-
erative game theoretic point of view since a participant 
will pay, possibly, more than when operating alone [1]. 

3.2.2 Shapley Value 
A well-known cost allocation method is the Shapley 
Value, which is defined for each player as the weighted 
average of the player’s marginal contribution to each 
subset of the collaboration [12]. Shapley Value can be 
interpreted as the average marginal contribution each 
member would make to the grand coalition if it were to 
form one member at a time [13]. Mathematically, 
Shapley Value is expressed as 

         ! 1 !
\ ,

!i
i S

n s s
y v S v S i i N

n

 
     

where s  denotes the number of carriers in coalition S . 
Shapley Value is the unique allocation method to sat-

isfy three axioms: dummy, additivity and equal treatment 
of equals. Although Shapley Value may return cost allo-
cations in the core for some instances, there are many 
instances where allocations based on Shapley Value are 
not stable [1]. 

3.2.3 Nucleolus 
Nucleolus, introduced by Schmeidler [14], is the cost 
allocation that lexicographically minimizes the maximal 
excess, the difference between the total allocated profit to 
a subset and the stand alone cost of that subset, over all 
the subsets of the collaboration. Mathematically, it is 
expressed as 

 . . ( ) ,

 ( )

 ({ })

i
i S

i
i N

i

Minimize

s t y v S S S N S

y v N

y v i i N


 





    



  




 

The nucleolus exists and is unique. However it does not 
take into account each carrier’s contributions to the coa-
lition and the relative cost savings. 

3.3 Weighted Relative Savings Model 

As discussed above, the existing solutions are not always 
stable, which keeps the sustainability of the LTL col-
laboration, and different to show that some participants 
can gain more if they contribute more and all participants 
have a similar relative profit or cost savings. In a nego-
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tiation situation it would be beneficial to have an initial 
allocation where the relative savings are as similar as 
possible for all participants. 

We therefore propose the Weighted Relative Savings 
Model (WRSM) which is completely new and motivated 
by finding a stable allocation that minimizes the maxi-
mum difference between relative savings among the par-
ticipants and also reflects the contribution difference.  

The relative savings of carrier i is expressed as 

  iy c i . Thus, the difference in relative savings be-

tween two participants i  and j  is equal to 

     
ji

yy

c i c j
                (6) 

The contribution to the collaboration depends on the 
distribution of power among freight carriers, on their 
level of interdependency and willingness to make com-
promises, and on the market within which the freight 
carriers operate [5]. Following the ideas of the Shapley 
Value, we define the contribution of carrier i  to the 
grand coalition as 

     \ ,
i S

v S v S i i N


          (7) 

In order to reflect the contribution difference, we mod-
ify the relative savings by adding the contribution ratio 
weight i  which is expressed as 

     
     

\
1

\
i S

i

i N i S

v S v S i

v S v S i
 

 


 






      (8) 

The weighted relative savings of carrier i is then equal 

to   i iy c i   and the difference in relative savings 

between two participants i  and j  is equal to 

     
j ji i
yy

c i c j


              (9) 

The Weighted Relative Savings Model (WRSM) is the 
following LP problem which we need to solve to find the 
allocation. 

     
. . ,

 ( )

 ( )

j ji i

i
i S

i
i N

Minimize f

yy
s t f i j N

c i c j

y v S S N

y v N







   

  







 

The first constraint set is to measure the difference 
between all participants’ weighted relative savings. The 

variable f is used in the objective function to minimize 

the maximum difference. The other two constraint sets 
ensure that the allocation is in the core and thus stable. 

We add a minimum penalized slack in the constraints 
defining the core. In the case the core is empty we pro-
pose to use the epsilon-core or alternatively seek the 
maximal number of players present in a game for which 
the core exists. However, how this subgroup of players 
should be selected remains to be studied in future research. 

Compared with the Proportional Allocation and the 
Shapley Value, this allocation is stable. Since the objec-
tive is a combination between participants and considers 
the relative savings and the contribution difference, this 
model is not a weighted nucleolus. In the literature of this 
field, we have not been able to find an allocation method 
with similar objective. Therefore, to the best of our 
knowledge, this allocation concept is new. 

4. Simulation Result and Analysis 

In order to show the effectiveness of the method we pro-
pose, we compare the Weighted Relative Savings Model 
(WRSM) with Proportional Allocation, Shapley Value 
and Nucleolus based on the existing test instances in [5].  

Table 1 presents the instances used in our test and re-
lated calculations. There are three carriers in the grand 
coalition and the optimal number of vehicles and cost of 
each subset of the grand coalition is calculated according 
to the transportation requests in the sub-coalition [5]. 
Cost Savings of Coalition is calculated using (1). Con-
tribution to the Grand Coalition is calculated using (7) 
and Contribution Ratio Weight is calculated using (8) 
respectively. 

Table 2 shows the results for test instances and the 
comparison among Proportional Allocation, Shapley 
Value, Nucleolus and WRSM. For each allocation con-
cept, Cost Savings allocated to carrier is calculated ac-
cording to the related definitions and algorithms dis-
cussed above. Net Cost equals to Stand-alone Cost minus 
Cost Savings. 

These results show clearly that it is indeed worth pool-
ing the LTL carriers’ transportation resources through 
collaboration to serve customer requests. The cost sav-
ings is range from 7.3% to 18.7%.  

Although the Proportional Allocation and Shapley 
Value is stable using our test instances, carrier C will not 
agree with those allocation methods since he contributes 
more to the grand coalition but gains the same relative 
savings as carrier A and B in Proportional Allocation and 
the smallest savings in Shapley Value allocation. The 
Nucleolus, which divides the cost savings equally among 
three carriers, does not take into account the contribution 
difference among the three and may be rejected by any of 
them. WRSM which is in the core and considers both 
relative savings and contribution difference makes the 



Allocating Collaborative Profit in Less-than-Truckload Carrier Alliance 

Copyright © 2010 SciRes                                                                                 JSSM 

148 

 
Table 1. Test instances and related calculations 

Carriers in 
Coalition 

# Requests # Vehicles Cost Cost Savings of Coalition
Contribution to the 

Grand Coalition 
Contribution Ratio 

Weight 

A 61 13 16512.6 0.0 13216.5 0.64 

B 96 11 17876.0 0.0 8463.7 0.77 

C 100 28 38585.4 0.0 14575.7 0.60 

A B 157 24 31961.6 2427.0   

A C 161 36 49615.0 5483.0   

B C 196 32 53354.8 3106.6   

A B C 257 38 64560.9 8413.1   

 
Table 2. Results for test instances 

Proportional Allocation Shapley Value Nucleolus WRSM 
Carrier 

Stand-alone 
Cost Cost 

Savings 
Net 
Cost 

Savings 
Ratio 

Cost 
Savings

Net 
Cost

Savings 
Ratio 

Cost 
Savings

Net 
Cost

Savings 
Ratio 

Cost 
Savings 

Net 
Cost

Savings 
Ratio 

A 16512.6 1903.7 14608.9 11.5% 3087.2 13425.4 18.7% 2804.4 13708.2 17.0% 1920.5 14592.1 11.6% 

B 17876.0 2060.9 15815.1 11.5% 1899.0 15977.0 10.6% 2804.4 15071.6 15.7% 1723.5 16152.5 9.6% 

C 38585.4 4448.5 34136.9 11.5% 3427.0 35158.4 8.9% 2804.4 35781.0 7.3% 4769.1 33816.3 12.4% 

SUM 72974.0 8413.1 64560.9  8413.1 64560.9  8413.1 64560.9  8413.1 64560.9  

 
weighted relative savings as similar as possible among 
different participants. It can be accepted by all the carri-
ers and makes the collaboration sustainable. 

5. Conclusions 

Collaboration is a good choice for small and medium- 
sized LTL carriers under the background of the interna-
tional financial crisis. Potential cost savings of the col-
laborative alliance is large and every participant can gain 
more profits comparing with stand-alone operation. In 
order to realize the benefits, collaborative profit alloca-
tion mechanism must be able to construct the alliance 
and make it sustainable. 

The underlying profit allocation problem is discussed 
in this paper. We have demonstrated that collaboration 
can yield a considerable cost decrease and proposed a 
new profit allocation method named Weighted Relative 
Savings Model (WRSM) based on the cooperative game 
theory. Simulation result for real-life instances shows the 
effectiveness of the proposed model. 

The truck transportation industry has not yet adopted 
horizontal cooperation on a large scale [5]. So the key 
challenge in terms of future developments is to adapt the 
proposed method for practical use so that not all possible 
coalitions need to be analyzed. 
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ABSTRACT 

Afghans and Americans have been exposed to different leadership styles which may have influenced their orientation on 
leading others. Age, gender, and/or culture are possible factors for such differences in leadership orientations. This 
research surveyed the responses of 502 Americans and 300 Afghans to better understand their orientation toward 
transformational leadership. The Afghan respondents had significantly higher scores for transformational leadership 
orientation. Female American respondents had a significantly higher transformational leadership orientation than their 
Afghan female colleagues. Younger Afghans had a significantly higher tendency toward a transformational leadership 
orientation than their American counterparts. Suggestions for managers and implications for future research are presented. 
 
Keywords: Afghans, Americans, Afghanistan, Gender, Age, Culture, Leadership, Ethics 

1. Introduction 

Culture, age group, and gender may influence a person’s 
leadership style and overall change management ap-
proach. Leaders must believe in change in order for there 
to be a better future for a society or organization. “In 
highly competitive, rapidly changing environments, car-
ing and appreciative leaders are the ones to bet on for 
long-term success” [1]. The 21st century leader must be 
equipped with the right tools to be effective, empathic, 
and efficient in all aspects of the workplace. Today’s 
competitive workplace requires more transformational 
leaders as they tend to influence workers more positively. 
Rhodes, Walsh, and Lok state, “While leaders initiate 
and drive organizational change, they manage the change 
only with the help of other change agents. These change 
agents operate with different change skills and compe-
tencies depending on particular requirements and cir-
cumstances” [2]. Pounder explains that the effect of 
transformational leadership on subordinates centers on 
three leadership outcomes: a) the ability of the leader to 
generate extra effort on the part of those being led, b) 
subordinates’ perception of leader effectiveness, and c) 
their satisfaction with the leader [3]. Furthermore, “Bass 
and his associates’ views on morality relative to trans-
formational and transactional leadership do suggest that 
transactional leaders would be expected to engage in 
unethical practices more so than transformational lead-
ers,” and further state that “Judgments of a leader’s ethi-

cal posture may play a particularly strong role in influ-
encing follower satisfaction with the leader” [4]. Franken, 
Edwards, and Lambert explain how “Business leaders are 
under constant pressure to comply with their demands 
while maintaining the organization’s competitiveness in 
increasingly complex markets” [5]. Transformational 
leaders are expected to not only to control, lead, plan, 
and organize, but also motivate, empower, and build 
healthy relationships with their peers throughout an or-
ganization. 

A study by Mujtaba and Kaifi illuminated how Afghan 
leaders have higher scores on the relationship orientation 
which relates to better job performance [6]. The skills of 
building and maintaining a healthy relationship is an im-
portant element of not just performance but also trans-
formational leadership, especially when one has to create 
a win-win relationship between employees, vendors, and 
other stakeholders in the community or local govern-
ments. “Over the last decade, considerable research effort 
has been invested into understanding the processes 
through which transformational leadership positively 
relates to follower attitudes, behavior, and performance” 
[7]. When exploring the conditions under which trans-
formational leadership weaves its effects on performance, 
research results show that transformational leadership 
relates to follower identification with work unit and 
self-efficacy, to predict individual performance, thus 
representing a moderated mediation effect [7]. Another 
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study demonstrated “that instructors displaying transfor-
mational leadership qualities in the classroom had a posi-
tive and significant influence on student perception of 
classroom dynamics measured in terms of the three lead-
ership outcomes: extra effort, effectiveness, and satisfac-
tion” [3]. The results appear to be consistent with other 
findings on transformational leadership which suggest 
that employees view this style “positively in terms of 
effectiveness, satisfaction, and motivation to expend ef-
fort” [3]. Other researchers argue that “the proposed as-
sociation of transformational and transactional leadership 
has been one of augmentation. The augmentation hy-
pothesis argues that transformational leadership will sig-
nificantly predict leadership criteria after controlling for 
transactional leadership” [4]. Of course, effective leaders 
use a variety of methods to influence their followers and 
some researchers claim that “employees with higher lev-
els of power distance orientation are less likely to be in-
fluenced by transformational leadership behaviors alone 
and may instead need to be led via different or additional 
leadership styles” [8]. Kirkman et al., further state that 
“individual-level cultural value orientations, and particu-
larly power distance orientation, should not be ignored in 
studies of the impact of transformational leadership on 
followers across cultures” [8]. This study focuses on the 
leadership style of people in Afghanistan and the United 
States because an individual’s culture might very well be 
a factor in their influencing style. In both cultures, fol-
lowers respect managers who are perceived to be just, 
fair, and ethical. Leaders who do the right thing are able 
to enhance the morale of their employees because all 
individuals want to be associated with good causes and 
institutions that take society’s needs into consideration. 
Transformational leaders must have an ethical intention 
in order to be followed and respected.  

Ricoeur states, “Let us define ‘ethical intention’ as 
aiming at the ‘good life’ with and for others, in just in-
stitutions” [9]. The ethical intention is what transforma-
tional leaders strive for in organizations of the 21st cen-
tury because in order for an organization to be successful, 
there must be unity and collectivity along with just prac-
tices. When aiming at the good life, leaders must con-
sider not only themselves but how each person can make 
a difference by being more understanding, ethical, and 
concerned for the welfare of all people within an organi-
zation. Ricoeur explains, “the good is not contained in 
any particular thing. The good is rather that which is 
lacking in all things. This ethics in its entirety presup-
poses this nonsaturable use of the word predicate good” 
[9]. Ricoeur recognizes the importance of being ethical 
and the positive implications it has on daily actions of an 
organization. In an organization, every conversation can 
be meaningful, and may bring one that much closer to a 

good life by learning about the other. Ricoeur states, “To 
narrate and to follow a story is already to ‘reflect upon’ 
events with the aim of encompassing them in successive 
totalities” [10]. Being able to listen, understand, and 
communicate to a colleague is important for a transfor-
mational leader and will benefit an organization by 
building trust, friendships, awareness, and respect. As 
Ricoeur explains, “the good life is for each of us, the 
nebulus of ideals and dreams of achievements with re-
gard to which a life is held to be more or less fulfilled or 
unfilled” [9]. In organizations, transformational leaders 
need to understand others by focusing on solicitude, 
building friendships, and emphasizing equality because 
Ricoeur explains, “equality, however it is modulated, is 
to life in institutions what solicitude is to interpersonal 
relations” [9]. By having an ethical intention, a transfor-
mational leader is able to lead by example. While the 
controversy regarding whether leaders are products of 
nature or nurture continue to live on, one element that is 
clear is how all people are influenced by their specific 
culture, age group, and gender. 

2. Leadership and Culture 

Culture, or the way people behave in an organization can 
influence how a leader evaluates performance. Rhodes, 
Walsh, and Lok state that the “development of a 
high-performance culture requires the inspiration, drive, 
and commitment of the leader, leadership is critical to the 
change process underpinning the Balanced Scorecard” 
[2]. Furthermore, according to these authors, cultural 
values tend to have important implications on manage-
ment practices, because “there is a positive relationship 
between a high performance culture and the adoption of 
best practices” [2]. For example, the United States’ cul-
ture is considered to be high performance and, if organi-
zations are to remain competitive, they must adopt best 
practices from around the globe. Some of these best 
practices may include the training and development of 
effective ethical leaders through succession planning and 
development because effective leaders require vision, 
knowledge, and execution skills.  

Leaders come in many shapes, forms, and styles which 
is why transformational leadership has been studied over 
the years. For example, Kim claims that “there may be at 
least two different leadership styles in groupthink: the 
lack of impartial leadership and laissez-faire” [11]. Oth-
ers state that “In combination with the provision of 
autonomy, the team leader functions as a supportive 
member” [12]. Kaifi explains how a transformation 
leader should consider “the primary tasks of the organi-
zation by figuring out the most efficient, effective, and 
productive way to complete all tasks [13]. Daniel and 
Davis emphasize that “Managers who lead high-per-
formance teams in highly competitive industries must 
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balance complex interpersonal relationships with corpo-
rate deadlines” [14]. Teamwork is critical for success in 
the modern workplace because fast and effective solu-
tions to conundrums require the creativity and talents of 
all stakeholders. According to Pryor et al., “It is impera-
tive that managers, team leaders, and team members un-
derstand the elements required for team success and the 
potential for team failure” [15]. Kearney proposes that 
transformational leadership in the modern workplace 
“will engender positive effects on team performance only 
to the extent that the team members regard it as legiti-
mate and appropriate that one person among them, the 
leader, occupies a privileged position” [16]. As such, this 
study proposes the following hypothesis:  

Hypothesis 1 – Afghans and Americans will have 
similar transformational leadership scores. 

3. Leadership and Gender 

Males and females may lead from different perspectives 
and these diverse leadership perspectives can lead to dif-
ferent approaches to problem-solving. “Current psycho-
logical research on leadership and team interaction sug-
gests that men and women exhibit different leadership 
styles and interpersonal communication styles in a vari-
ety of small-group situations from student problem- 
solving situations to industry and community situations” 
[17]. Lantz writes that “women executives are much 
more likely than males to be a department head or to fill 
some other staff position, whereas men are much more 
likely to be chief executive officer (CEO), chief operat-
ing officer (COO), president, or vice president” [18]. 
Many believe that the glass ceiling phenomenon contin-
ues to play a role in today’s workforce. For example, 
Babcock explains that “Rather than intentional acts of 
bias, second-generation gender biases reflect the con-
tinuing dominance of traditionally masculine values in 
the workplace” [19]. Women are perceived to be too 
emotional and less competitive than men. For example, 
some authors have written that “Women are significantly 
more risk averse, tend to be less overconfident and be-
have less competitively oriented” [20]. Overall, there is a 
disparity between the equal promotion of men and 
women to higher positions: “Despite high-profile success 
stories of female CEOs such as Meg Whitman of eBay, 
only a handful of Fortune 500 firms in 2008 have a 
woman in the top spot. Consequently, concern remains 
about the progress women are making” [21]. Some of the 
biases are very subtle and not necessarily as blatant as 
they used to be, which may be a result of human resource 
professionals doing a more effective and meticulous job 
of making their managers aware of the existing equal 
opportunity employment laws in the United States. How-
ever, “Workplace inflexibilities and lack of organiza-
tional support are driving women away, creating a leaky 
pipeline of female talent” [22]. If there are biases in the 

promotion of female candidates, there will be fewer role 
models for others to follow who are interested in follow-
ing in their footsteps. This phenomenon is likely to be 
just as true in Afghanistan as it is in the United States. 
“In gender studies of public administration, there is sig-
nificant evidence that women have less organizational 
power than men, measured in lower pay, fewer career 
opportunities, and underrepresentation at the highest 
leadership levels” [23]. As such, this study proposes the 
following hypotheses: 

Hypothesis 2 – Afghan and American males will have 
similar transformational leadership scores. 

Hypothesis 3 – Afghan and American females will 
have similar transformational leadership scores. 

4. Leadership and Perceptions of Age 

Leaders and styles of leadership may vary based upon 
age groups. Some authors have written that “With an 
older leader, the team may be more open to a leader’s 
transformational behaviours, because the team members 
may be more accepting of the leader’s special status” 
[16]. Kearney further comments that: Results indicate 
that it makes a difference whether transformational lead-
ership is provided by a leader who is older than or about 
the same age as the followers. Only in the former case 
was there a positive relationship between transforma-
tional leadership and team performance. Moreover, the 
data yielded no evidence for a curvilinear effect. [16]. 

According to Van Vugt, “Age relates to leadership in a 
complicated way, according to the psychological litera-
ture. Some research finds a positive correlation between 
age and leadership, whereas others find a zero or nega-
tive correlation” [24]. Age makes a difference if the 
leader is respected for his or her knowledge, expertise, 
overall wisdom, and communication or listening skills. 
For example, “Experience in Britain suggests that there is 
a growing confidence that an effective coach working 
with senior people can achieve positive results, provided 
he or she has the ability to listen” [25]. Leaders must 
demonstrate that they are intelligent and capable of mak-
ing decisions: The evolutionary game model also sug-
gests that people who are quicker to recognize a situation 
as a coordination problem, that requires leadership, 
emerge as leaders more often. Furthermore, they must 
convince people that following is the best option. From 
this, I expect that leadership correlates with intelligence, 
because it helps in identifying coordination problems as 
well as in coordinating actions of multiple actors [24]. 

Besides making intelligent personal and professional 
decisions, it is also important for younger and older 
leaders to be seen as generous and fair as “leadership is 
correlated with traits and behaviors that signal generosity 
and fairness” [24]. The theory of moral development 
states that as individuals’ age, they are likely to gain 
more knowledge about right and wrong and fairness. So 
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age has positively contributed to wisdom and knowledge 
of human beings since individuals are able to learn from 
personal experiences and the observation of others, and 
ultimately make positive changes to their habits and 
behaviors. Van Vugt explains that: In ancestral envi-
ronments, some situations required the possession of 
unique and specialized knowledge, for example, where 
to find a waterhole that has not yet dried up. Knowledge 
about where to go would have been more likely to be 
held by older and experienced individuals, and, thus 
leading is expected to correlate positively with age in 
this domain. In the present time, evidence for this link 
between age and leadership can still be found in profes-
sions that require a considerable amount of specialized 
knowledge and experience, such as in science, politics, 
and arts [24]. 

Of course, “workforce aging is not a new phenomenon, 
its confluence with other factors such as early retirement 
programmes and decreased supplies of skilled craft 
workers appears to be giving the problem an unprece-
dented significance” [26]. As such, this study proposes 
the following hypotheses: 

Hypothesis 4 – Afghan and American respondents who 
are 26 years of age and older will have similar transfor-
mational leadership scores. 

Hypothesis 5 – Afghan and American respondents who 
are 25 years of age and younger will have similar trans-
formational leadership scores. 

5. Research Methodology 

Afghans and Americans who participated in this study 
completed a modified MLQ 5X-Short (Multifactor 
Leadership Questionnaire) survey that was originally 
developed by Bass and Avolio for leadership studies. 
The survey instrument used for this study had eleven 
short questions (see Appendix A) designed for the 
population. Many transformational leadership research-
ers (Pounder, 2008; Kearney, 2008; Ling et al., 2008; 
and Jansen et al., 2008) have used similar instruments 
to study the leadership styles of various participants. 
For example, Pounder used a modified version of the 
MLQ Form 5X-Short which “involved a sample of in-
structors and undergraduate students in a Hong Kong 
university business school [3]. Pounder used a version 
of the Multifactor Leadership Questionnaire that was 
modified for a classroom situation to better understand 
the styles of prospective leaders.  

The survey questions were set up in a Likert scale for-
mat where a response of 1 means “Never” and a response 
of 5 means the element is “Always” a characteristic of 
the responder. One of the questions in the survey asked 
the respondent the following: “I express with a few sim-
ple words what we could and should do”, and a different 
question asked, “I provide others with new ways of 
looking at puzzling things.” The respondent would rate 

him or herself from a scale of 1 to 5 in regard to how 
many words he or she might use to actually express his 
or her views. The higher the overall mean scores, the 
more chances that he or she is likely to have a stronger 
orientation toward a transformational leadership style. 
One’s range for being a transformational leader can be 
expressed with a score of “Very low” to a score of “Very 
high” as presented in Table 1. 

The survey instrument was distributed to 2,000 Af-
ghans and Americans by using Facebook as a so-
cial-networking instrument to get good participation. A 
total of 300 surveys were completed successfully by Af-
ghans who live throughout the United States and abroad. 
Furthermore, a total of 502 surveys were completed suc-
cessfully by American respondents from the United 
States. So a total of 802 responses, which represents a 
45% response rate, were used for analysis.  

The research question for this study is: Do Afghans 
and Americans have similar or different transformational 
leadership scores? For this survey, the higher the overall 
sum of the scores, the more likely that the participant is 
strongly oriented toward a transformational leadership 
style. 

6. Results and Analysis 

The responses of 802 Afghans and Americans demon-
strate that there is a statistically significant difference in 
their mean transformational leadership scores (t = 7.83; p 
< 0.001), as presented in Table 2. Afghan respondents 
have a significantly higher score on transformational 
leadership, which means that the first hypothesis, “Afghans 
and Americans will have similar transformational lead-
ership scores,” cannot be supported. While the mean 
score of Afghan respondents fall in the high range, the 
American respondents mean score falls in the moderately 
high range for transformational leadership orientation. 
 

Table 1. Transformational leadership orientation range 

45–50 Very high range 

40–44 High range 

35–39 Moderately high range 

30–34 Moderately low range 

25–29 Low range 

10–24 Very low range 

 
Table 2. Transformational leadership score by culture de-
scriptive statistics and T-test of two means 

Culture Mean 
Standard  
Deviation 

Sample Size

Afghan 41.266* 4.26 300 

American 39.6096* 1.612 502 

* t = 7.83; p < 0.001 
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The second hypothesis predicted that “Afghan and 
American males will have similar transformational lead-
ership scores” and, as presented in Table 3, this study 
could not support this supposition because male Afghans 
have a significantly higher score than their American 
counterparts. 

The third hypothesis predicted that “Afghan and 
American females will have similar transformational 
leadership scores” and, as presented in Table 4, this 
study could not support this supposition because Ameri-
can females’ mean score is significantly higher than their 
female Afghan counterparts. 

The fourth hypothesis predicted that “Afghan and 
American respondents who are 26 years of age and older 
will have similar transformational leadership scores” 
and, as presented in Table 5, this study could not support 
this supposition because older Americans have a signifi-
cantly higher score than their Afghan colleagues. 

The last hypothesis predicted that “Afghan and 
American respondents who are 25 years of age and 
younger will have similar transformational leadership 
scores” and, as presented in Table 6, this study could not 
support this supposition because the scores are signifi-
cantly different. Younger Afghans have a significantly 
higher transformational leadership score than their 
American colleagues. 
 
Table 3. Transformational leadership score of males de-
scriptive statistics and T-test of two means 

Males Mean 
Standard 
Deviation 

Sample 
Size 

Afghan Males 44.7933 2.18689 150 

American Males 39.54 1.75 280 

t = 27.2; p < 0.001 

 
Table 4. Transformational leadership score of females de-
scriptive statistics and T-test of two means 

Females Mean 
Standard 
Deviation 

Sample 
Size 

Afghan Females 37.74 2.56049 150 

American Females 39.7 1.41 222 

t = –9.48; p < 0.001 

 
Table 5. Transformational leadership score by age descrip-
tive Statistics and T-test of two means 

Age Mean 
Standard 
Deviation 

Sample 
Size 

Older Afghans 37.36 2.097 50 

Older Americans 39.59 1.64 302 

t = –8.53; p < 0.001 

Table 6. Transformational leadership score by age descrip-
tive statistics and T-test of two means 

Age Mean 
Standard 
Deviation 

Sample 
Size 

Younger Afghans 42.048 4.15 250 

Younger Americans 39.645 1.57 200 

t = 7.99; p < 0.001 

 
This study has demonstrated that Afghans and Ameri-

cans have significantly different transformational lead-
ership scores. The Afghan respondents scored in the 
higher range for having a transformational leadership 
orientation. This finding corroborates Kaifi’s study 
which explains how most Afghans are natural transfor-
mational leaders partly because they have been influ-
enced by leaders who have fought for reform, moderni-
zation, and a prosperous vision for Afghanistan [27]. 
Furthermore, there was a statistically significant differ-
ence between the scores of Afghans and Americans 
based on gender and age. Female American respondents 
as well as older American respondents had a significantly 
higher transformational leadership orientation than their 
Afghan colleagues. Younger Afghan respondents as well 
as male Afghans had a significantly higher tendency to-
ward a transformational leadership orientation than their 
American counterparts.  

7. Implications of the Study 

This study has demonstrated that Afghans seem to be 
naturally oriented toward transformational leadership 
tendencies. From an ideological perspective, Afghans are 
inclined to be transformational leaders because the Afghan 
culture places a considerable emphasis on respecting 
elders because of their knowledge, wisdom, and experi-
ence, which explains why older transformational leaders 
are usually more successful in influencing the Afghan 
population. This research has shown that young Afghan 
respondents are even more inclined to be transforma-
tional leaders than their older counterparts. Global busi-
ness and human resource management practices can be 
challenging when an organization is working with people 
of a different culture [28]. Organizations that are inter-
ested in conducting business in Afghanistan or around 
the globe should feel confident in hiring an Afghan to 
lead the organization, which contradicts the current 
frame of thought. 

Due to societal conditioning and cross-cultural ten-
dencies of human nature, some managers assume that 
employees from high-context cultures such as Afghani-
stan are likely to be more relationship-oriented which 
may distract employees from not completing their tasks 
in a timely manner. For example, they may not be asser-
tive enough to pressure their peers toward being more 
productive when there is a backlog or even to ask for 
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help when necessary because they do not want to appear 
“pushy” or “rude.” Of course, such assumptions are often 
wrong as the Afghan respondents in this survey have 
higher transformational leadership scores when com-
pared to their American counterparts.  

These results are important elements for multinational 
managers, administrators of USAID (the United States of 
America’s International Development) agency, NGOs 
(non-governmental agencies), and other contractors re-
cruiting professionals for jobs and assignments in and 
around Afghanistan. As a matter of fact, “Afghan leaders 
from all professions have started emerging. There are 
currently many Afghan-American medical doctors, en-
gineers, attorneys, professors, police officers, and many 
who work in either the private or public sectors of the 
workforce” [29]. The modern workplace for a multina-
tional firm can be very diverse as the workforce today is 
filled with people from many different leadership styles. 
Kaifi explains how using multiple frames to evaluate an 
organization will help a transformational leader under-
stand complex issues within an organization and will 
result in continuous improvements [13]. As such, “ad-
ministrators must be managers of diverse interests” and 
“this necessity grows out of the relativity of values and 
the pluralization of society” [30]. Managers should pro-
vide a better understanding of their rules and policies 
along with diversity education for all their employees 
[31]. It is for certain that Afghans and Afghan-Americans 
bring diverse views and perspectives with an orientation 
toward transformational leadership into the workplace 
which can help make them ethical and respected leaders 
within their teams, departments, organizations, and com- 
munities.  

In all organizations, there is a high-demand for trans-
formational leaders because of organizational changes 
due to technology, globalization, and competition. For 
example, radiology departments throughout America 
have implemented digital technology (digital images) 
that has replaced the analog technology (x-rays). During 
this organizational change, transformational leaders were 
tasked with successfully implementing this new technol-
ogy which is why “organizations are quick to look for 
leaders who are great communicators, visionary thinkers, 
and who can also get things done and follow through” 
[32]. It is important for a transformational leader to first 
understand the organizational culture and gain the trust 
of subordinates in order to effectively reframe, imple-
ment new strategies, and transform an organization to be 
able to compete in today’s global economy. 

A research study by Morhart, Herzog and Tomczak 
suggests “that managers should make a paradigm shift 
from a TRL [transactional leadership] to a TFL [trans-
formational leadership] philosophy” and go on to say, 
“At first glance, specifying behavioral codices and 
scripts for employees dealing with customers and then 

monitoring and rewarding appropriate demeanor might 
seem to be an easy solution for obtaining adequate per-
formance from employees representing the corporate 
brand” [33]. They further mention that:  

However, we found that a highly transactional style 
was counterproductive in terms of followers’ motiva-
tional condition. Managers would do much better by 
opening their minds to a TFL approach, which would 
entail behaviors such as articulating a unifying brand 
vision, acting as an appropriate role model by living the 
brand values, giving followers freedom to individually 
interpret their roles as brand representatives, and provid-
ing individualized support by acting as a coach and 
mentor. This would allow followers to experience the 
feelings of relatedness, autonomy, and competence in 
their roles as brand representatives, which would ulti-
mately spill over into the commitment, authenticity, and 
proactivity that characterize a real brand champion [33].  

While transactional leadership styles might be appro-
priate for specific organizations and situations such as in 
hospitals experiencing technological changes, this style is 
usually effective only in the short-term and may not 
serve a developmental objective. As such, transforma-
tional leadership is usually the best alternative for 
long-term success in employee development situations 
and when one is trying to inspire and motivate. Research 
shows that “although employees were more likely to 
have higher levels of power distance orientation in the 
PRC [People’s Republic of China] than in the U.S., indi-
viduals in both countries reacted differently to transfor-
mational leadership on the basis of their individual power 
distance orientation” and furthermore, “irrespective of 
country-level cultural variation, transformational leader-
ship is especially important for managers whose em-
ployees have a low power distance orientation” [8]. A 
different study explains that, “to be effective, transfor-
mational leaders must develop high quality leader-fol-
lower relationships, both LMX [Leader-Member Ex-
change] and interactional justice, with followers. In this 
sense, leaders must treat followers with kindness and 
fairness, develop meaningful social exchange relation-
ships (e.g., trust, professional respect) with them, and 
maintain equitable exchanges with them” [34]. Justice, 
fairness and good ethical values are important for all 
leaders, regardless of their cultural orientation. In a 
highly just and ethical environment, employees will be 
more committed and motivated to do what is right for the 
company and their customers. Fisher explains that 
“Transformational leadership goes beyond the idea that 
workers are motivated by rewards and punishments by 
considering other motivators for effective performance” 
[35]. Transformational leaders must also create an or-
ganizational culture where people feel free to think, dis-
cuss and express their new ideas. Furthermore, in such an 
environment: 
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Managers need to be mindful that selecting employees 
on the basis of their learning orientation alone will not 
guarantee creativity. It is building the creative self- 
efficacy of their employees that will provide the facili-
tating conditions for the learning orientation to take hold 
and bring forth creativity. Managers can be instrumental 
here in terms of providing an environment that stimulates 
and nourishes creative self-efficacy, through, for exam-
ple, applying transformational leadership principles [36]. 

The 21st century requires transformational leaders who 
are able to help organizations thrive, continuously im-
prove, and accomplish its goals. 

8. Limitations of the Study 

There are some limitations to this study and one is the 
modified MLQ 5X-Short (Multifactor Leadership Ques-
tionnaire) survey used for this research. This short survey 
can be combined with other more comprehensive instru-
ments to enhance and confirm the results. Future studies 
can duplicate the research with a greater number of Af-
ghan participants that are compared to other ethnicities. 
The fact that this study was conducted with a convenient 
sample population, living in urban areas and included 
expatriate Afghans living outside of Afghanistan, was a 
further limitation. This point is particularly important for 
the Afghan respondents, who consequently, may have 
become more “westernized” as a result of living and 
working in foreign locations. Future studies might con-
trol this variable by expanding the research population to 
include respondents from within Afghanistan. Finally, 
future researchers should consider translating the survey 
instrument into Persian and Pashto languages so as to facili-
tate the test subjects’ preferred and dominant reading skills. 

9. Conclusions 

This study focused on the Afghan and American popula-
tion to compare and better understand their transforma 
tional leadership tendencies. The premise of the study 
was to determine if Afghans and Americans have similar 
transformational leadership scores and this study has 
confirmed that their scores are significantly different in 
regard to culture, age, and gender. From a cultural per-
spective, the results demonstrated that the Afghan re-
spondents scored in the high range and the Americans 
scored in moderately high range for transformational 
leadership orientation. From gender and age perspectives, 
female and older American respondents had a signifi-
cantly higher transformational leadership orientation than 
their Afghan colleagues. Younger, as well as male, Af-
ghans had a significantly higher tendency toward a 
transformational leadership orientation than their Ameri-
can counterparts.  

It is important for transformational leaders to under-
stand the organizational culture, provide fair promotional 
opportunities for both males and females, remain ethical 

and expect high moral standards, respect people of all 
ages, and gain the trust of subordinates in order to suc-
cessfully compete in today’s global economy. 
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Appendix A 

Transformational Leadership Survey 

The modified MLQ (Multifactor Leadership Question-
naire) Form 5X-Short measures your leadership capabili-
ties based on different factors related to Transformational  
leadership. To determine whether you are a transforma- 
 

tional leader, circle one of the following options that best  
describe how you see yourself (or the person that is being 
evaluated) regarding each statement. For each statement, 
you can indicate the degree to which you (or the person 
being evaluated) engage (s) in the stated behavior. A rat-
ing of 1 means Never and a rating of 5 means Always 
with the person demonstrating the specific behavior. 

 

Questions Never……….Always 

1.   I express with a few simple words what we could and should do. 

2.   I provide appealing images about what we can do. 

3.   I help others find meaning in their work. 

4.   I enable others to think about old problems in new ways. 

5.   I provide others with new ways of looking at puzzling things. 

6.   I get others to rethink ideas that they had never questioned before. 

7.   I make others feel good to be around me. 

8.   I tell others the standards they have to know to carry out their work. 

9.   I call attention to what others can get for what they accomplish. 

10.  Others have complete faith in me.  

1     2     3     4     5 

1     2     3     4     5 

1     2     3     4     5 

1     2     3     4     5 

1     2     3     4     5 

1     2     3     4     5 

1     2     3     4     5 

1     2     3     4     5 

1     2     3     4     5 

1     2     3     4     5 

Total Score:  
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ABSTRACT 

Knowledge and culture are indissolubly linked together in organizations. Considerable evidence supports the impor-
tance of culture in the success or failure of knowledge management. Then, the effectiveness of knowledge transfer needs 
both cultural understanding and new considerations in the knowledge transfer of intercultural organizations. This pa-
per identifies the influence of different dimensions of culture on knowledge transfer in different types of knowledge. 
Based on a topology that classified national culture into four dimensions provided by [12,13], power distance and indi-
vidualism/collectivism are chosen as the representatives of national culture in this work and discuss the effect of na-
tional culture on knowledge transfer. The aim of this paper is to propose a theoretical framework for knowledge trans-
fer processes based on differences in national culture for future research. 
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1. Introduction 

There are diverging opinions the question of whether 
culture might influence knowledge management. Refer-
ence [1] believes that there is a convergence of ap-
proaches with regards to knowledge management and 
that effective knowledge management may evolve to 
become a universal concept. Several researchers have 
found no evidence that differences in national culture 
have an affect on knowledge management practices [2–4]. 
But there are considerable evidence supports the impor-
tance of culture in the success or failure of knowledge 
management within organizations. Reference [5] is very 
critical of the viewpoints ignoring culture influence on 
knowledge management. He point out that these view-
points gives the impression that knowledge management 
operates in a kind of unitary vacuum in which diversity 
in terms of language, cultural and ethnic background are 
compressed into one giant independent variable which is 
in any case pushed to the side. Reference [6] agree and 
state that knowledge management models that exclude 
the influence of national and regional culture seriously 
undercut their potential effectiveness particularly in 
global applications. They suggest that “cultural bias ex-
ists in data bases and in all business and innovation” and 
that “western analytical assumptions about knowledge 
and information management, dominates both informa- 

tion and knowledge management research and develop-
ment”. Recently, a few researchers have found empirical 
evidence that differences in national culture do affect 
knowledge sharing [7,8]. 

Knowledge and culture are indissolubly linked to-
gether in organizations. Recent technological revolution, 
accompanied by rapid globalization [9], has led to in-
creased cultural heterogeneity within organizations. As 
the world becomes more and more globalized, western 
organizations now have access to a pool of job candi-
dates from increasingly diverse cultural backgrounds 
[10]. National borders no longer preclude individuals of 
different cultures from working in international organiza-
tions. Consequently, organizations today exhibit more 
cultural diversity among their employees. Simultane-
ously, advancing globalization is forcing organizations to 
engage in alliances and networks with partners with 
widely diverse national or ethnic cultural backgrounds. 
The differences in the cultural orientation of the collabo-
rating organizations increase the risk of misunderstand-
ings and conflicts, and often lead to failure, but if man-
aged in a balanced manner may also improve perform-
ance [11]. To overcome these barriers to success, we 
need both cultural understanding and new considerations 
in the knowledge transfer of intercultural organizations. 

The effectiveness of knowledge transfer is directly re-
lated to the type of knowledge involved in the transfer 
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process. In addition, the transfer of knowledge is moder-
ated by 1) the nature of transacting cultural patterns and 
2) the cognitive styles of the individuals. 

The paper comprises five sections. In the next section, 
the author will introduce a conceptual framework for 
different types of knowledge and discuss the effect they 
impose for knowledge transfer. The third section first 
discusses the characteristics of culture and then proposes 
a classification scheme based on a topology that classi-
fied national culture into four dimensions provided by 
[12,13]. In the fourth section, power distance and indi-
vidualism/collectivism are chosen as the representatives 
of national culture in this work and discuss the effect of 
national culture on knowledge transfer. A discussion on 
the theoretical and managerial implications concludes the 
study. 

2. Theoretical Considerations: Knowledge 
and Knowledge Types 

In order to articulate knowledge transfer we need a basic 
conceptualization of the concept of knowledge. The aca-
demic question of how knowledge should best be defined 
is a subject of a lively epistemological debate. The com-
plex nature of knowledge has been discussed extensively 
in information technology (IT), strategic management, 
organizational theory and knowledge management lit-
erature. Reviewing crucial literature, principally there are 
two approaches to defining knowledge. One uses the 
concept of a value chain or hierarchical structure among 
data, information, and knowledge. The other focuses on 
the analysis of the process of knowing.  

The most common way to describe knowledge is to 
distinguish it from data and information [14,15]. Refer-
ence [16] suggests that knowledge is authenticated in-
formation and information is interpreted data. Reference 
[17] regards data as carrier of information and knowl-
edge, information as relating to descriptive and historical 
fact, and knowledge as new or modified insight or pre-
dictive understanding. Reference [18] defines data as 
observation or facts, with information as data in a mean-
ingful context and knowledge as meaningfully organized 
accumulation of information. Reference [19] regards 
knowledge as a production that is made from raw mate-
rial - information. Reference [20] argues that data can be 
classified as raw numbers, images, words, and sounds 
derived from observation or measurement. Information 
represents data arranged in a meaningful pattern. Unlike 
information, knowledge is about beliefs, commitment, 
perspectives, intention and action. The common factor of 
those definitions is that knowledge is located at the top of 
a hierarchical structure. 

Another thought defines knowledge as a process re-
lated to application [18–22]. Reference [23] identifies 
both justified belief and commitment anchored to the 
overall epistemological structure of the holder as key 

ingredients of knowledge. Reference [15] further adds to 
this definition of Nonaka and Takeuchi that to know is to 
be able to take part in the process that makes the knowl-
edge meaningful. Reference [24] concludes that knowl-
edge is a high-value form of information that is ready to 
be applied to decisions and actions. 

One impact of these definitional differences occurs 
when discussing knowledge transfer. The differences in 
viewpoints on knowledge suggest different implications 
for knowledge transfer. It is common to consider knowl-
edge as arranged in a knowledge hierarchy, where data is 
transformed into information, and information is trans-
posed into knowledge. 

A further key question of knowledge transfer research 
concerns the relationship and interaction among different 
types of knowledge. Reference [25] note that there are at 
least three distinct types of knowledge: human knowl-
edge, social knowledge, and structured knowledge. Hu-
man knowledge constitutes what individuals know or 
know how to do, is manifested in important skills, and 
usually comprises both explicit and tacit knowledge. It 
could be conceptual or abstract in orientation. Social 
knowledge exists in relationships among individuals or 
within groups. Social or collective knowledge is largely 
tacit, composed of cultural norms that exist as a result of 
working together, and its salience is reflected in our abil-
ity to collaborate and develop transactional relationships. 
Structured knowledge is embedded in organizational 
systems, processes, rules, and routines. This kind of 
knowledge is explicit and rule based and can exist inde-
pendently of the knowers [26]. 

These three types of knowledge work in concert with 
terms of the three dimensions of knowledge, proposed by 
[27]: simple versus complex, explicit versus tacit, and 
independent versus systemic. The first dimension- sim-
plicity versus complexity-is relevant in cross-border 
knowledge transactions. Complex knowledge evokes 
more causal uncertainties and conveys such types of 
knowledge required amount of factual information. Sim-
ple knowledge can be captured with little information 
and is, therefore, relatively easy to transfer. The explicit 
versus tacit dimension concerns how well articulated or 
implicit the knowledge is. The transfer of tacit knowl-
edge requires richer context and richer media, because 
tacit knowledge requires more than just codification. 
Explicit knowledge, however, can be codified and is 
transferred with relative ease. The third dimension of 
knowledge deals with the independent versus systemic 
character of knowledge-that is, the extent to which the 
knowledge is embedded in the organizational context. 
Knowledge that is independent can be described by itself, 
whereas knowledge that is systemic must be described in 
relation to a body of knowledge existing in the transfer-
ring organization. 
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Using these dimensions, human knowledge can be 
conceptualized as either simple or complex, as tacit or 
explicit (or both), and, generally, as more independent or 
systemic. Social knowledge can be either simple or com-
plex and is largely tacit and systemic in character. Struc-
tured knowledge is either simple or complex, is usually 
more explicit than tacit, and is largely systemic in char-
acter. “Sticky” knowledge [28], which is more complex, 
tacit, and systemic, is more difficult to transfer, regard-
less of cultural differences. Some combinations of human, 
social, and structured knowledge can take on the charac-
ter of sticky knowledge and become even more difficult 
to transfer, regardless of the cultural differences involved 
between the transacting organizations. 

Reference [27] argue that the position of knowledge 
along each of the three dimensions affects the amount of 
information required to describe it and the amount of 
effort needed to transfer it. Therefore, it is more difficult 
to transfer and to absorb if the type of knowledge (human, 
social, or structured) being transferred is tacit, complex, 
and systemic.  

All of these criteria of effective knowledge transfer are 
affected when knowledge transfers involve transacting 
organizations that are located in dissimilar cultural con-
texts. Cross-border transfer of organizational knowledge 
is most effective when the type of knowledge (i.e., hu-
man, social, or structured) being transferred is simple, 
explicit, and independent and when such transfers in-
volve similar cultural contexts. In contrast, transfer is 
least effective when the type of knowledge being trans-
ferred is complex, tacit, and systemic and involves dis-
similar cultural contexts. 

3. Culture and Cultural Dimensions 

The type of knowledge being transferred is the most im-
portant antecedent of effectiveness. However, it should 
be noted that there are strong interactions between cul-
tural patterns and cognitive styles. In addition, some cul-
tural contexts might foster some cognitive styles that are 
uniquely responsible for the evolution and practice of 
certain types of organizational knowledge, compared to 
other cultural contexts, which might emphasize different 
styles. 

Culture is “a pattern of basic assumptions -- invented, 
discovered, or developed by a given group as it learns to 
cope with its problems of external adaptation and internal 
integration - that has worked well enough to be consid-
ered valid and, therefore, to be taught to new members as 
the correct way to perceive, think and feel in relation to 
those problems” [29]. Researchers suggest different 
manifestation of culture. Reference [25] notes that values, 
norms, and practices are reflections of culture, while [30] 
categorizes culture into values and practices subsuming 
symbols, heroes, and rituals. No matter how researchers 
define culture, however, there is a common view that 

culture has at least two layers: the inner layer and the 
core. The core of culture is value, which is described as a 
fairly stable emotional tendency to respond consistently 
to some specific object, situation, person or category of 
people [31]. It’s an invisible, unconscious, and embedded 
basic feeling that is manifested in the outer visible layer 
of culture, such as attitudes and practices, and in alterna-
tives of behaviors [25–32]. The key role of culture in 
organizations is creating a consensually validated system 
of beliefs and values which influences organizational 
behavior [33]. 

Culture can be applied to different dimensions, such as 
nations, organizations, religious groups, and so on. Na-
tional culture (external culture) and organizational cul-
ture (internal culture) are widely accepted as important 
cultural dimensions for organizations. National (external) 
culture is national, regional, composed of values, com-
mon perceptions, similar views of reality, while organ-
izational (internal) culture is emerging from group me-
chanics, relevant in understanding the sub-populations 
who make up the firm [33]. These two dimensions have 
been regard as a dominant influence on organizational 
behaviors. National culture is believed to play significant 
roles in determining the efficacy of knowledge transfer 
within the same organization that cross different national 
borders and cultures [34]. Reference [12,13] provided a 
topology that classified national culture into four dimen-
sions: Power Distance, Individualism/Collectivism, Un-
certainty Avoidance, and Masculinity/Femininity. This 
topology is being adopted for the current study because it 
provides the most rich and well articulated conceptuali-
zation of culture available. 

Power distance Power distance can be conceptualized 
as the degree of separation between individuals at adja-
cent levels of rank. Individuals who score highly on 
power distance place a high value on societal hierarchy, 
while individuals who score low value societal hierarchy 
less [13–35]. Norms and customs in high power distance 
cultures include centralized decision making at the top, 
showing a great deal of respect for individuals with 
higher rank [36], and a tendency to form bureaucratic 
organizations [13]. 

Individualism/Collectivism Several scholars such as 
[37] regard the individualism-collectivism dimension of 
cultural variation as the major distinguishing characteris-
tic in the way that different societies analyze social be-
havior and process information. Reference [38,39] has 
defined individualism as a cultural pattern consisting of 
loosely linked individuals who view themselves as inde-
pendent with their own preferences, needs, rights, and 
contracts, whereas collectivism refers to a cultural pat-
tern that consists of closely linked individuals who see 
themselves as belonging to one or more collectives (e.g., 
family, organizations) and who are motivated by the 
norms, duties, and obligations thus imposed. People are 
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inclined to give priority to the goals of these collectives 
over their own personal goals. Reference [37] argues that 
the collectivism-individualism dimension strongly influ-
ences what kind of information people prefer and are 
more prepared to process.  

Uncertainty Avoidance Uncertainty avoidance can be 
conceptualized as the propensity of individuals to avoid 
actions where the outcome is unclear. Customs in cul-
tures with high uncertainty avoidance include dichoto-
mization (conceptualizing people and situations as either 
good or bad), modularation and compartmentalization of 
tasks, in an attempt to simplify them [13–40]. 

Masculinity/Femininity The concept of masculinity is 
associated with the competitiveness of individuals. Mas-
culine individuals value ambition and the acquisition of 
wealth, while feminine individuals value nurturing and 
quality of life. Masculine individuals typically believe 
that failure is catastrophic, while feminine individuals 
see failure as common and find it easier to move on. 

4. National Culture and Knowledge Transfer 

National culture is a crucial factor in knowledge transfer. 
Cultures shape the value of both managers and employ-
ees. Cultural differences evoke subtle yet powerfully 
different managerial behaviors and leadership styles [41]. 
Such behaviors and leadership styles provide the organ-
izational context within which employees transfer their 
knowledge to one another. 

As mentioned in above, national culture can be classi-
fied into four dimensions, which are Power distance, 
Individualism/Collectivism, Uncertainty avoidance, Ma-
sulinity/Femininity. These dimensions determine as-
sumptions and behaviors of managers and employees in 
the process of knowledge transfer. According to several 
scholars [13–42], power distance and individual-
ism/collectivism are the primary distinctions between 
North America (Canada and US) and China (Hong Kong 
and Mainland China). Reference [13] indicates that, the 
power distance scores of people in Hong Kong and China 
are much higher than that of people in North America, 
while the individualism scores of people in Hong Kong 
and China are much lower than that of people in North 
America. Thus, power distance and individualism/ 
collectivism are chosen as the representatives of national 
culture in this work and discuss in detail in the following. 

Power Distance Power distance deals with leaders’ 
decision power. It affects both the way in which people 
organize themselves and the way in which they write 
about organizing [12]. Power Distance is the degree to 
which people accept and expect unequal authority. Indi-
viduals who score high on power distance believe that 
supervisors should maintain decision making authority, 
receive credit for success, and that supervisors deserve 
respect and admiration from subordinates. Conversely, 
individuals who score low on power distance believe that 

the supervisor and the subordinate are colleagues, work-
ing toward the same goal, and are similar in terms of 
respectability. The superior position will improve deci-
sion power in high-power-distance culture while hard- 
working, good work and experiences are ways to in-
crease decision power in low-power-distance culture 
[12–44]. 

Based on the above analysis, people from different 
Power Distance societies will act differently toward au-
thority: the larger the power distance is, the more people 
would accept unequal authority. Hence, managers with 
different cultural backgrounds might play different roles 
in the process of inter-organizational knowledge transfer. 

Individualism/Collectivism In individualistic societies, 
members have less respect and loyalty to the group they 
belong to than members of collectivist societies have. 
They prefer to stand on their own feet, favor independent 
work, emphasize competition and achieving specific 
statuses, and have a calculated involvement in group af-
fairs. In contrast, members of collectivist societies re-
spect and remain loyal to their group and emphasize co-
operation and group work. They prefer low internal 
competition, relationships, harmony, order and discipline 
[42] and favor cooperation and teamwork [12–45].  

Cultures shape the norms that define the context for 
social interaction [25]. Individualism and collectivism 
strongly influence ways of thinking. Specifically, they 
influence how members of a culture process, interpret, 
and make use of a body of information and knowledge 
[37]. Collectivists maintain respect, harmony, and loyalty 
to the groups they belong to and support order, discipline 
and centralized authority vested at the top. They are more 
likely to obey managers’ orders and go along with their 
managers’ wills. Furthermore, employees in collectivist 
societies rely on their supervisors while those in indi-
vidualistic societies prefer to get help from their peers 
[46]. In addition, workers in individualist societies envi-
sion knowledge creation as an intervention of individual 
effort while workers in collectivist societies think of the 
integration and modification of existing knowledge as a 
group effort [46]. Thus, managers in collectivist societies 
will more thoroughly create the right context for knowl-
edge sharing among different groups and better harmo-
nize differences among the involved groups. 

5. Theoretical Conclusions, Limitations, and 
Future Research 

Knowledge and culture are indissolubly linked together 
in organizations. Considerable evidence supports the 
importance of culture in the success or failure of knowl-
edge management. 

Starting from the basic concept of the culture and 
knowledge and basing on the type of knowledge and the 
dimension of culture both influence knowledge-sharing, 
power distance and individualism/collectivism are cho-
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sen as the representatives of national culture in this work 
and discuss the effect of national culture on knowledge 
transfer. 

This paper proposes two abstract conclusions: 1) peo-
ple from different Power Distance societies will act dif-
ferently toward authority: the larger the power distance is, 
the more people would accept unequal authority. Hence, 
managers with different cultural backgrounds might play 
different roles in the process of inter-organizational 
knowledge transfer. 2) Individualism and collectivism 
strongly influence ways of thinking. Collectivists main-
tain respect, harmony, and loyalty to the groups they be-
long to and support order, discipline and centralized au-
thority vested at the top. Managers in collectivist socie-
ties will more thoroughly create the right context for 
knowledge sharing among different groups and better 
harmonize differences among the involved groups. 

The research is limited by its scope because it focuses 
on the transfer processes. Further research might exam-
ine the culture factor influencing knowledge manage-
ment in other knowledge management processes. There 
is also an unclear detailed relationship between knowl-
edge management performance and knowledge manage-
ment decision based on different culture dimensions. 
Further research might examine the relationship between 
organization performance and knowledge management 
decision based on different culture dimensions, as well as 
empirical research on the cultural conditions that lead to 
appropriate and inappropriate adaptation. 
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ABSTRACT 

To control coal miner’s unsafe behavior, miner and manager behaviors were analyzed, and a behavior control system 
model was constructed. The necessity conditions of optimal management behavior of coalmine manager in both com-
plete information and incomplete information condition were studied. The result established that, only if the estimated 
value of unsafe behavior by manager was the same as the estimated value of unsafe behavior by miner, namely both 
miner’s behavior control and manager own behavior control were optimal, the optimal behavior control of coalmine 
manager were achieved. Because some factors influenced manager’s behavior unavoidably, it is very difficult for coal-
mine manager to achieve his optimal behavior choice. It is the underlying reason for many managerial defects, even 
errors inherent in the coalmine safety management. 
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1. Introduction 

Recently, major casualty accidents took place repeatedly 
in China has been paid attention all around the world. By 
investigating these accidents carefully, it was found that 
many managers supervised coal miner only by their ex-
periences, and there were few scientific theories sup-
porting their management behaviors. These behaviors are 
no doubt harmful to the coalmine safety management, 
but this is very common in China, so it is inevitable there 
are considerable managerial defects and errors existed in 
coalmine safety management. It was for this underlying 
reason that has caused casualty accidents took place re-
peatedly in China. 

As we all know, the characteristic of coal production 
determines there are full of potentially dangerous in coal 
production process. In order to prevent possible accidents 
or reduce their harmful degree to an acceptable level, it is 
needed to remove the factors that might conduce to seri-
ous injury or loss of life by implementing various safety 
management measures, such as managing the essential 
factors that influence miner to do unsafe behavior. How-
ever, as one composition of coalmine safety management, 
behavior management is more important to physical 
management, because miner’s behavior is a more active 
ingredient in the coal production process, and the miner’s 
unsafe behavior is the primary and direct factors leading 

to coalmine accidents. In addition, there are always be-
havior mistakes underlying unsafe physical status. So the 
unsafe behavior management is always a more important 
method to prevent accidents in coalmine safety manage-
ment [1]. 

In the coal production process, miner’s behavior and 
manager’s behavior are very different on the view of 
management. Although miner’s unsafe behavior is the 
direct contributing factors to accidents, the miner’s be-
havior is a management objective of the manager’s be-
havior. So studying manager’s behavior and its charac-
teristics is even more important. 

For a coalmine manager, there are a lot of available 
management measures, but different management meas-
ures have different effects. If a manager could not prop-
erly make use of his limited time, energy and other 
available resources, his management measures are diffi-
cult to achieve some certain or better results [2]. So the 
coalmine manager will be facing a theoretic problem 
how to make the right choice of different management 
measures scientifically. 

In fact, many scholars have studied this kind of be-
havior choice problem for ages. Mintzberg may be the 
pioneer to study this kind of question. He divided the 
manager behavior into several work roles, and studied 
the relationship of time spent on these different roles and 
the work results [3]. 
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Allan had surveyed 1476 New York City government 
managers for their more important jobs and time spent on 
them. He discovered that there are 57 core jobs needed to 
be accomplished in different positions or different de-
partments. Along with the position moving up, the duty 
becomes extended accordingly, so the middle managers 
and the senior managers have 80 and 87 core jobs to be 
done respectively [4]. Yuk also studied this issue by 
similar method, but he divided the manager work jobs 
into 22 items [5]. 

Similar to these scholars, Schaechtel disclosed that 
safety management is only one job for a manager in 
many organizations, so how to force a manager pay more 
attention to the safety management work all the time is 
very important [6]. He deemed that it needed to construct 
a safety management system framework to measure or 
evaluate manager’s safety performance. This framework 
should meet the requirement that the safety standard is 
delivered to every employee distinctly, the duty to im-
plement standard is understood and accept, there are 
documents to record the implemented standard, and there 
are effective internal control mechanisms. He also brou- 
ght forward a method to construct this kind of safety 
management system. 

But Jens deemed that a risk management system con-
sists of different members, such as lawmakers, supervi-
sors, planners, and manipulators [7]. In the past, the sys-
tem problems were studied in different areas respectively. 
To construct a control system model needed to generalize 
or sum up all these systems or their specific dangers. In 
effect, to construct a risk management system model, we 
must regard the risk management as a control problem 
and study them crossways. Only in that way can we con-
sider all the relevant problems. 

All these studies show that manager has many jobs to 
do, and he needed to make choice rightly because differ-
ent behavior choice leads to different management ef-
fects. Unlike these studies, a behavior control system 
model was constructed by summarizing the influence 
factors of coal miner and manager from the point of be-
havior control mechanism in this paper [8]. How to make 
the optimal control behavior choice for coalmine man-
ager was analyzed theoretically, the conditions of making 
the optimal control behavior choice were induced, and 
the characteristics of optimal control behavior were 
summed up. This is the theoretical basis for empirical 
research of coalmine manager’s control behavior. 

2. Coal Miner Behavior System 

For a long time, many scholars have studied the factors 
that influence people to make unsafe behavior choice and 
behavior system. These studies help us to understand all 
kinds of human behaviors, and provide us with precondi-
tion of engaging in the safety management study nowa-
days. 

Specific to the miner behavior, Jason has studied many 
variables to influence safety management measures put 
into practice, such as the miner’s sensation to effective-
ness of behavior safety training, the miner’s trust to the 
ability of manager, the manager’s responsibility to per-
formance evaluation, the miner’s relevant education ex-
perience, the manager’s work time in the organization, 
etc. [9]. 

After detailing investigation, Michael discovered that 
several factors influenced the employee’s sensation, such 
as the manager’s duty [10]. By making use of these fac-
tors carefully, the manager could reduce the accidents to 
the lowest level. In the meantime, Geller studied the 
sensation, perception, pressure, suffering and complexity 
of human being, analyzed the behavior safety and its 
training on individual, and put forward four behavior 
intervention avenues in accordance with three kinds of 
behavior manner [11]. 

All these studies could help us to understand the miner 
behavior very well. But after all, the coal production task 
is fulfilled by the miner’s actual production behavior. 
During his work, the miner’s behavior is influenced or 
stimulated by many extrinsic factors. These factors may 
make the miner’s mental state transferring continually by 
his perception. Furthermore they may impact the esti-
mated value of behavior factors, which decide he is to 
adopt safe or unsafe behavior. 

There are a lot of extrinsic factors influencing the coal 
miner behavior. These factors may be summed up five 
aspects, i.e. work circumstance, tasks and behavior crite-
rion, incentive, rewards and punishment behavior, educa-
tion and training, and group and organization behavior 
[12–14]. They also can be regarded as the input variables 
of coal miner behavior system. The first aspect indicates 
work objective and work circumstance of coal miner, but 
manager can change it by work design. The latter four 
aspects indicate the control measures available to the 
manager. 

Coal miner behavior may be described as behavioral 
state and state transformation. In the coal production 
process, many factors stimulated miner behavior con-
tinuously, inspired different behavior motivation, and 
made the choice of different behaviors. It can be re-
garded as transformation from one state to another, 
meanwhile completing the coalmine production task. 

The inner factors are fundamental to coal miner be-
havior. They may be summed up five aspects, i.e. 
miner’s mental state, knowledge state, physical state, 
organizational loyalty and work effort. All of these fac-
tors together may be described as miner’s safety con-
sciousness and work capability that can be used as the 
miner’s state variables [15]. The output of miner behav-
ior system is the safe or unsafe behavior according to 
their estimated values. 
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Suppose x1t, x2t respectively denotes miner’s safety 
consciousness and work capability in time t (t=0,1,2…T), 
and u1t, u2t, u3t, u4t, u5t respectively denotes task and be-
havior criterion provided by manager, manager’s rewards 
and punishment behavior, education and training giving 
by manager, group or organization behavior shaped by 
manager, and working circumstance designed by man-
ager. Then the miner’s behavior state can be described as 

x(t+1)=f(x(t),u(t),t)              (1) 

There, x(t)=(x1t, x2t)
T, u(t)=(u1t, u2t, u3t, u4t, u5t)

T, f is a 
vector function. 

The input variables and state variables of miner be-
havior system could influence the estimated value of 
unsafe behavior in the production process. Firstly, 
miner’s safety consciousness could influence his selec-
tive perception, including selective perception of influ-
encing factors of unsafe behavior. Work capability also 
influences his choice of unsafe behavior. Secondly, some 
factors in work circumstance could influence the esti-
mated value of unsafe behavior, because miner’s selec-
tive perception of work circumstance factors may 
strengthen or weaken his judgment of unsafe behavior 
cost, and the manager’s rewards and punishment behav-
ior could influence the miner’s value judgment of unsafe 
behavior. Thirdly, task and behavior criterion, rewards 
and punishment behavior, education and training, and 
group or organization behaviors could influence the 
miner’s value judgment of unsafe behavior by his be-
havior state variables. 

Take the miner’s estimated value of unsafe behavior as 
the function of its influencing factors in time t (t=0, 
1,2…T), thus 

w(t)=g(x(t),u(t),t)               (2) 

The above (1) and (2) make for the description of coal 
miner behavior system. 

3. Coalmine Manager Behavior System 

Coalmine manager behavior is different from coal miner 
behavior, because coalmine manager accomplishes his 
task by influencing or controlling miner behavior using 
management knowledge and skills. In the management 
process, manager needs to keep access to a variety of 
information repeatedly, such as the work circumstance, 
miner behavior. Based on this information, the manager 
makes his own behavior choice to control the miner be-
havior. Manager behavior choice is also influenced by 
the incentive contract and the coalmine production task. 

In order to maintain consistent with the extrinsic in-
fluencing factors of coalmine manager, the input of 
manager behavior system may be summarized as the 
following aspects, i.e. manager’s cognition of work cir-
cumstance, manager’s cognition of miner unsafe behav-
ior, coalmine production task of manager, and manager’s 

incentive contract [16]. The former two aspects are re-
lated to the coal production process, so they can be re-
garded as the information that the manager needed to 
complete his task of safety management, and belong to 
the controllable factors. The latter two aspects are not 
related to the coal production process, and are not related 
to completing the task of safety management, belonging 
to the uncontrollable factors. 

The inner factors are fundamental to the coalmine 
manager. They may be summed up five aspects, i.e. man-
ager’s mental state, knowledge state, physical state, or-
ganizational loyalty and work effort. All these factors 
integrated may be described as manager’s work initiative 
and work capability that can be used as the state vari-
ables of coalmine manager. 

In order to maintain consistent with miner’s unsafe be-
havior control in coal production process, the output of 
manager behavior system should be constituted by safety 
management measures that may be carried out by the 
manager, including the behavior choice of safety man-
agement and the work effort in that choice. The manager 
behavior consists of designing and providing production 
task and behavior criterion, carrying up rewards and pun-
ishment, bringing into effect of education and training, and 
creating group atmosphere and organizational climate. 

Suppose y1t, y2t respectively denotes the manager’s 
work initiative and work capability in time t (t=0, 
1,2…T), and v1t, v2t, v3t, v4t respectively denotes man-
ager’s production task, manager’s incentive contract, 
manager’s cognition of work circumstance, manager’s 
cognition of miner unsafe behavior. Then the manager’s 
behavior state may be described as 

y(t+1)=h(y(t),v(t),t)               (3) 

There, y(t)=(y1t,y2t)
T, v(t)=(v1t,v2t,v3t,v4t)

T, h is a vector 
function. 

The output of manager behavior system is mainly the 
safety management measures available to the manager, 
including designing and providing production task and 
behavior criterion, carrying up rewards and punishment, 
bringing into effect of education and training, and creating 
group atmosphere and organizational climate. Consistent 
with the miner behavior system, they are denoted as u1t, u2t, 
u3t, u4t respectively. They are all extrinsic influencing fac-
tors for the miner and are influenced by the manager’s 
behavior state variable and input variable. Thus 

u’(t)=h’(y(t),v(t),t)               (4) 

here, u’(t)=(u1t,u2t,u3t,u4t,)
T, h’ is a vector function. 

The above (3), and (4) make for the description of 
coalmine manager behavior system. 

4. Safety Behavior Control System Model 

In fact, miner behavior system interacts with manager 
behavior system in the coal production process. The 
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miner fulfills the coal production task assigned by the 
manager, in the same time making choice of safe or un-
safe behavior based on his perception and judgment. The 
manager implements his management actions based on 
the work circumstance, work objective, and miner be-
havior, influencing or changing the miner’s work cir-
cumstance and unsafe behavior. 

The safety management measures available to the 
manager consist of designing and providing production 
task and behavior criterion, carrying up rewards and 
punishment, bringing into effect of education and train-
ing, and creating group atmosphere and organizational 
climate. They are all extrinsic factors that may influence 
the miner’s behavior. Thus, directed by the coal produc-
tion task, under the action of safety management meas-
ures available to the manager, miner behavior system and 
manager behavior system make up of an integrating 
safety behavior control system. The system model is de-
scribed as in Figure 1. 

There are two inputs in the coalmine safety behavior 
control system. One comes from the manager, including 
manager’s production task, manager’s incentive contract, 
manager’s cognition of work circumstance, and man-
ager’s cognition of miner unsafe behavior. Although 
manager’s cognition of miner unsafe behavior is an input 
of manager behavior system, it is not an input of the 
coalmine safety behavior control system. Another comes 
from the miner, which include the stimulation of work 
circumstance. Others are not the input of the coalmine 
safety behavior control system. The state variables of 
coalmine safety behavior control system consisted of 
both state variables of miner behavior system and man-
ager behavior system. The output variable is safety or 
unsafe behavior of miner. The model implies that man-
ager behavior control variables are the input coupling 
variables of miner behavior system, and the output vari-
ables of miner behavior system are input coupling vari-
ables of manager behavior system. 

The output of safety behavior control system model is 

5 1 2 3( ) ''( ( ), ( ), , , , , )t t t tw t g t t u v v v t x y         (5) 

So the safety behavior control system model can be 
expressed as 

1 1

5 1 2 3
0 0

min ( ) g ''( ( ), ( ), , , , , )
T T

t t t t
t t

w t t t u v v v t
 

 

  x y     (6) 

s.t     ( 1) ( ( ), ( ), )    (0) is the known initial value

( 1) ( ( ), ( ), )    (0) is the known initial value

t t t t x

t t t t y

 
 

x f x u

y h y v
 

As to the safety behavior control system, the man-
ager’s coal production task, manager’s incentive contract, 
manager’s cognition of work circumstance, and the work 
circumstance factors stimulating to miner, are all the ex-
trinsic input variables that can influence the miner be-
havior. The manager’s behavior control variables are the 

intrinsic variables that can influence the miner behavior. 
Therefore, although manager’s behavior control variables 
are the important factors influencing miner behavior, the 
extrinsic variables play a more important role to miner 
behavior in the safety behavior control system. In order 
to better control the unsafe behavior of miners, govern-
ment should strengthen the management of the extrinsic 
factors such as the coal production task, work circum-
stance, and manager’s incentive contract. 

5. The Manager Optimal Control Behavior 
in Complete Information Condition 

The estimated value of unsafe behavior is the foundation 
basis for miner to make the choice of safe or unsafe be-
havior. In complete information condition, coal manager 
is aware of this estimated value of unsafe behavior. So 
the manager chooses his behavior according to this esti-
mated value, not being influenced by his state factors. 
The manager’s mission mainly is to depress miner’s es-
timated value of unsafe behavior and encourage miner to 
adopt safe behavior using various management measures. 
This manager’s mission can be decomposed into two 
aspects. On one aspect, coal manager needs to encourage 
miner to adopt safe behavior; on the other aspect, he also 
needs to cut down the total number of miner’s unsafe 
behavior. 

Because the miner makes the choice of safe or unsafe 
behavior based on the estimated value of unsafe behavior 
w(t), the above management task can be described ap-
proximately by depressing the cumulated miner’s esti-
mated value of unsafe behavior in a period. Thus, coal 
mine safety problems faced by managers is to seek the 
optimal management behavior u(t) (t=0,1,2,…,T) to 
minimize the cumulated miner’s estimated value of un-
safe behavior in a period. That is 

1 1

0 0

min ( ) ( ( ), ( ), )
T T

t t

w t g t t t
 

 

  x u          (7) 

s. t x(t+1)=f(x(t),u(t),t) x(0) is the known initial value. 
The Hamilton's function of this system is 

H(x(t),u(t), λ (t+1),t) 
= )),(),(( tttg ux + λ (t+1)f(x(t),u(t),t)       (8) 

The optimal necessity condition of this behavior control 
system is that taking various management measures to 
drive the Hamilton's function to its optimal value. When 
there is no constraint of management measures, it is 

 

v1t~v3t

v4t

u'(t) v(t) 

u5t u(t)

y(t)

w(t) (z(t)) 
x(t) 

 
Figure 1. Coalmine safety behavior control system model 
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( 1) 0 0,1,2, , -1
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( 1) ( ( ), ( ), )   (0)is the known initial value
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 
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

f
λ

u u
f

λ λ
x x

x f x u x

(9) 

This demonstrates that, with no resource constraint, 
manager’s optimal management behavior consists of 
making full use of various management measures to let 
the marginal utility of various management measures on 
Hamilton’s function equal to zero. 

6. The Manager Optimal Control Behavior 
in Incomplete Information Condition 

Different management measures have different effec-
tiveness on the perception of miner’s estimated value of 
unsafe behavior. It is foundational for manager to make 
his behavior choice on behalf of the coalmine. In com-
plete information condition, the manager is easy to make 
his behavior choice as he aware of this estimated valua-
tion. But in incomplete information condition, this esti-
mated value is unknown to him, so the manager has a 
great space of decision-making. 

Here, the management measures available to manager 
still consist of four factors, i.e. designing and providing 
production task and behavior criterion, carrying up re-
wards and punishment, bringing into effect of education 
and training, and creating group atmosphere and organ-
izational climate. Suppose the miner’s estimated value of 
unsafe behavior is w(t), and the manager makes his be-
havior choice based on the estimated effects of various 
management measures. Thus, the manager’s behavior 
variables will influence his management behavior, and 
these effects will eventually embody in miner’s estimated 
value of unsafe behavior [17]. 

The following three kinds of behavior have an important 
influence on the behavior choice of coalmine manager: 

1) Indifference: There are a lot of works to do for a 
manager, and controlling miners’ unsafe behavior is only 
one of these works. It is very natural for a manager ne-
glecting to control miners’ unsafe behavior when he 
needs to deal with other seemingly more important works. 
This phenomenon is the manager indifference to control 
miner’s unsafe behavior. The knowledge level and psy-
chology state variables of a manager could influence this 
kind of choice behavior. 

2) Incorrectness: Although manager thinks much of 
controlling miner’s unsafe behavior, he maybe chooses 
the incorrect management measures. If so, this will in-
evitably unable to implement the management measures 
should be implemented. The knowledge level, psychol-

ogy variables, and skill of manager influence this kind of 
behavior. 

3) Passiveness: Manager maybe not works hard. This 
phenomenon is the manager irresponsible for his duties. 
For example, manager would be work inactively when 
his individual goals conflict with the coalmine objectives. 
The organizational loyalty and the expected reward from 
manager influence this kind of behavior. 

On making choice of management measures, manager 
needs to estimate their different effects to miner’s esti-
mated value of unsafe behavior. This estimation is influ-
enced by his inner factors, i.e. manager’s mental state, 
knowledge state, physical state, organizational loyalty 
and work effort. All the influencing factors integrated 
may be described as manager’s work initiative and work 
capability [18]. Let w’(t) denote miner’s estimated value 
of unsafe behavior by manager, then it has 

w’(t)=g’(y(t),v(t),x(t),u(t),t)           (10) 

Similarly, the management task can be described as 
depressing the cumulated miner’s estimated value of un-
safe behavior estimated by the manager in a period. Thus, 
for coalmine manager, the task is to seek the optimal 
management behavior u(t) (t=0,1,2,…,T) to minimize the 
cumulated miner’s estimated value of unsafe behavior 
estimated by the manager in a period. So it has 

1 1

0 0

min '( ) '( ( ), ( ), ( ), ( ), )
T T

t t

w t g t t t t t
 

 

  y v x u      (11) 

s.t  y(t+1)=h(y(t),v(t),t) y(0) is the known initial value. 
x(t+1)=f(x(t),u(t),t) x(0) is the known initial value. 

The optimal necessity condition of this behavior con-
trol system can be obtained similarly. Its Hamilton’s 
function is 

H(y(t),v(t),x(t),u(t), λ 1(t+1), λ 2(t+1),t) 

=g’(y(t),v(t),x(t),u(t),t)+ λ 1(t+1)f(x(t),u(t),t) 

+ λ 2(t+1)h(y(t),v(t),t)              (12) 

With no resource constraint, the optimal necessity 
condition of the behavior control system is 

1

1 1
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(13) 
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This optimal necessity condition maybe considered 
consists of two parts. The former three equations deter-
mine the optimal necessity condition of managing 
miner’s behavior; the management objective is to mini-
mize the cumulated miner’s estimated value of unsafe 
behavior estimated by the manager in a period. The latter 
three equations determine the optimal necessity condition 
of managing manager own behavior; the management 
objective also is to minimize the cumulated miner’s es-
timated value of unsafe behavior estimated by the man-
ager in a period. The optimal necessity condition of the 
whole behavior control system can be achieved only 
when these two optimal conditions are met. 

In order to facilitate a comparative analysis, the 
miner’s estimated value of unsafe behavior by manager 
may be described as the form 

w’(t)=g’(y(t),v(t),g(x(t),u(t),t),t)        (14) 

Then the optimal management measures of manager is 
decided by the optimal necessity condition of this be-
havior control system model 

           
1 1

0 0

min ' ' , , , , ,
 

 

 
T T

t t

w t g t t g t t t ty v x u  

(15) 
s.t y(t +1)=h(y(t),v(t),t) y(0) is the known initial value. 

x(t+1)=f(x(t),u(t),t) x(0) is the known initial value. 
Its Hamilton’s function is 

H(y(t),v(t),x(t),u(t), λ ’1(t+1), λ ’2(t+1),t) 
=g’(y(t),v(t),g(x(t),u(t),t),t) 

+ λ ’1(t+1)f(x(t),u(t),t) 

+ λ ’2(t+1)h(y(t),v(t),t)                  (16) 

The optimal necessity condition of the behavior con-
trol system is 
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Here 
'


g

g
 describers the relationship between miner’s 

estimated value of unsafe behavior by the manager and 
by the miner. It gives us the information of what is the 

effectiveness of various management measures on 
miner’s estimated value of unsafe behavior. The former 
three equations determine the optimal necessity condition 
of managing miner’s behavior, and the latter three equa-
tions determine the optimal necessity condition of man-
aging manager own behavior. The optimal necessity 
condition of the whole behavior control system is 
achieved only when these two optimal conditions are met 
in the same time. 

With regard to the effectiveness of various manage-
ment measures on miner’s estimated value of unsafe be-
havior, there is a theorem. 

Theorem: If 
'g

g




=1, the optimal management behav-

ior in safety behavior control system of (15) is the same 
as that of (9). 

The proof of this theorem is omitted here. 
The theorem implies that, when manager’s behavior 

factors influence his understanding of miner’s esti-
mated value of unsafe behavior, his choice of man-
agement behavior definitely is not the optimal one. 
Because it is difficult to take the optimal management 
behavior for the manager, it is inevitable there are 
managerial defects even errors in the coalmine safety 
management. 

7. Discussion and Conclusions 

We propose a model of safety behavior control system to 
discuss some issues of coalmine manager behavior, and 
analyze the conditions of optimal management behavior 
of coalmine manager both in complete information and 
incomplete Information condition. The following conclu-
sions could be arrived. 

1) The management measures of coalmine manager 
are the important factors influencing miner behavior. 
However, manager’s production tasks, manager’s incen-
tive contract, manager’s cognition of work circumstance 
take more important roles on the point of whole safety 
behavior control system. In order to better control the 
unsafe behavior of miners, government should strengthen 
the management of the extrinsic factors such as the coal 
production task, work circumstance, and manager’s in-
centive contract. 

2) The manager’s inner factors do not influence his 
management behavior in complete information condition, 
but they influence it in incomplete information condition. 
The necessity condition of optimal manager behavior 
choice consists of two blocks, one block determines the 
optimal necessity condition of managing miner’s behav-
ior, and the other block determines the optimal necessity 
condition of managing manager own behavior. The op-
timal necessity condition of the whole behavior control 
system is achieved only when these two blocks’ optimal 
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conditions are met in the same time. 
3) Only when the miner’s estimated value of unsafe 

behavior by manager is same as the miner’s estimated 
value by himself, the manager’s optimal behavior choice 
is possible. Because the manager’s behavior factors in-
fluence his understanding of miner’s estimated value of 
unsafe behavior unavoidably, it is difficult for the man-
ager to obtain the optimal management behavior in the 
real world. It could well explain why it is inevitable there 
are managerial defects even errors in the coalmine safety 
management. 

As discussed above, in coalmine safety behavior con-
trol system, manager is the subject of implementation of 
management measures, miner is the object of implemen-
tation of management measures, both of them have the 
ability to learn and adapt, and would make choice by 
themselves judgments. 

In the coal production, the purpose of manager and 
miner is to achieve their respective behavior value. For a 
miner, this kind of behavior value is achieved by his spe-
cific production activities, so what determines the 
miner’s behavior is his perceived value of various pro-
duction activities. But for a manager, this kind of behav-
ior value is achieved by his management activities, so 
what determines the manager’s behavior is his perceived 
value of various management activities. 

In order to make coal production safe enough, the 
manager first needs to determine the safety level of coal 
production based on the coal production task and the 
actual production condition. Then, according to this 
safety level, he needs to make the choice of various 
available management measures. In this way, what de-
termines the manager’s behavior choice is the effective-
ness of different management measures to the miner’s 
unsafe behavior. 

Furthermore, the manager’s behavior choice is based 
on his understanding of miner’s estimated value of un-
safe behavior, and this cannot but influenced by his own 
behavior variables, especial influenced by his own spe-
cific perception and judgments in the work. So in order 
to make a proper behavior choice, manager should try to 
avoid influencing by own state variables. Therefore, he 
needs to strengthen self-behavior management. 

How to strengthen self-behavior management for a 
manager, and how to inspirit the manager to strengthen 
self-behavior management, are the problems needed to 
be studied carefully in the near future. 
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ABSTRACT 

The paper first introduces the background of Martin Trow’s theory of how to develop mass higher education and then 
brings up the necessity of Chinese course teaching reform. It introduces the current situation of the construction of the 
National High-quality Courses (NHCs) in China. And taking the practice of Wuhan University’s library and informa-
tion science (LIS) course teaching as an example, the paper also discusses the implementation of this project, focusing 
on two aspects: a new system of LIS course teaching and network platform construction. The paper concludes by rec-
ommending that, for successful LIS NHCs, it is necessary to transform our educational ideology, strengthen our inno-
vation, and set up a more beneficial teaching environment for innovation cultivation. 
 
Keywords: Mass Higher Education, Course Teaching, National High-Quality Courses, Creative Capability 

1. Introduction 

Based on his research on the development of higher 
education in America, the well-known American educa-
tional sociologist Martin Trow argued that: higher educa-
tion systems that enrolled up to 15 percent of the col-
lege-age population were best described as elite systems; 
systems that enrolled between 15 and 40 percent of the 
age group were mass systems; and those that enrolled 
more than 40 percent were universal systems [1]. This 
theory has drawn widespread attention all over the world, 
and many countries have attempted accelerating the de-
velopment of higher education and stepping into the 
mass phase as soon as possible. 

Alongside educational change run concern with and 
the study of innovation. Rogers (1995) has noted that “no 
other field of behavior science research represents more 
effort by more scholars in more disciplines in more na-
tions” [2]. In an article discussing the work of UNESCO 
in supporting the development of library schools, Keresz-
tesi (1982) was especially concerned with the prevalence 
of Western influence on the LIS curriculum [3]. An arti-
cle by Ballard (1980), a professor at North Carolina Cen-
tral University School of Library Science, felt that a core 
curriculum for library science should be developed and 
adopted by developing countries which would include 
courses that respond to the particular conditions of these 
low-income countries and not be carbon copies of curric-
ula of developed countries [4]. 

By 2007, when the gross enrollment ratio reached 
23%, Chinese higher education stepped into mass edu-
cation phase [5]. As a country whose development was 
relatively late and was impelled by external factors, 
China is exploring its own way of developing higher 
education. Thus we don’t necessarily have to judge the 
massification course of Chinese higher education strict- 
ly according to the traditional criterion (15%). Although 
many aspects of Chinese higher education (e.g. gross 
enrollment ratio, educational modal diversity, admission 
and management, curriculum organization, etc.) have 
shown some characteristics of massification, its devel-
opment follows a radical path and lacks sufficient re-
source preparation, which makes course construction, can 
not meet the mass higher education standard badly.    
In recent years, the Ministry of Education has succes-
sively constructed the NHCs from 2003 to 2010 in the 
whole country to implement the higher education quality 
standard. 

2. Review of NHCs Construction in China 

The development of National High-quality Courses 
Construction is using following formats: unprompted 
school construction, autonomous regions and munici-
palities recommendation, the Ministry of Education 
evaluation, honorary title conferring, and finally con-
struction fees assistance. Since China’s reform and 
open, especially in recent years, state and municipal 
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education bureaus and the colleges are increasing funds 
for the investments of High-quality Courses Construc-
tion. Since 2003, the Ministry of Education is actualiz-
ing “Higher education teaching quality and teaching 
reform project” and improving the performance of these 
several aspects: teaching contents reform and moderniza-
tion, management system of high-quality course, and 
courses system reorganization. These successions of mea- 
sures have enhanced the teaching quality and research 
level and created new opportunities of educating high- 
ability students who have innovation spirit and practice 
ability [6]. 

By the end of December 2009, among 6,469 courses 
at 959 colleges and universities (distributed over 31 
provinces, autonomous regions and municipalities di-
rectly under the State Council) which are required to 
undergo evaluation. Of those, 2212 were certified as 
NHCs at 819 colleges and universities. With the 4.43- 
billion-Yuan investment (2.21 billionfrom colleges and 
universities, 1.11 billion from governments at various 
levels and 1.11 billion from colleges and universities 
levels), these qualified NHCs should consolidate their 
achievements after evaluation, continue strengthening 
their construction, deepen the course teaching reform 
and further enhance their teaching level and working 
capability (Table 1). 

NHCs is not only a significant criterion to evaluate the 
teaching level but also an important aspect reflecting the 
overall strength of colleges and universities. Therefore, 
Wuhan University has paid high attention to and con-
ducted unified planning for the construction and realiza-
tion of its NHCs. In addition to the construction of basic 
course system already accomplished over the years, Wu-
han University is determined to quicken its NHCs con-
struction and make some of them meet the requirements 
of the provincial standard, with some qualified under 
national standards. A batch of college-level demonstra-
tion courses are to be established and an course teaching 
demonstration system at the national, provincial and col-
lege levels is to be progressively formed. To accomplish 
these assignments, we should modernize our ideas, deepen 
our understanding, and improve the course teaching  
 

Table 1. NHCs from 2003–2009 in China [7–13] 

Year Courses applied Courses gained 

2003 467 127 

2004 720 249 

2005 940 258 

2006 980 358 

2007 1102 411 

2008 1172 400 

2009 1195 409 

contents and methods, and found new systems. Further-
more, we should pay attention to staff building and es-
tablish an effective management and operating system. 

3. Constructions of NHCs for LIS 

Along with the rapid development of digitalization and 
network technology, information resources are being 
digitalized continuously and transmitted to all corners of 
the world through the Internet. Consequently a global-
ized and highly effective information transmission sys-
tem is taking shape and changing the pattern which peo-
ple follow in producing, transmitting and applying in-
formation. All these have brought unprecedented chal-
lenges as well as developing opportunities to LIS educa-
tion. As LIS is a multi-disciplinary intersection, its pro-
fessional knowledge and skills are widely recommended 
in this digitalized network era and the innovational re-
form of LIS education has become a significant subject 
energetically probed all over the world. Like any other 
disciplines of higher education, the essential aim of LIS 
education is to cultivate high-quality synthetic talents. 
Therefore the whole of LIS teaching should be brought 
into the scope of course teaching, level upon level and 
step by step, so that the teaching service system can be 
reformed in the end. 

3.1 Methods to Found NHCs for LIS in Wuhan 
University 

The School of Information Management (SIM) of Wuhan 
University is an institution for information management 
education and research which has the longest history and 
the grandest scale in China. It grew out of the college of 
library science (established by the American scholar 
Mary E. Wood in 1920) of Boone University in Wuchang 
and then was developed as Boone Library School in 1929. 
In 1953, Boone Library School was merged into Wuhan 
University and renamed as the department of library sci-
ence (for college students). The department for under-
graduates was then established in 1956. After being ap-
proved by the Ministry of Education, the School of Li-
brary and Information Science came into being in 1984, 
and then it was renamed as SIM in 2001 [14]. 

The school have library science, information manage-
ment and information systems (whose precursor was the 
scientific and technological information specialty which 
had not been founded before 1978 in China), archivi- 
stics science (professors were recruited in 1934 and in 
1940, when the archivistics specialty was founded, but it 
ceased in 1947 and rebuilt in 1984) and electronic com-
merce (founded in 2001). 

Form 2003–2009, there are 21 NHCS in LIS subject which 
belong to 16 high colleges and universities (see Table 2). 
Wuhan University has 6 courses that received the honor, 
which is the first place in Chinese Colleagues of LIS subject. 
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Table 2. NHCs of LIS subject (2003–2009) 

Subject NHCs Colleges 

Introduction to Bibliography Wuhan University 

Foundations of Information Management Wuhan University 

Electronic File Management Wuhan University 

Information Service and User Study Wuhan University 

Information Metrology Wuhan University 

Information Resource Construction Wuhan University 

Introduction to Library Science Peking University 

Introduction to Archival Science Renmin University of China 

Information Management Science Hefei University of Technology 

Computer Network National university of Defense Technology 

Database system and Application Jiangxi University of Finance and Economics 

Management Information System Xiamen University of Technology 

Information Systems Analysis and Design Liaoning University 

Introduction to Decision Support System Donghua University 

Management Information Systems Analysis and Design Huazhong University of Science and Technology 

Documentations Heilongjiang University 

Information Retrieval and Utilization Shandong University of Technology 

Information Resource Sharing Sun Yat-sen  University 

Science of Archives Management Guangxi University for Nationalities 

Archival Science Shanghai University 

LIS 

Document Retrieval Central South University 

 
3.2 Course Teaching Reform Based on Core 

Course Integration 

The core courses of Library science, Archives science 
and Information management science will be integrated 
with the development trend of the subject integration. In 
our school, we reform in 5 NHCs which named as Intro-
duction to Bibliography, Foundations of Information 
Management, Electronic File Management, Information 
Service and User Study, Information Resource Construc-
tion and Information Metrology in order to realize the 
core course reform of LIS. In the open environment, we 
try to construct the new teaching system of core course 
that can adapt to the new requirements. The teaching 
reform has laid equal stress on both classical and modern, 
essential and frontier theories. It has been updated 
closely by following the discipline’s development to cre-
ate a bigger space and to get a raise in synthesis, design, 
and research so that course teaching, scientific research, 
projects and social application practice can be closely  

integrated, furthering reciprocity and establishing a 
skillful, personalized, diversified and modernized course 
teaching system.  

The course reform should also fully be brought into 
playing the supporting role of the two national key disci-
plines of library science and information science as well 
as the following organizations: the research center of 
information resources; the cultivation center for senior 
publication talents of the Press and Publication Admini-
stration unit; the senior research center of intellectual 
property rights; the research center for science evaluation 
in China; the Chinese e-commerce research and devel-
opment center; the Institute of Library and Information 
Science; the Institute of Publication, the Institute of 
Digital Libraries; the Institute of Study on Complete 
Collection in Four Treasuries; and the Institute of Elec-
tronic Document and Government Information. Scientific 
research methods and achievements and scientific think-
ing patterns should be organically integrated into ex-
perimental teaching, and parts of the social science, 
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natural science, base and horizontal projects (between 
2005 and 2009) undertaken by tutors have been divided 
into smaller research subjects (see Table 3) for students 
to choose freely. From 2005 to 2009, teachers of SIM 
have altogether implemented 120 social science, natural 
science, base and horizontal projects, with the project 
funds of 12,600,000 Yuan. The laboratory is open to all 
the students and accepts some of them to participate in 
the research, which offers beneficial support for them to 

independently accomplish their spare-time scientific re-
search. The close integration of class teaching, scientific 
research and experimental teaching has greatly promoted 
the experimental teaching reform and the implementation 
of innovative education and improved the quality of 
composite talent cultivation. Meanwhile, the teachers 
have undertaken the teaching reform projects by Hubei 
Province and Wuhan University, which promote the de-
velopment of teaching reform for LIS (see Table 4). 

 
Table 3. Projects and subprojects undertaken by tutors (2005–2009) 

Projects Classification Tutors Sub-projects Students 

Research of Experimental Teaching Sys-
tems on LIS 

Shuguang 
Han Research of Basic Experimental 

Teaching on LIS 
WuHan University 

teaching reform projects
Xiangxing 

Shen Research on Experimental Teaching 
Web-Platform of LIS 

Ji Liu 

Research of Tourism Information Services 
based on Mobile Internet 

Han 
Zhang 

Construction of Information 
Service Systems and Security 

Systems for a Country based on 
Innovation 

The Key National Funds 
of Social Sciences 

Changping 
Hu 

Optimization for IT Project Management Yan Tang

Research of Value Chain and Payoff Model 
in M-Commerce 

Rong Sun
Research of Knowledge   

Information Service Systems for 
a Country based on Innovation 

The Key project for 
Philesophy and Social 
Science of Ministry of 

Education 

Changping 
Hu 

Research of Current Tourism Networking 
Situation and its Prospect in Our Country 

Jingyun 
Huang 

Research of Regional Tourism Information 
Resources Development based on Web2.0 

Lei Wang
Research of User-oriented  

Information Integration and 
Service 

The National Funds of 
Natural Sciences 

Changping 
Hu 

Marketing Program Design based on Mo-
bile Platform 

Lin Chen

Research of Digital Information 
Resource Plan, Management 

and Usage 

The Key project for 
Philosophy and Social 
Science of Ministry of 

Education 

Feicheng 
Ma 

Information Economic Analyse on Pricing 
Strategy in E-commerce 

Jingzhi 
Zhao 

Promotive Government  
Strategies for Public Access to 

Information Resource 

The National Funds of 
Natural Sciences 

Xincai 
Wang 

Applied Research on E-government Con-
struction combined with WEB2.0 

Qiang 
Zhang 

Research on Barrier of the Users for Li-
brary Accession  

Woruo 
Zhao Empirical Research of    

Libraries’ Approaches to  
Copyright 

The National Funds of 
Social Sciences 

Chuanfu 
Chen 

Research of Development Model for 
Community Libraries in a Harmonious 
Society  

Ying Yu 

Research of National Strategies 
for Chinese Culture Digital 

Resources Preservation 

The National Funds of 
Natural Sciences 

Jiazhen 
Liu 

Study on the Publicity and Secrecy for 
Archives Information 

Kui Ye 

Research of Information   
Resource Development and its 

Technology Implements in 
E-government 

（The Key project of 
Humanities-Social  
Sciences of Chief  
Research Center   

Ministry of Education ）

Xincai 
Wang 

Evaluation and Analysis for Chinese Gov-
ernment Websites Services 

Yuyu 
Wang 

Research of Information   
Resources Configuation Theory 

and Model 

（The Key project of 
Humanities-Social  
Sciences of Chief  
Research Center   

Ministry of Education ）

Xianjin 
Cha 

Study on Information Organization for 
Network Products Based on Ontology 

Xuan 
Yang 
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Table 4. Teaching reform projects undertaken by tutors (2005–2009) 

Projects Classification Tutors Fund Time 

Construction and Realization of opening  
teaching system for Information Management 

discipline 

Wuhan University teaching reform 
projects 

Changping 
Hu 

10,000 2007–2009 

Research of Whole Process Teaching Reform 
for Information Management discipline 

Projects for teaching reform of 
Hubei Province 

Changping 
Hu 

30,000 2008–2010 

Construction and Research of Basic       
Experimental Teaching for LIS 

Projects for teaching reform of 
Hubei Province 

Xiangxing 
Shen 

30,000 2005–2007 

Development and Research for web class of 
document information service 

Projects for teaching reform of 
Hubei Province 

Lin Yuan 30,000 2002–2005 

Research of Structure Adjustment for     
Specialty Archival Science 

Wuhan University teaching reform 
projects 

Jiazhen Liu 10,000 2002–2006 

Research and Design of multimedia courseware 
for Library Science  basic class 

Wuhan University teaching reform 
projects 

Chuanfu 
Chen 

10,000 2004–2008 

Research and Practice of innovation for teaching 
management mode in school of information 

management 

Wuhan University teaching reform 
projects 

Xincai 
Wang 

10,000 2006–2007 

Employability Training and Class System  
Construction for students in information   

management 

Projects for teaching reform of 
Hubei Province 

Yikun Xia 30,000 2006–2007 

Construction and Development for Archival 
Science based on first key discipline 

Projects for teaching reform of 
Hubei Province 

Hai Yan 30,000 2007–2008 

 
Such a system has step-by-step guided students to 

form scientific thinking patterns and understand the es-
sential contents of information obtainment, organization, 
transmission and application. It also has enlightened stu-
dents’ innovation awareness, discovered students’ poten-
tial for self-innovation, and stimulated students’ interest 
in participating in class teaching and scientific research. 
As a result, students positively carry out spare-time sci-
entific research and science and technology practica dur-
ing their summer vacation, which has greatly expanded 
the space of class teaching. Between 2005 and 2009, 
students published nearly 150 academic papers during 
their schooling. 

3.3 Construction of Information Web Site for NHCs 

The School has established an LIS gigabyte network 
center to connect all the teaching and scientific research 
organizations and teaching laboratories together. A wire-
less network covers the whole LIS building. In addition 
to the teaching management, the courses website con-
structions mainly apply to assist with class teaching. 
Students can accomplish selecting courses online and 
consulting abundant online teaching information, such as 
syllabi, courseware and course scores through the web-
site. It can facilitate students’ preview and review and 

can also supply a communication platform between 
teachers and students (see Table 5). 

The use of web information technology can support 
the teaching of “equal opportunities for interaction”, so 
that more democratic classroom, learners can participate 
in the teaching content to the formulation and evaluation. 
Began in March 2007, “Information Services and User 
Study “course conducted a curriculum network to sup-
port teaching, research and practice, has achieved an 
full-assisted online teaching, students and teachers to 
achieve the open web-based interaction. Course website 
collection class teaching, extra-courser research and so-
cial practice in one of the open and interactive, empha-
sizing teacher-student interaction, students and student 
exchanges between the units of interaction and practice, 
the main body of the students as a teaching and attach 
importance to the participation of students in teaching 
effect. Such as class discussion site set up the module, 
students who log on the forum will issue a timely reflec-
tion, teachers can answer questions to achieve the inter-
action with the students [15]. 

4. Conclusions 

Founding the NHCs for LIS is a systematic project rather 
than merely a kind of conditional construction. Firstly,  



Construction of National High-Quality Courses for LIS in China 

Copyright © 2010 SciRes                                                                                 JSSM 

178 

Table 5. Web site resources of LIS NHCs 

Columns Introductions to each column 

Teacher A brief introduction to the course teachers. 

Brief introduction A brief introduction to the course Credit. 

Teaching syllabi Syllabi for the courses. 

Textbook Textbooks for the courses. 

Synchronous  
teaching 

Power Point of all the courses teachers. 

Research Project Projects that undertaken by teachers. 

Academic Result 
Teachers teaching papers published statis-
tical tables. 

Students’ papers 
Papers that students published after the 
class. 

Practices out of 
class 

A brief introduction to the practices out of 
class. Relative practice results and excel-
lent. Practice reports are also available 

Teaching news News for course teaching. 

Examinations and 
tests 

General methods of tests for tests courses. 

Teaching video Teaching video for the course. 

Teaching     
references 

List bibliographies of all the excellence 
courses and links of some relative websites 
for learning. Provide commonly- 
used software downloads for students. 

Teaching blog 
Provide students a platform to discuss 
together and thus promote their enthusiasm 
for study. 

 
we have the obligation of transforming our modes of 
thinking, further deepen course teaching reform, and 
promote the transition of education towards the qual-
ity-oriented type so as to create a more beneficial course 
teaching environment for cultivating innovation ability. 
Second, besides the hardware construction, we should 
pay more attention to the software to strive to construct 
the course teaching center as a high-level course teaching 
base with real and demonstrative functions, cultivate 
innovative cross-century talents and make a contribution 
to the improvement of LIS higher education quality. 

The American education system lays more emphasis 
on freedom, dialectical thinking, and student-centered 
pedagogy, while China’s education system lays more 
stress on well-knit, highly disciplined, and top-down 
pedagogy. Since these two kinds of systems can’t com-
pletely be mixed together, what we could do is to pro-
foundly understand the American education system and 
enhance our course teaching reform to improve LIS 
higher education quality and thus cultivate more creative 
talents for China. 
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