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Abstract: In this paper, we investigate the energy saving problem in mobile ad hoc network, and give out an 
improved variable-range transmission power control algorithm based on minimum spanning tree algorithm 
(MST). Using previous work by Gomez and Campbell [1], we show that in consider of node’s mobility, the 
previous variable-range transmission power control based on minimum spanning tree algorithm can not sup-
port nodes’ mobility in mobile ad hoc network. For this reason, we give out an improved variable-range 
transmission power control algorithm to support node’s mobility and solve asymmetric graph problem. To 
save more energy without changing the topology of the network, we give out two new data transmission 
mechanisms based on the idea of cooperative communication. The results of this paper enhance the possibility 
of using variable-range transmission power control in mobile ad hoc networks. 
 
Keywords: minimum spanning tree, traffic capacity, energy savings, cooperative communication 

1. Introduction 

Energy saving problem is a very important issue in wire-
less ad hoc networks, because the transmission power 
impacts not only the connectivity but also the traffic ca-
pacity of the network. Choosing a higher transmission 
power can increase the connectivity and performance of 
the network, but reduce traffic capacity on the physical 
layer and energy on the network layer. Obviously, it’s a 
trade-off problem. Today, the design of protocols for 
wireless ad hoc networks is primarily based on com-
mon-range transmission control, such as the work by 
Santi et al. [2,3]. But systems based on common-range 
transmission control [3] usually assume nodes are ho-
mogeneously distributed. For some nodes, the topology 
will be too sparse with the risk of having network parti-
tions. For other nodes, the topology will be too dense, 
resulting in many nodes competing for transmission in a 
shared medium. This problem is discussed in [4], where 
the authors propose a method to control the transmission 
power levels in order to control the network topology. In 
[1], Gomez and Campbell show how variable-range trans- 
mission control can improve the overall network per-
formance and suggests the design of MAC and routing 
protocols for wireless ad hoc networks should base on 
variable-range power control, not on common-range 
transmission control which is prevalent today. But in 
consider of node’s mobility, using previous variablerange  

power control still have some problems such as the traf-
fic capacity tends to be zero because the area of overlap-
ping region is zero. Furthermore, because in variable-range 
control, all nodes use different transmission powers, this 
also may lead to asymmetric graph problem. 

In this paper we give out an improved power control 
algorithm based on minimum spanning tree to solve 
these problems and provide the possibility of using vari-
able-range transmission power control in wireless ad hoc 
networks. 

Furthermore, we investigate the effect of cooperative 
communication mechanism on energy saving for ad hoc 
networks. Many recent cooperative communication mec- 
hanisms change node’s transmission power such as in [5] 
to save energy. But as Cardei said, using cooperative 
communication to control transmission power is an NP- 
Complete problem. Then we give out two new data 
transmission mechanisms based on the idea of coopera-
tive communication. We prove these two mechanisms can 
solve the energy saving problem by reducing the trans-
mission time rather than changing node’s transmission 
power so it can be realized easily. 

The structure of this paper is as follows. In Section 2 we 
give out an improved variable-range transmission power 
control algorithm to support node’s mobility and solve 
asymmetric graph problem. Given the topology of the 
network, in Section 3 we will describe two new data 
transmission mechanisms Sequence Data Check Trans-
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mission mechanism (SDCT) and Nearest Data Check 
Transmission mechanism (NDCT) based on our coopera-
tive communication mechanism in detail to save more 
energy without changing the topology. To show the ad-
vantage on energy saving of our new data transmission 
mechanisms along with numerical simulation, in Section 
4, we give out their mathematical model and some basic 
suppose. Through these mathematical models, we com-
pute the average hop of traditional data transmission 
mechanism (TDT), SDCT and NDCT. Finally, we pre-
sent some concluding remarks in Section 6. 

2. Improved Variable-Range Power Control 
Algorithm 

According to Gomez and Campbell [1], we find whether 
the algorithm can support node’s mobility, depending on 
how large the area of overlapping region is. So can we 
enlarge the transmission power value in variable range 
control to a certain value? How to choose the bound of 
this value? How to deal with the asymmetric graph 
problem?  

2.1 Traffic Capacity Using Previous  
Variable-Range Transmission Control in  
Mobile Network 

In a mobile ad hoc network, nodes always move in a fast 
speed, this produces extra signaling overhead which 
consume a large part of network resources. In [1], Javier 
give out an equation to compute the signaling overhead 
of route maintenance. Javier suggested using previous 
variable-range transmission control based on minimum 
spanning tree lead to the time of a node remains in over-
lapping region b tends to zero. Figure 1 highlights one of 
overlapping regions. 

It is obvious, because the network is built by minimum 
spanning tree, so1-hop nodes are always on the edge of 
their source nodes’ coverage range and the area of the 
overlapping region b is zero. We prove this point by (15). 
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  Because the average number of route-repair events per- 

second per route, proportional to T

1
,  J R  is very large 

and because the traffic capacity of variable-range control 
 tR,  tend to be a const when n  , so the capacity 

available to nodes for data transmission  tR,  is very 

small. This means the topology of the network is always 
changing and the whole wireless channel is occupied by  
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Figure 1. Overlapping region between two nodes 
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Figure 2. Topology change when node moves 

the signaling overhead caused by route maintenance. 

2.2 Improved Minimum Spanning Tree  
Algorithm for Upper Bound 

We can see the key problem of previous variable-range 
transmission control is caused by route maintenance, so 
we must first discuss in which conditions the route of the 
network will be updated. Figure 2 shows that the change 
of topology in an ad hoc network whose nodes are dis-
tributed randomly. When node d moves in that direction 
shown by the arrow, the network will form a new mini-
mum spanning tree shown by doted lines. 
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The original links of  fde ,  and  iee ,  are now dis- 

connected and the new links of  ide ,  and  fee ,  are 

established. By Figure 2, we find route maintenance occur 
in two conditions: 

1) Forwarding nodes move out the region which is 
covered by transmitter node at the upper bound of trans-
mission power. 

2) Current structure of the network is no longer a 
minimum spanning tree and need to rebuild a new mini-
mum spanning tree. 

We can see the problem is to choose a suitable upper 
bound for node’s transmission power. 

By analyzing, we find when a node moves, the length 
of edges which connected to this node will change, and 
when this length beyond the shortest edge of its 1-hop 
nodes, which results in the nodes are not connected in 
original minimum spanning tree, the network needs to 
rebuild and the route needs to be updated. 

Highlight from this point, we get the conclusion that the 
upper bound for a node’s transmission power should be 
set to the value of the shortest edge of its 1-hop nodes 
which are not connected in original minimum spanning 
tree. But, there is an extreme condition that the upper 
bound may be much larger than original transmission 
power. To keep the superiority of minimum spanning tree 
algorithm, there must be a threshold to limit the upper 
bound. If we use minip  to denote the minimum trans-

mission power of node i in minimum spanning tree, to 
every node i, iC  

 min mini i jkC p p            (2) 

where j is 1-hop node of node i and k is 1-hop node of 
node j, jkp is the transmission power between node j and 

node k. Because minip is the minimum transmission power 

of node i in minimum spanning tree. We set  

 
min

min

i

jk
i p

p
C   

and there are two cases: 

1 ,

1 ,
i

i

C k j

C k j

 
  

                (3) 

where 1,iC k j  means node j has only one 1-hop node, 

and this 1-hop node is node i. 
Then we get the threshold 

      nCCCC ,,,min 21         (4) 

Finally we set the upper bound of the node’s transmis-
sion power to: 

minupper ip Cp                     (5) 

where upperp  stands for the upper bound of transmission 

power according to the improved algorithm. 

2.3 Adaptive Transmission Power Control for 
Lower Bound 

To support node’s mobility, we know node’s transmission 
power should larger than that got by minimum spanning 
tree. But the upper bound miniCp may be much larger than 

minip , considering that the mobility of mobile nodes is 

limited by physical restrictions, it is not necessary to 
enlarge the transmission power to miniCp in just one step. 

It can be a gradually increment process. 
Considering that a mobile node’s future location and 

velocity are likely to be correlated with its past and cur-
rent location and velocity, according to Ben Liang and 
Zygmunt J. Haas [6], we use a 2-D Gauss-Markov mo-
bility model to estimate node’s future distance from its 
back-warding node. 

In this 2-D Gauss-Markov mobility model, the velocity 
of a mobile is represented by the random vector: 

  ,
Tx y

n APT n nV V nT V V    
 

           (6) 

where 
APTT  is the time interval used to sense and com-

pute. Define memory level : 

, , y APTx APT
TT TTx y

n n e e                (7)  

where yx  , are parameters correlated to 
APTT . 

Then, the 2-D velocity process can be expressed as 
follows: 

  1
2

1 11   nnn WVV 


  (8) 

where  denotes element-by-element multiplication, 

,
Tx y

n n      and 2 is the variance of 
nV


,    

,
Tx y

n n    is its mean.  nW is an uncorrelated Gaussian 

process with zero mean and unit variance and is inde-
pendent of  nV . 

For simplicity of presentation, one may further assume 
that the velocity has the same memory level, the same 
asymptotic mean, and the same asymptotic standard de-
viation in both dimensions. In this isotropic case (8) be-
comes: 

  2

1 11 1n n nV V W         
 

     (9) 

If we use   ,
Tx y

n APT n nr r nT r r    
 

to denote the dis-

tance from back-warding node to its 1-hop node, we get: 

0 min

1n n n

r r

r r V


  



                          (10) 
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Then we choose the increment of transmission range, 
denoted by n  shown in Figure 3, as the step of adaptive 
mechanism: 

    2

1

2

1

2

1

2

11
y

n
x

n
y

n
y

n
x

n
x

nnnn rrVrVrrr       (11) 

So within a slot of APTT , 1-hop node is still in the 

transmission range of transmitter node to ensure network 
connectivity until the transmission range achieve the 
upper bound. When a node’s transmission power ap-
proximates to its upper bound, it can broadcast to the 
whole network to ready for rebuild the minimum span-
ning tree. So the adaptive and heuristic algorithm can 
meet the networks switch for route and the requirement 
for QoS. 

Now compare the transmission energy and traffic ca-
pacity between common-range control, previous vari-
able-range control and improved variable-range control. 

2.3.1 Transmission Energy 
We know in common-range control, the transmission 
power, denoted by COMp  must meet the restriction: 

 1min 2 min minmax , , ,COM np p p p      (12) 

to make sure that every node is connected to the network. 
Here we use i IMSTp to stand for the transmission power 

of improved variable-range control. By using adaptive 
mechanism, we get 

   min mini i i IMST i ip p p p kp     minupper ip Cp   (13) 

where  ip  is the extra transmission power of node i 
that needed to enlarge the transmission range of minimum 
spanning tree with one step. 

The total transmission energy of one route in previous 
variable range control is 

min min
1

n

i
i

P p


                  (14) 

We can use (12) and (13) to compute the total trans-
mission energy of one route in the network. We get the 
total transmission energy of common-range control 

1

n

COM COM COM
i

P p np


                  (15) 

and the total transmission energy of improved variable- 
range control 

1

n

IMST i IMST
i

P p


                      (16) 

From (12), (13), (14), (15) and (16), compare the 
transmission energy between common-range control, pr- 
evious variable-range control and improved variable- 
range control, we get 

Theorem 2.1 The total transmission energy of im-

proved variable-range control is between common-range 

control and previous variable-range control:
minP  IMST

P  

COMP . 

  min min min
1 1

n n

i i i IMST
i i

P p p p P
 

      

 min min 1min 2min min
1 1 1

max , , ,
n n n

i i i n
i i i

C p C p p p p
  

     

COM COMnp P             (17) 

2.3.2 Traffic Capacity of Improved Minimum  
Spanning Tree Algorithm  

We can see, after enlarge the transmission power of mini- 
mum spanning tree to the upper bound of miniCp , the 

parameter h is increased from 0 to  1C R , using (6) we 

deduce the signaling overhead of the improved vari-
able-range control. 

From (3) and (4) we know C is a constant larger than 1, 
so  IMSTRJ  is a constant too. Compare to the signaling 

overhead of previous variable-range control which is tend 
to infinite, it’s much smaller.  

From (2), (4) and (12) we know 

  min min1IMST COM COMh C R R R h e        (19) 

and  J R  decreases as the parameter h increases. 

According to the analysis and comparison above, we 
know the improved variable-range control can balance the 
transmission energy and signaling overhead in mobile ad 
hoc networks and it is an optimization of energy-saving and 
traffic capacity, it improves the mobility of the network 
greatly at the cost of a little more transmission power. 

2.4 Asymmetric Graph 

Different from common-range control, in variable-range 
control, all nodes use different transmission power, this 
may lead to the final structure of the network is an 
asymmetric graph, like Figure 3. To solve this problem, 
we select the sequence of transmission ranges from source 
node to the destination node to be an incremental se-
quence Here we use the method of “Incremental” which 
means if the transmission range of forwarding node is 
smaller than the source node, we use the transmission 
range of the source node to replace the transmission range 
of forwarding node. By this way, we ensure the sequence 
of transmission ranges from node to the destination node 
is monotone-up and the structure of the network in Figure 
4 changes to Figure 5 by the monotone-up selecting 
method. 

There are two extreme situations shown in Figure 6a 
and Figure 6b. In Figure 6a, the sequence of transmission 
ranges from source node to the destination node is 
monotone-up and In Figure 6b the sequence of transmis- 
sion ranges from source node to the destination node is 
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monotone-down. After “Incremental”, we get the new 
transmission ranges shown by Figure 6c and Figure 6d. 
Then we get that: 

Theorem 2.2 The total transmission power of the net-
work after “Incremental” is between improved variable- 
range control and common-range control. 

   
 

        22 2
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
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   
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  
             

          (18) 

Proof: If we use  1- 2- n-, , ,IMST IMST IMSTp p p to stand 

for the sequence of transmission ranges from source node 
to the destination node after adaptive power control, then 
the sequence of transmission ranges from source node to 
the destination node after coverage is  1 2 n, , ,p p p , 

In the condition of 
IMSTIMST pp 1ii   we get the trans-

mission power of forwarding node is  
 

2  

1  

0r

1V
 

2V
 

 

Figure 3. Increment step of transmission range 
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Figure 4. Asymmetric structure of the network 
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Figure 5. Monotone-up transmission range 

IMSTpp 1i1i                       (20) 

And on the other hand, when the condition is i IMSTp   

i 1 IMSTp   the transmission power for next hop will be 

IMSTpp i1i                       (21) 

And (21) stand for once change on the sequence of 
transmission ranges from source node to the destination 
node after adaptive power control. Because this change 
occurs when i i 1IMST IMSTp p  , so the total transmission 

power will increase after this change. 
If original sequence is monotone-up, the number of 

change is zero which is the smallest. On the other hand, if 
original sequence is monotone-down, the number of chan- 

 

d a 
b c

da
cb

(a)                      (b) 
 

a b
c

d a b c 

d

 
(c)                      (d) 

Figure 6. (a) Condition of monotone-up; (b) Condition of 
monotone-down; (c) Evolution from Figure 6a after “In-
cremental”; (d) Evolution from Figure 6b after “Incre-
mental”  
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ge is 1n   which is the largest. And if the original se-
quence is monotone-down, the final sequence of trans-
mission power is  

 1 1 1, , ,IMST IMST IMSTp p p  

where  

 1 1 2 nmax , , ,IMST IMST IMST IMSTp p p p   (22) 

From (12) we can see 1 IMSTp  is smaller than COMp   

When the original sequence is neither monotone-up nor 
monotone-down, the number of change is between zero 
and n 1 , so the total transmission power after “Incre-
mental”, denoted by COVP  is:  

IMST COV COMP P < P               (23) 

Thus, by enlarging the transmission range to the upper 
bound minupper ip Cp , adaptive transmission rang and the 

“Incremental” of transmission range, we have solved the 
traffic capacity tends and asymmetric graph problem of 
previous variable-range control mentioned above. 

3. Cooperative Communication for Energy 
Saving 

We all know that energy is the product of transmission 
power and transmission time, so the transmission energy 
is related to not only the transmission power but also the 
transmission time which is decided by the length of data. 
We usually choose changing transmission power to op-
timize the network, but changing transmission power 
also lead to the change of network topology. In [5], 
Cardei proves it’s a NP-complete problem. So after get 
the topology of the network by improved variable-range 
control, the transmission power can not be changed fur-
ther, one way to save more transmission power is to con-
trol the time of transmission. Here we use the coopera-
tive communication mechanism because it can save 
transmission power without changing the topology of the 
networks (related to transmit time or length of data). 

3.1 Cooperative Communication Mechanism 

In [7], Agarwal introduced two parameters related with 
SNR: p , which is the threshold needed to successfully 

decode the packet payload, and acq , which is the 

threshold required for a successful time acquisition. In [5] 
Cardei assumes a packet received with a SNR  , is: 1) 

fully received, if p  ; 2) partially received if acq   

p  , and 3) unsuccessfully received, if acq  . 

And in Cardei’s cooperative communication model, con-
sider the packet is fully received when 

1k

k
kj

p

d                   (24) 

 

a

b 

c

1, tm
 

3, tk
 

2t
 

 

Figure 7. Node c receive k packets in m packets from node a 
 
where kp  is the transmission power of node k, kjd  is 

the distance between node k and node j, and   is a 
communication medium dependent parameter. But if 
there are overlapping parts of partial data, can (24) stand 
for full reception of the packet? 

Based on this question, we give out our own coopera-
tive communication mechanism. 

We consider that messages are divided into several  
packets. If forwarding nodes are in the area of source 
node’s transmission range, all packets can be transmitted 
to the 1-hop node of source node completely and cor-
rectly. But when forwarding nodes, such as 2-hop node 
and 3-hop node, are out of the transmission range of 
source node, only a part of packets can reach 2-hop node 
and 3-hop node, and among these partial data, some 
packets will fail because of distortion. We can see from 
Figure 7 if there are m packets to be transmitted from 
node a to node c, there will be k packets reach node c 
when node a transmits all these packets to node b. After 
validation, we can know which packets are correct. And 
when node b transmit data to node c, we do not need to 
retransmit these correct packets, and only transmit those 
packets which are not received or incorrect.  

This mechanism can save more transmission energy 
without change the topology of network.  

3.2 Mathematical Model 

To simplify, we just consider the influence of source 
node on its 2-hop nodes. 

Noting that wave transmits at the same speed in the 
same medium, from Figure 7, we know k m    

3 1kt mt                  (25) 

so   

1

3

ab

ac

dt
k m m

t d

   
    
   

         (26) 

where 1t  and 3t  is the time need to transmit per packet 

from node a to node b and from node a to node c. 
Though there will be k packets reach node c in Figure 7, 
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because of noise, some packets will fail because of dis-
tortion and how many packets can reach node c correctly 
is depend on the symbol-error-rate (SER) which is relate 
to the signal-to-noise ratio (SNR).  

In [8], Ahmed and Weifeng Su give out a model of the 
relationship between symbol-error-rate (SER) and sig-
nal-to-noise ratio (SNR): 

 
2 1

,
0 1

( )
N N

m
SER CSI PSK d CSI k i

i k

P m E SNR E P


 

         
      (27) 

The model in [8], always choose the source node as the 
most reliable node, but in multi-hop network, the distance 
between source node and destination node is usually very 
long, this lead to the direct link between source node and 
destination node can not meet the requirement of high 
enough SNR, or there is even no direct link between 
source node and destination node. Another important 
point is that in this model, there are N2 1  possible net-
work states, this means in most states, there are some 
nodes on the route are not in state and they do not relay the 
copy of data to other nodes. But as the nodes on the route 
form a chain, if there is one node do not relay the copy of 
data to its next node, the data can not reach the destination 
node correctly. So we should improve this model ac-
cording to our improved routing strategy. 

In our cooperative communication model, all packets 
can be transmitted to the 1-hop node of source node 
completely and correctly, so after the packets reached the 
1-hop node, we can treat it as a new source node for the 
rest route. Compared to the source node, 1-hop node is 
closer to the destination node so the SNR of 1-hop is 
higher than the SNR of the source node. So there is only 
one network state in our cooperative communication 
model that all nodes are in state and relay the copy of data 
to other nodes.  

So according to our model, we can simplify (27) to: 

  1
,(1)SER CSI PSK d CSI i dP E SNR E P              (28) 

where i is 1-hop node of the source node and d is the 
destination node. When just consider the influence of 
source node on its 2-hop node, the destination node is 
also the 2-hop node of the source node. 

We assume that whether a packet can be received cor-
rected is independent on other packets, and use function 
 kI  to denote whether the k th packet is received cor-

rectly. 

 
1,

0,

received correctly
I k

received not correctly


 


      (29) 

thus the number of packets  E n  that can be received 

correctly is 

     1 (1)SERk
E n I k k P         (30) 

So for every hop in the route, we can save the trans-
mission energy used to transmit  1 (1)SERk P  packets. 

3.3 Two New Data Transmission Mechanisms 
Based on Cooperative Communication 

After we prove the cooperative communication mecha-
nism can save energy by shorting the time of transmission, 
we now give out two new data transmission mechanisms 
based on it. 

3.3.1 Sequenced Data Check Transmission  
Mechanism  

In this mechanism, the whole transmission process is 
sequenced according to the order of nodes from source to 
destination. The concrete process can be described as foll- 
ow: 

Step 1: The source node start the transmission process 
by sending route requiring signal (RRS) to the destination 
through forwarding nodes. 

Step 2: Then the destination node return a route con-
firm signal (RCS). 

Step 3: Source node will first send an inquire signal to 
its next hop to ask which packets does next hop need. 

Step 4: After next hop return the packets ID which it 
has not received correctly, the source node begins to 
transmit these packets to next hop. Other nodes on the 
route receive these packets at the same time. They can 
know which packets are correct by checking. 

Step 5: After all packets reach next hop return an ACK 
to the transmitter node and get ready to transmit data to its 
next hop. 

Step 6: All forwarding nodes repeat Step 4–Step 5. 
Step 7: If all packets reach the destination correct, the 

destination node will sent out a signal to acquire all nodes 
on the route to end this transmission process. 

This mechanism is similar to recent point to point 
communication system, so it can be realized easily. 

3.3.2 Nearest Data Check Transmission Mechanism 
Though SDCT can save energy a lot, bet because the 
transmission process is ordered by nodes, the destination 
node can end the transmission process only after every 
node on the route received all data packets. Sometimes it 
is unnecessary and may lead to extra energy waste. 

Thus we give out another data transmission mecha-
nism: 

Nearest Data Check Transmission (NDCT) to avoid 
this kind of energy waste. The main difference between 
SDCT and NDCT is: in NDCT, every node can send a 
route require signal to destination after it receive a correct 
packet and the destination node will choose the most 
reliable node (usually the nearest node) to relay. But in 
SDCT, for the k th relay, only the k th node on the route 
can send a route require signal to destination after it re-
ceive all packets correctly. The concrete process is as 
follow: 



C. J. CHEN  ET  AL. 

Copyright © 2010 SciRes                                                                                   CN 

8 

Step 1: Source node start the transmission process by 
sending route requiring signal with first packet ID to the 
destination through forwarding nodes. 

Step 2: When the destination node receives several 
route require signal, it will choose the nearest node to 
return a route confirm signal. 

Step 3: Node which receives the confirm signal will 
send one packet to its next hop. 

Step 4: After next hop receive this packet correctly, it 
will send out a route require signal to ask for transmitting 
this packet. This route requiring signal will keep until the 
destination node reply a clear signal to start the transmis-
sion process of next packet. 

Step 5: All forwarding nodes repeat Step 2–Step 4. 
Step 6: If this packet reach the destination node cor-

rectly, the destination node will send out a clear signal to 
acquire all nodes on the route to clear their route requiring 
signal and turn to the transmission process of next packet. 

This mechanism can save more energy than SDCT but 
it is much more complex. 

4. Mathematical Models of SDCT and NDCT 

Given the whole process of data transmission, now we can 
use Markov process to build mathematical models for 
SDCT and NDCT. 

Here we consider a route with K nodes. The route status 
at moment n is defined as 

        1 2, , , KS n s n s n s n            (31) 

here  nsi  is the status of node i at moment n and 

 







nmomentbypacketcorrectthenothasinode

nmomentbypacketcorrectthehasinode
nsi

0

1
 

(32) 

Obviously,    0,,0,10 S  and during the whole 

transmission process, there will be 12  KN possible 

statuses from  1 1, 0, , 0S    to  1,1, ,1NS   . 

State transition probability matrix is: 


















NNN

N

NN

pp

pp

P







1

111

             (33) 

here ijp is the probability the route status transmit from 
iS to jS . 
According to the feature of Markov process, we know  

   0 nS n S P  then     
i

ni PSnSP
,1

 . 

Here we first do some basic suppose: Suppose (1) The 
possibilities of every forwarding node receive a correct 
packet from transmitter node is independent of each other.  

Then     1
1

1
K

j i
ij m m m

m

p p s n S s n S


         (34) 

Suppose (2)  

     ,1 1 0i i transmitter node ip s n s n p       (35) 

where inodertransmittep , is the probability of node I receive a 

correct packet from the transmitter node. Then 

     ,0 1 0 1i i transmitter node ip s n s n p          (36) 

    1 1 1 1i ip s n s n              (37) 

    0 1 1 0i ip s n s n             (38) 

thus 1, ,
n n
i i jP f     where n

jif ,  is the probability that the 

route status transmit from 1S to NS for the first time after 
n steps. 

Suppose (3) The probability of every transmitter node 
transmit a correct packet to its next hop is 1: 

       111,011 11   nSnSnSP iii     (39) 

So we can easily conclude the status of route will reach 
 1,1, ,1NS    by most 1K   steps. 

Given these three basic suppose now we can compute 
the average hops of traditional data transmission (TDT), 
SDCT and NDCT. 

4.1 Traditional Data Transmission Mechanism 

In traditional data transmission mechanism 








rtransmitteofhopnextthenotisi

rtransmitteofhopnexttheisi
p inodertransmitte

0

1
,  

(40) 

and the transmission process will be ended at NS . Ob-
viously 

1,

1 1

0 1
n

n

n K
P

n K

 
      

            (41) 

Then the average hop of traditional data transmission 
mechanism is 1K  . 

4.2 SDCT 

In SDCT, the transmission process is sequenced by the 
order of nodes. So the transmitter can be denoted by 

    1min 1 1& 1 0i ii where s n s n       (42) 

Because the destination node can end the transmission 
process until every node on the route received all data 
packets. So the transmission process will be ended at NS . 
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  Then the average hop of SDCT is 
1

1,
1

K
i

SDCT n
i

i P




    

Theorem3.1 The average hop of SDCT is less than 
TDT 

Proof: Because  
1

1,
1

1
K

i
SDCT n

i

P




                  (43) 

so we get 

  
1 1

1, 1,
1 1

1 1
K K

i i
SDCT SDCTn n

i i

i P K P K
 

 

             (44) 

Theorem 1 is proved. 

4.3 NDCT 

In NDCT, the destination node will choose the nearest 
node to which has the correct packet as the transmitter. So 
the transmitter can be denoted by 

  max 1 1ii where s n               (45) 

and the destination will end current packet transmission 
process as soon as the correct packet reach the destination 
node. So the transmission process will be ended at every 
status 

  1 1j
kS where s n                 (46) 

Then the average hop of NDCT is 

1 1 2

1, 1,2
1 1 1

j
j

N
K K

j j
NDCT NDCTS k

i i kS

i P i P
 

  

               (47) 

Theorem3.2 The average hop of NDCT is less than 
SDCT 

Proof: To compare the average hop of SDCT and 
NDCT, we should divide the transmission process into 
two cases: 

1) The route status reaches NS do not through  jS  

2) The route status reaches NS through  jS  

In case 1), because both SDCT and NDCT end the 

transmission at NS , so their average hop are the same. 

In case 2), according to suppose (2) 1, ,
n n
i i jP f     

then we get 

 
1 1 1

, ,1,
1 1 1

j j Nj
j

K K K m
j m n

NDCT i S S SS
i m nS

i P m n f f
   

  

         

 

 

1 1

, ,
1 1

1 1

, 1,
1 1

1

1

j j N

j j

K K m
m n

i S S S
m n

K K
m i

NDCTi S S
m i

m f f

m f i P

  

 

 

 

 

     

 

 
     (48) 

Theorem 2 is proved. 

5. Numerical Simulation 

To verify our theory, we do some simulation on the av-
erage hop of TDT,SDCT and NDCT. 

Here we use a route of 4 nodes, and the state transition 
probability matrix is as follow: 



































00000000

10000000

10000000

01000000

10000000

01000000

00100000

00010000

TDTP  



































00000000

10000000

10000000

6.04.0000000

10000000

4.06.0000000

8.002.000000

32.048.008.012.00000

SDCTP  

And 



































00000000

10000000

00000000

6.04.0000000

00000000

10000000

00000000

32.048.008.012.00000

NDCTP
 

Table 1 shows the hops used to complete the transmis-
sion process of TDT, SDCT and NDCT and their prob-
abilities. 

Finally we get the average hop of TDT is 3, SDCT is 
1.728 and NDCT is 1.648. Thus the advantage on energy 
saving of our new data transmission mechanism has been 
proved. 

 
Table 1. Probabilities of hops used to complete the trans-
mission process 

Probabilities of hops used to complete the trans-
mission process  

1-Hop 2-Hop 3-Hop 

NDCT 0.4 0.562 0.048 

SDCT 0.32 0.632 0.048 

TDT 0 0 1 
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6. Conclusions 

In this paper, we give out some effective solutions to 
improve previous variable-range control such as im-
proved minimum spanning tree algorithm, adaptive power 
control mechanism and the “Incremental” of transmission 
power. We prove the improved variable-range control is 
an optimization of traffic capacity and energy saving. The 
variable-range control method improves the performance 
of the mobile ad hoc networks efficiently at the cost of a 
little more transmission power. Furthermore we describe 
two new data transmission mechanisms based on our 
cooperative communication mechanism in detail and 
show their advantage on energy saving with numerical 
simulation. By these improvements, we provide the pos-
sibility of using variable-range transmission power con-
trol in wireless ad hoc networks. 
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Abstract: For three fundamental input-protection schemes suitable for high-frequency CMOS ICs, which 
utilize protection devices such as NMOS transistors, thyristors, and diodes, we attempt an in-depth compari-
son on HBM ESD robustness in terms of lattice heating inside protection devices and peak voltages devel-
oped across gate oxides in input buffers, based on DC, mixed-mode transient, and AC analyses utilizing a 
2-dimensional device simulator. For this purpose, we construct an equivalent circuit model of input HBM test 
environments for CMOS chips equipped with input ESD protection circuits, which allows mixed-mode tran-
sient simulations for various HBM test modes. By executing mixed-mode simulations including up to six ac-
tive protection devices in a circuit, we attempt a detailed analysis on the problems, which can occur in real 
tests. In the procedure, we suggest to a recipe to ease the bipolar trigger in the protection devices and figure 
out that oxide failure in internal circuits is determined by the peak voltage developed in the later stage of dis-
charge, which corresponds to the junction breakdown voltage of the NMOS structure residing in the protec-
tion devices. We explain strength and weakness of each protection scheme as an input ESD protection circuit 
for high-frequency ICs, and suggest valuable guidelines relating design of the protection devices and circuits. 
 
Keywords: ESD protection, HBM, NMOS, thyristor, diode, mixed-mode 

1. Introduction 

CMOS chips are more vulnerable to electrostatic dis-
charge (ESD) due to the thin gate oxides used, and 
therefore protection devices such as NMOS transistors are 
required at input pads. A large size for the protection 
devices is needed to reduce discharge current density and 
thereby to protect them against thermal-related problems. 
However, using the large devices adds parasitic capaci-
tances to the input nodes to generate other problems such 
as gain reduction and poor noise characteristics in high- 
frequency ICs [1]. 

To reduce the added parasitics, various techniques 
have been suggested [1–3]. However, basic approaches 
should be to reduce the size of protection devices by 
utilizing, for example, thyristors or forward-biased di-
odes [4,5]. 

In this paper, we introduce three fundamental ESD 
protection schemes utilizing NMOS transistors, thyristors, 
and diodes, which can be implemented into input pad 
structures of high-frequency CMOS ICs, assuming usage 
of standard CMOS processes. While there can be many 
variants of the fundamental protection schemes, it is 
worthwhile to carefully examine the mechanisms leading 

to device failures when using the fundamental protection 
schemes since it can provide valuable information in 
designing most of protection circuits. We analyze and 
compare in detail discharge characteristics of the three 
protection schemes for various discharge modes in input 
human-body model (HBM) tests. A 2-dimensional device 
simulator, together with a circuit simulator, is utilized as a 
tool for a comparative analysis. The analysis methodol-
ogy utilizing a device simulator has been widely adopted 
with credibility [6,7] since it can provide valuable infor-
mation relating the mechanisms leading to device failure, 
which may not be obtained by measurements. 

In Section 2, we suggest three protection device struc-
tures, which will be utilized for the comparative analysis, 
and introduce device characteristics based on DC device 
simulations, which will be utilized to confirm the mixed- 
mode simulation results analyzed in Section 4. In Section 
3, we briefly explain discharge modes in HBM tests and 
introduce the input protection circuits utilizing each 
suggested protection device. In Section 4, we construct an 
equivalent circuit model of a CMOS chip equipped with 
input protection devices to simulate various input HBM 
test situations, and execute mixed-mode transient simu-
lations on the circuits including up to six active protection 
devices. We figure out weak modes, and present in-depthThis work was supported by 2008 Hongik University Research Fund. 
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analysis results on critical characteristics such as peak 
voltages developed across gate oxides in input buffers, 
locations of peak temperature inside protection devices, 
and so on. In Section 5, we introduce AC device simula-
tion results to compare magnitudes of the added parasitics 
when the suggested protection circuits are adopted. In 
Section 6, considerations relating device design are dis-
cussed. 

2. Protection Device Structures  
and DC Characteristics 

Figure 1 shows the NMOS protection device structure 
assumed in this work. The scales of two axes are in mi-
crometers. The structure represents a conventional pro-
tection device incorporating n+ source and drain ESD 
implants, which is implied by the relatively deep junctions. 
In order to alleviate drain-contact melting problems 
caused by lattice heating, the gate-drain contact spacing is 
chosen to be 3.5μm, which can be considered as ordinary. 
Table 1 summarizes the principal structure parameters. 
The n+ and p+ junctions shown in Figure 1 are assumed to 
have Gaussian doping profiles with about 1020cm-3 of 
peak concentration. 

The p+ junctions located at the upper left/right corners 
represent diffusions for substrate ground contacts. A se-
ries resistor of 1 Mμm, which is not shown in Figure 1, 
is connected at the bottom substrate node considering the 
distributed resistances leading to the substrate contacts 
located far away. 

DC simulations were performed using a 2-dimensional 
device simulator ATLAS [8]. All necessary physical 
models including an impact ionization model were con-
sidered in the simulations. The latticeheating model in-
cluded joule heat, generation-recombination heat, and 
Peltier-Thomson heat. The source, the gate, and the sub-
strate were grounded, and the drain bias was varied for 
simulation. 

Figure 2 shows the simulated drain current vs. voltage 
characteristics of the NMOS transistor in Figure 1 in a 
semi-log scale. We confirmed that a leakage current 
through the weakly inverted MOS channel dominates 
when the drain voltage is below 5V. Increasing the drain 
voltage, a leakage current through the reverse-biased 
n+-drain/p-sub junction starts to dominate, and the junc-
tion breakdowns by avalanche when the drain voltage is 
increased above 9.3V. 

A generated hole current by avalanche flows to the 
substrate terminal to increase the body potential. With a 
sufficient hole current flowing, the body potential near 
the source junction gets high enough to forward-bias the 
n+-source/p-sub junction triggering a parasitic lateral npn 
(source/body/drain) bipolar transistor. The source, the 
body, and the drain act as an emitter, a base, and a col-
lector, respectively. Generation of holes around the drain 
junction is augmented due to impact ionization caused by  

Table 1. Principal parameters of the NMOS device 

Parameter Values 

Effective channel length 0.38μm 

Gate oxide thickness 75μm 

Substrate doping 1016cm-3 

Channel peak doping 2.35×1017cm-3 

Junction depth of n+ diffusion 0.3μm 

Junction depth of p+ diffusion 0.1μm 

Gate-drain contact spacing 3.5μm 

Gate-source contact spacing 1.0μm 

 
Table 2. Principal parameters of the lvtr_thyristor device 

Parameter Values 

p+ & n+ junction depth 0.1μm 

n well depth 1.0μm 

n+ & p+ anode contact spacing 2.7μm 

NMOS effective channel length 0.38μm 

 
the injected electrons from the source, and thereby the 
required drain-source voltage is reduced to show a snap-
back, as indicated as ‘BJT trigger’ in Figure 2. After the 
snapback at about 9.4V, the drain-source voltage drops to 
about 4.6V of a bipolar holding voltage. 

In Figure 2, a 2nd breakdown [9] occurs when the 
drain current is about 1.3mA/μm, and the required 
drain-source voltage is further reduced to cause device 
failures relating drain-contact melting in real devices. It 
was confirmed that the 2nd breakdown in Figure 2 oc-
curs when the peak lattice temperature inside the device 
exceeds about 1, 100K. 

Figure 3 shows the lvtr_thyristor device structure as-
sumed in this work. An lvtr_thyristor device is a pnpn- 
type device suggested to the lower snapback voltage by 
incorporating a NMOS transistor into it [4]. The device in 
Figure 3 can be easily fabricated in standard CMOS 
processes, and does not incorporate ESD implant steps, 
which is implied by the relatively shallow junctions. 

Table 2 summarizes the principal structure parameters. 
The n well is assumed to have a Gaussian doping profile 
with 1017cm-3 of peak concentration, and the doping pro-
files of the n+ and p+ junctions are similar to those of the p+ 

junctions in Figure 1. A series resistor is also connected 
at the bottom substrate node as in the NMOS device in 
Figure 1. The n+ and p+ anodes in Figure 3 are tied to-
gether to serve as an anode. The cathode, the gate, and the 
substrate were grounded, and the anode bias was varied 
for simulation. 

Figure 4 shows the simulated DC anode current vs. 
voltage characteristics of the lvtr_thyristor device in Fig-
ure 3. As in the NMOS device, when the drain voltage is 
below 5V, a leakage current through the weakly inverted 
MOS channel between the n+ well (the n+ region at the  
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Figure 1. Cross section of the NMOS device 
 

 

Figure 2. Drain I-V characteristics of the NMOS device 
 
right-hand side of the n well) and the n+ cathode domi-
nates. When increasing the drain voltage, a leakage cur-
rent through the reverse-biased n+-well/p-sub junction, 
where electric field intensity is highest, starts to domi-

nate, and the junction breakdowns by avalanche when 
the drain voltage is increased above 8.8V. The n+ well 
junction acts as a drain of the NMOS transistor, whose 
breakdown voltage is different from that of the NMOS  
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Figure 3. Cross section of the lvtr_thyristor device 
 

 

Figure 4. Anode I-V characteristics of the lvtr_thyristor device 
 

device in Figure 1 due to the different junction-doping 
profile. 

As the anode voltage increases, the p-sub/n+-cathode 

junction is forward biased triggering a lateral npn 
(n+-cathode/p-sub/n+-well) bipolar transistor. The n+ ca-
thode, the p substrate, and the n+ well act as an emitter, a 
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Figure 5. Cross section of the diode device 
 
base, and a collector, respectively. At this situation, a 
snapback is monitored as shown in Figure 4. The collec-
tor current from the n+ anode flows through the n well to 
decrease the potential of the region under the p+

 anode by 
an ohmic drop. When the collector current is large 
enough, the p+-anode/n-well junction is forward biased to 
trigger a pnpn (p+-anode/n-well/p-sub/n+-cathode) thy-
ristor, which causes another decrease in the anode volt-
age, as indicated as ‘pnpn trigger’ in Figure 4. The re-
sulting holding voltage drops to about 1V, which is much 
smaller compared to 4.6V of the NMOS transistor in 
Figure 2. 

The 2nd breakdown in Figure 4 occurs when the anode 
current is about 12mA/μm. The critical current for the 
2nd breakdown is much larger than that in the NMOS 
device due to the reduced holding voltage, which implies 
superior ESD robustness of the lvtr_thyristor device in 
suppressing lattice heating. 

Figure 5 shows the diode device structure assumed in 
this work, which is a p+-anode/n-well/n+-cathode junc-
tion. The doping profiles of the n well, the n+ and p+ 

junctions are similar to those in the lvtr_thyristor device, 
and the contact spacing between the n+ cathode and the 
p+ anode was chosen as 2.4μm. The reason for forming 
the p+n junction inside the n well is to use the same de-
vice as a protection device between VDD and pad nodes 
as well as that between pad and VSS nodes. A series re-
sistor is also connected at the bottom substrate node as in 
the NMOS device in Figure 1.  

The substrate and the p+ anode were grounded and the  
n+ cathode bias was biased positively or negatively to 
simulate DC reverse-bias or forward-bias characteristics, 
respectively. From the DC simulation results, it was con-
firmed that the forward diode drop is 0.95V when the 
diode current is 0.2mA/μm, and the reverse breakdown 
voltage is about 11.3V. 

3. Input ESD Protection 

Since parasitics added to an input pad by adopting ESD 
protection circuits should be minimized, it is desired to 
connect fewer number of protection devices to an input 
pad. An effective way to reduce the number is to use a 
VDD-VSS clamp device since it provides discharge paths 
without adding parasitics to an input pad. Figure 6, 7 and 
8 show the fundamental ESD protection schemes utiliz-
ing the assumed three protection devices while minimiz-
ing the added parasitics. In the figure, a CMOS inverter 
was assumed as an input buffer. 

The NMOS device shown in Figure 1 is used for M1 
and M2 in Figure 6. M1 is a protection device between the 
pad and VSS nodes, and M2 is a clamp device between the 
VDD and VSS nodes. It is important to locate all the pro-
tection devices close to the pad to minimize variation of 
the gate voltage in the input buffer when an ESD voltage 
is applied to the pad. 

The lvtr_thyristor device shown in Figure 3 is used for 
T1 in Figure 7. The NMOS device shown in Figure 1 is 
used for M2. In T1, the p+ and n+ anodes are connected to 
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Figure 6. Protection scheme utilizing the NMOS device 
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Figure 7. Protection scheme utilizing lvtr_thyristor device 
 
the pad, and the p substrate and the n+ cathode are con-
nected to VSS. Although it is not shown in Figure 7, the 
gate in T1 is also connected to VSS to maintain an off state 
in normal operations. 

The diode device shown in Figure 5 is used for D1 and 
D2 in Figure 8. In D1, the n+ cathode is connected to the 
pad, and the p+ anode and the p substrate are connected to 
VSS. In D2, the n+ cathode, the p+ anode, and the p sub-
strate are connected to VDD, the pad, and VSS, respectively. 

Since HBM tests for input pins should include all pos-
sible discharge modes, tests are performed for the five 
modes defined below. 

1) PS mode: +VESD at an input pin with a VSS pin 
grounded 

2) NS mode: -VESD at an input pin with a VSS pin 
grounded 

3) PD mode: +VESD at an input pin with a VDD pin 
grounded 

4) ND mode: -VESD at an input pin with a VDD pin 
grounded 

5) PTP mode: +VESD at one input pin with another input  
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Pad structure

PAD

VSS

n+
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p

D 1
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D 2

R m dd
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Input buffer
 

Figure 8. Protection scheme utilizing the diode devices 
 
pin grounded 

Figure 9 shows main discharge paths in the protection 
scheme utilizing the NMOS device. In a PS mode, a 
parasitic npn bipolar transistor in M1 provides a main 
discharge path, and in a NS mode, a forward-biased pn 
(p-sub/n+-drain) diode in M1 provides it. In a PD mode, a 
parasitic npn bipolar transistor in M1 and a forward-biased 
pn (p-sub/n+-drain) diode in M2 in series provides a main 
discharge path, and in an ND mode, a parasitic npn bipolar 
transistor in M2 and a forward-biased pn (p-sub/n+-drain) 
diode in M1 in series provides it. 

Local lattice heating is proportional to a product of 
current density and electric field intensity, and therefore 
temperature-related problems in the protection devices 
can occur in the parasitic npn bipolar transistor rather than 
in the forward-biased diode since the holding voltage of 
the bipolar transistor is much larger. Therefore we should 
assign sufficient device widths to M1 considering PS and 
PD modes, and to M2 considering an ND mode. 

Main discharge paths in the protection scheme utilizing 
the lvtr_thyristor device are almost same as those shown 
in Figure 9 except that discharge paths inside T1 re-
placethose in M1. That is, a pnpn thyristor in T1 performs 
the role of the parasitic npn bipolar transistor in M1, and 
a forward-biased pn (p-sub/n+-anode) diode in T1 per-
forms the role of the forward-biased pn (p-sub/n+-drain) 
diode in M1. 

Since lattice heating is not severe in pnpn thyristors by 
virtue of the smaller holding voltage, the width of the 
lvtr_thyristor device can be small. However, we should 
assign a sufficient device width to M2 considering an ND 
mode. 

Figure 10 shows main discharge paths in the protection 
scheme utilizing the diode devices. In a PS mode, for-
ward-biased D2 and an npn bipolar transistor in M2 in 
series provides a main discharge path, and in an NS mode, 
forward-biased D1 provides it. In a PD mode, for-
ward-biased D2 provides a main discharge path, and in an 
ND mode, an npn bipolar transistor in M2 and for-
ward-biased D1 in series provides it. 
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Figure 9. Main discharge paths in the protection scheme 
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Figure 10. Main discharge paths in the protection scheme 
utilizing the diode devices 

 
Since lattice heating is not severe in forward-biased 

diodes by virtue of the smaller voltage drop, the width of 
the diode devices can be small. However, we should as-
sign a sufficient device width to M2 considering PS and 
ND modes. 

Figure 11 shows main discharge paths for a PTP mode. 
As shown on Figure 11(a), an npn bipolar transistor in M1 

and a forward-biased pn (p-sub/n+-drain) diode in M3 in 
series provides a main discharge path in the protection 
scheme utilizing the NMOS device. It can be easily in-
ferred that a pnpn thyristor in T1 and a forward-biased pn 
(p-sub/n+-anode) diode in T3 in series provides a main 
discharge path in the protection scheme utilizing the 
lvtr_thyristor device. As shown on Figure 11(b), two 
forward-biased pn (p+-anode/n+-cathode) diodes D2, D3 

and an npn bipolar transistor in M4 in series provides a 
main discharge path in the protection scheme utilizing the 
diode devices. 
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Figure 11. Main discharge paths for the PTP mode in the 
protection scheme utilizing (a) the NMOS device and (b) the 
diode devices  
 

4. Mixed-Mode Transient Simulations 

Figure 12 shows an equivalent circuit of an input HBM 
test situation assuming a PS mode. The portion indicated 
as ‘Test environment’ is an equivalent circuit for the test 
equipment connection. CESD and RESD represent a human 
capacitance and a human contact resistance, respectively, 
and 100pF and 1.5kΩ were assigned according to the 
international standard, respectively. Cs, Ct, and Ls,   
represent small parasitic elements present between test 
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Figure 12. Equivalent circuit of an input-pin HBM test 
situation  
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Figure 13. Variation of the drain current of M1 in a PS mode in case of using the NMOS protection circuit 

 

 

Figure 14. Variations of the voltages developed on Cngate and Cpgate in a PS mode in case of using the NMOS protection circuit 
 
equipment and an input pad, and typical values of 1pF, 
10pF, and 5μH [10] were assigned, respectively. VESD is a 
HBM test voltage, and the switch S1 charges CESD and 
then the switch S2 initiates discharge. By utilizing time- 

varying resistors for the switches, the switching times of 
S1 and S2 were set short as 0.15ns. 

In Figure 12, a VDD-VSS clamp NMOS device M2, pro-
tection devices P1 and P2 form a representative protection 
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circuit at an input pad. A CMOS inverter is assumed as 
an input buffer inside a chip, which is modeled by a ca-
pacitive network. Cngate and Cpgate represent gate oxide 
capacitances of an NMOS transistor and a PMOS tran-
sistor, respectively. Cds represents an n-well/p-sub junc-
tion capacitance. The reason for choosing this simple 
model for the inverter is based on the intension to mini-
mize complexity of the equivalent circuit in this study 
focusing on the voltages developed across the gate ox-
ides. 

Rline, Rmdd, and Rmss represent metal-line resistances, 
whose values were assigned relatively small as 5Ω as-
suming an input buffer located close to an input pad to 
simulate a more critical situation. 

Using ATLAS, we performed mixed-mode transient 
simulations utilizing the equivalent circuit in Figure 12 
equipped with one of the three input protection circuits 
shown in Figures 6-8. When a mixed-mode simulation is 
performed, active protection devices are solved by de-
vice and circuit simulations simultaneously. Notice that 
the number of the active protection devices included in a 
mixed-mode simulation in this work varies from two to 
six, which correspond to the PS, NS, PD, and ND mode 
simulations for the protection schemes in Figure 9, and 
the PTP mode simulation for the protection scheme util 
izing the diode devices in Figure 11(b), respectively. 

For all the mixed-mode simulations performed for 
each test mode, VESD=±2000V was assumed. To make 
fair comparison on ESD robustness of the different pro-
tection schemes, the widths of the protection devices 
were adjusted to have utmost peak lattice temperature 
inside them below 500K in all the mixed-mode simula-
tions, resulting 250μm, 20μm, and 15μm for the NMOS 
device, the lvtr_thyristor device, and the diode device, 
respectively. 

As an example of the mixed-mode simulation results, 
Figure 13 shows the variation of the M1 drain current as 
a function of time in a PS mode in case of using the 
NMOS protection circuit in Figure 6. Notice that M1 lies 
in the main discharge path in this case. The drain current 
reaches up to 2.2A, and shows a discharging characteris-
tics with a time constant of roughly RESDCESD= 1.5kΩ 
×100pF=0.15μs. 

Figure 14 shows the variations of the voltages devel-
oped on the capacitors Cngate and Cpgate in the input buffer 
from the same simulation result. In Figure 14, the pad 
voltage is not shown since it is almost same with the 
voltage developed on Cngate. 

In Figure 13 and 14, we can see that the parasitic bi-
polar transistor in M1 is triggered when the pad voltage 
in the early stage of discharge increases to about 11V, 
which is 0.68ns after S2 in Figure 12 is closed. Main dis-
charge through the parasitic bipolar transistor proceeds 
as the pad voltage, which is equal to the drain-source 
voltage of M1, drops to the holding voltage of about 5V. 

We can also see that the pad voltage increases again 

and reaches up to 9.5V at about 0.5μs, when the drain 
current is reduced below the holding current for the bi-
polar transistor action, and decreases very slowly there-
after. The peak voltage of 9.5V corresponds to the 
breakdown voltage of the NMOS device, which was ex-
plained relating Figure 2. The discharge thereafter con-
tinues a long time by the drain-junction leakage current 
in a breakdown mode. Up to 9.5V is developed on Cngate, 
and in overall a lower voltage by about 1V is developed 
on Cpgate since the VDD node does not lie in the main dis-
charge path. 

Since the discharge current decreases with time, the 
time for discharge to end is very long. We confirmed 
from additional simulations that it takes 7.4ms and 18.5 
ms for the pad voltage to decrease down to 5V and 3V, 
respectively. If the pad voltage in the later stage of dis-
charge is high, the NMOS gate oxide in the input buffer 
can be damaged since a large voltage is applied across it 
for a long time. 

Figure 15 shows the variations of the voltages devel-
oped on Cngate and Cpgate in a PS mode in case of using 
the lvtr_thyristor protection circuit in Figure 7. We con-
firmed that the pad voltage is almost same with the volt-
age developed on Cngate again, and that the variation of 
the current through the anode of the lvtr_thyristor device 
T1 is similar to that in Figure 13. 
  In Figure 15, the parasitic bipolar transistor in T1 is 
triggered when the pad voltage in the early stage of dis- 
charge increases to about 12.8V, which is 0.77ns after S2 
in Figure 12 is closed. Main discharge through the pnpn 
thyristor proceeds as the pad voltage, which is equal to 
the anode-cathode voltage of T1, drops to the holding 
voltage of about 2V. 

We can also see that the pad voltage increases again 
and reaches to 6.5V at about 0.9μs, when the anode cur-
rent is reduced below the holding current for the pnpn 
thyristor action, and decreases very slowly thereafter. We 
confirmed that main components of the anode current in 
this later stage of discharge are the leakage current 
through the n-well/p-sub junction and the weak-inversion 
MOS current. The developed voltage is smaller than the 
breakdown voltage (8.8V) of the lvtr_thyristor device 
shown in Figure 4. This seems to be caused by the longer 
duration (0.9μs) of the main discharge through the pnpn 
thyristor, compared to that (0.5μs) when using the NMOS 
protection scheme. The resulting discharge current in the 
later stage of discharge is too low for the lvtr_thyristor 
device to conduct in a breakdown mode. 

We confirmed from additional simulations that it takes 
165ms and 510ms for the pad voltage to decrease down 
to 5V and 3V, respectively. 

In this case also, in overall a lower voltage by about 
1V is developed on Cpgate since the VDD node does not lie 
in the main discharge path. 

Figure 16 shows the variations of the voltages devel-
oped on Cngate and Cpgate as a function of time in a PS  
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Figure 15. Variations of the voltages developed on Cngate and Cpgate in a PS mode in case of using the lvtr_thyristor protection 
circuit 
 

 

Figure 16. Variations of the voltages developed on Cngate and Cpgate in a PS mode in case of using the diode protection circuit 
 
mode in case of using the diode protection circuit in Fig-
ure 8. We confirmed that variation of the anode current 
of D2, which lies in the main discharge path, is similar to 
that in Figure 13. 

A forward-biased diode in D2 is triggered when the pad 
voltage in the early stage of discharge increases to about 

13.4V, which is 0.82ns after S2 is closed. At this point the 
voltage developed across D2 in Figure 8 corresponds to 
about 7.6V. Main discharge through the forward-biased 
diode in D2 and the parasitic bipolar transistor in M2 in 
series proceeds when the pad voltage drops to a sum of 
the forward diode drop and the holding voltage, which 
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is about 7V. 
We can see that the pad voltage increases again and 

reaches to 10.7V at about 0.5μs when the drain current of 
the clamp NMOS device is reduced below the holding 
current for the bipolar transistor action. The peak voltage 
10.7V corresponds to a sum of the forward diode drop in 
D2 (1.2V) and the breakdown voltage of M2 (9.5V). 
Therefore, the maximum voltage developed on Cngate is 
larger by an amount of the forward diode drop in D2 when 
compared with that in case of using the NMOS protec-
tion circuit. 

In Figure 16, the voltage developed on Cpgate is main-
tained low all the time since it is almost equal to the for-
ward diode drop in D2. 

4.1 Voltages across the Gate Oxides in the Early 
Stage of Discharge 

In case of the PS mode analyzed up to this point, the 
trigger times for the parasitic bipolar transistor in M1, the 
parasitic bipolar transistor in T1, and the forward diode in 
D2 are 0.68ns, 0.77ns, and 0.82ns, respectively, which 
are relatively short without big differences. However, 
due to these times, voltages larger than the snapback 
voltage or the ordinary forward diode drop appear across 
the devices right after S2 is closed, resulting the high 
voltages developed on Cngate in the early stage of dis-
charge in Figures 14, 15 and 16. 

Depending on test modes, larger peak voltages across 
the gate oxides appear at Cngate or Cpgate in the early stage 
of discharge. If we define the test modes, which produce 
larger peak voltages in the mixed-mode transient simula-
tions performed for 5 test modes, as weak modes, the 
results can be summarized as shown in Table 3. 

The peak voltages in Table 3 could be regarded as ex-
cessive; however, the durations of the peak voltages are 
very short. We confirmed that, for example, the durations 
for which the voltages exceed 10V are at most 0.3ns. 
Therefore it may be inferred that the gate oxides won’t 
be damaged in the early stage of discharge [11]. 

Notice that the peak voltages can be suppressed by 
reducing the bipolar trigger voltage of the NMOS protec-
tion device. To make the bipolar trigger voltages even 
lower than the off-state DC breakdown voltages, the 
gate-coupled NMOS (gcNMOS) structure [12] can be 
adopted. It is based on the technique to adding a RC 
network to the gate node, which is composed of a cou-
pling capacitor (CC) connected between the gate and the 
drain nodes to turn on the NMOS transistor immediately 
after a positive ESD pulse is applied to the drain, and a 
resistor (RG) connected between the gate and VSS nodes 
to discharge the gate node thereafter. The on duration is 
defined by RGCC. Turning on the NMOS transistor re-
duces the bipolar trigger voltage with enhanced hole 
generation at a lower drain-source voltage. 

It seems possible to obtain a similar result by simply  

Table 3. Peak voltages developed across the gate oxides in 
the early stage of discharge 

Peak voltage (V) 
Protection scheme Weak mode 

Cngate Cpgate 

Time 
(ns) 

NMOS PS 11.0  0.68 

 PD  11.9 0.62 

 ND  11.8 0.62 

Lvtr_thyristor PS 12.8  0.77 

 PD  13.3 0.66 

 ND  13.5 0.83 

Diode PS 13.4  0.82 

 ND  13.3 0.82 

 
adding a series resistor between the gate and VSS nodes 
since the gate-drain overlap capacitance (Cgd) already 
exists in the NMOS structure, avoiding an increase of 
added parasitic to the input node. For the lvtr_thyristor 
device, the same technique may be applied since it in-
cludes the same NMOS structure in it. 

We performed addition simulations to confirm that the 
early peaking can be suppressed by adding the series 
resistor to the gate node. For the 250μm NMOS device, 
adding a 10kΩ resistor between the gate and VSS nodes is 
enough to turn on the NMOS for about 5ns duration sup-
pressing the peak voltage on Cngate down to 8.7V in case 
of the PS mode when using the NMOS protection 
scheme. The gate voltage peaks around 1.45V at 0.5ns, 
and the bipolar trigger time is also reduced to 0.5ns in 
accordance. Adding higher than a 50kΩ resistor turns on 
the NMOS transistor for an excessive duration more than 
30ns, and tends to exacerbate lattice heating by confining 
the main discharge current towards the surface for a 
longer time. 

When using the diode protection scheme, the same 
recipe on the NMOS clamp device suppresses the peak 
voltage down to 10.1V in the PS mode, which is still 
high due to the needed trigger voltage for the diode but 
lower than that (10.65V at 0.5μs) in the later stage of 
discharge. 

In case of the lvtr_thyristor device, there exist an 
n-well resistance (RNW) between the n+ anode and the 
n+well junction, which tends to reduce the peak voltage 
developed at the gate node by the resistive division. For 
the 20μm lvtr_thyristor device, a 125kΩ resistor con-
nected between the gate and VSS nodes, which is larger 
by the same ratio (12.5) of the device sizes, suppresses 
the peak voltage down to 8.7V. The gate voltage peaks 
only 1.1V at 0.65ns, however it is still enough to utilize 
the recipe. 

4.2 Voltages across the Gate Oxides in the Later 
Stage of Discharge 

Depending on test modes, larger peak voltages across the 
gate oxides also appears at Cngate or Cpgate in the later 
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Table 4. Peak voltage developed across the gate oxides in the 
later stage of discharge 

Peak voltage (V) 
Protection scheme Weak mode 

Cngate Cpgate 

NMOS PD 9.6 10.4 

 ND  10.4 

Lvtr_thyristor ND  10.7 

Diode PS 10.7  

 ND  10.7 

 PTP 10.8 10.8 

 
stage of discharge. If we define the test modes, which 
produce larger peak voltages, as weak modes, the results 
can be summarized as shown in Table 4. 

As explained relating the results in the PS mode, the 
high pad voltages in the later stage of discharge can 
damage the gate oxides since they last for long time. 

In case of using the NMOS protection scheme in Table 
4, the developed voltage on Cpgate in a PD mode is larger 
than that on Cngate since the forward diode drop in M2 is 
added to the breakdown voltage of M1, which can be 
easily explained from Figure 6 and 9. Due to the same 
reason, 10.4V is developed on Cpgate in an ND mode. In 
case of using the lvtr_thyristor protection scheme, 10.7V 
on Cpgate in an ND mode corresponds to a sum of the 
breakdown voltage of M2 and the forward diode drop in 
T1. The voltage is somewhat larger than that in the 
NMOS protection scheme since the diode drop in the 
lvtr_thyristor device is larger due to the smaller device  
width adopted. In case of using the diode protection 
scheme, the same voltage (10.7V) is developed on Cngate 
in a PS mode and on Cpgate in an ND mode, and this 
voltage corresponds to a sum of the breakdown voltage 
of M2 and the forward diode drop in D1 or D2. In a PTP 
mode, 10.8V is developed both on Cngate and Cpgate, which 
corresponds to a sum of the breakdown voltage of M4 
and the forward diode drop in D2 or D3, which can be 
easily explained from Figures 8 and 11(b). 

When judging from the peak voltages developed across 
the gate oxides in the later stage of discharge in Table 4, 
the weakest modes in case of using the NMOS protection 
scheme are PD and ND modes, and the PMOS gate oxide 
is more vulnerable to HBM ESD damages if the 
gate-oxide thicknesses of the NMOS and the PMOS are 
same. In case of using the lvtr_thyristor protection scheme, 
the weakest mode is an ND mode and the PMOS gate 
oxide is more vulnerable. In case of using the diode pro-
tection scheme, the weakest mode is a PTP mode and the 
NMOS and PMOS gate oxides are vulnerable in the same 
extent. 

In Table 4, we can see that there is no big difference in 
the peak voltages developed across the gate oxides in the 
input buffers in each protection scheme. This is because 

the peak voltages in the later stage of discharge are de-
termined mainly by the junction breakdown voltage of the 
NMOS structure in the NMOS devices or the lvtr_th- 
yristor device. Since the breakdown voltage cannot be 
lowered with the gate coupling technique, junction engi-
neering is essential to reduce it and to avoid possible 
oxide failures. We note that any junction engineering to 
lower the breakdown voltage was not tried in this work. 

4.3 Location of Peak Temperature 

As explained in Section 3, depending on test modes, ut-
most peak temperature resulting from lattice heating ap-
pears at the protection device connected to the input pad 
or at the VDD-VSS clamp NMOS device. In case of using 
the NMOS protection circuit, we confirmed that the ut-
most peak temperature in a PS mode appears at M1, which 
lies in the main discharge path, and Figure 17 shows the 
variation of the peak temperature inside M1. The peak 
temperature increases up to 495K at about 30ns, when 
the bipolar transistor current still dominates the discharge, 
and decreases slowly as the discharge current decreases. 
By examining 2-dimensional temperature distributions, 
we confirmed that the peak temperature appears at the 
gate-side n+ drain junction. 

In case of using the lvtr_thyristor protection circuit, the 
utmost peak temperature in a PS mode appears at T1, 
which lies in the main discharge path. The peak tem-
perature inside T1, whose device width is set to 20μm, 
increases sharply up to 473K at 0.9ns and decreases 
down to 330K as the pnpn thyristor in T1 is triggered, and 
increases again up to 421K at about 47ns, when the pnpn 
thyristor current still dominates the discharge, and de-
creases slowly. We confirmed that the peak temperature at 
0.9ns appears at the n+ well junction, where the electric 
field is high in a breakdown mode, and that at 47ns ap-
pears at the n+ cathode junction, where the current density 
is high. Notice that the peaking at 0.9ns can be avoided by 
adopting the gate coupling technique to reduce the bipolar 
trigger voltage. With a 125kΩ resistor connected at the 
gate, the early peaking is reduced down to 370K pro-
viding a room for reducing the device size by a small 
amount. 

In case of using the diode protection circuit, the for-
ward-biased D2 and the npn bipolar transistor in M2 in 
series provides a main discharge path in a PS mode, and 
the utmost peak temperature appears at M2. The peak 
temperature inside M2 increases up to 495K at about 
30ns, when the bipolar transistor current in M2 still do-
minates the discharge, and decreases slowly. We con-
firmed that the peak temperature appears again at the 
gate-side n+ drain junction. We also confirmed that the 
peak temperature inside D2, whose device width is set to 
15μm, increases up to 485K at about 45ns, and appears at 
the n+ cathode junction. 

If we define the test modes, which produce larger tem- 
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Figure 17. Peak temperature variation inside the NMOS device (M1) in a PS mode in case of using the NMOS protection circuit 

 
Table 5. Peak temperature locations and times 

Peak temperature 
Protection 

scheme 
Weak 
mode 

Peak 
temp. 
(°K) Location 

Time 
(ns)

NMOS 
PS, 
PD, 
PTP 

495 Gate-side drain junction in M1 32 

 ND 495 Gate-side drain junction in M2 31 

Lvtr_thyristor PS 473 n+ well junction in T1 0.9 

  421 n+ cathode junction in T1 47 

 ND 495 Gate-side drain junction in M2 33 

Diode All 485 n+ cathode junction in D1 or D2 43~48

 PS, ND 495 Gate-side drain junction in M2 32, 34

 
perature increase inside any protection device, as weak 
modes, the results can be summarized as shown in  
Table 5. 

The peak temperature in the NMOS device, which is 
commonly used in all of the three protection circuits, 
appears at the gate-side n+ drain junction. This is the 
reason for assigning a large spacing between the gate and 
the drain contact in Figure 1 to avoid drain contact melt-
ing. 

In case of using the lvtr_thyristor protection scheme, 
the peak temperature in T1 appears at the n+ well junction 
even though it can be avoided with the gate coupling 
technique. However, a problem with contact melting will 
not occur in this junction since there is no contact on it. 
The 2nd peak temperature in T1 appears at the n+ cathode 
junction, and junction engineering such as increasing the 

junction area or adopting ESD ion implantation may be 
required to restrain temperature increase. However, it will 
not add parasitics to the input pad since the junction is not 
connected to it. 

In case of using the diode protection scheme, the peak 
temperature in D1 or D2 appears at the n+ cathode junction, 
and similar junction engineering may be required to re-
strain temperature increase. However, it will not add 
parasitics to the input pad unless the n-well size is in-
creased since the junction stays inside the n-well. 

5. AC Device Simulations 

We performed AC device simulations using ATLAS to 
compare magnitudes of the parasitics added to an input 
pad when using three different protection schemes in 
Figures 6–8. 

Since only the drain is connected to an input pad when 
using the NMOS device in Figure 1, all nodes except the 
drain were grounded and an AC voltage was applied to the 
drain for a simulation to get admittances of the device as a 
function of frequency. In case of the lvtr_thyristor device 
in Figure 3, all nodes except the n+ anode and the p+ anode 
were grounded and an AC voltage was applied to the 
anode. To get admittances of the diode device (D1) con-
nected between the pad and the ground, all nodes except 
the n+ cathode were grounded and an AC voltage was 
applied to the n+ cathode. In case of the diode device (D2) 
connected between VDD and the pad, all nodes except the 
p+ anode were grounded and an AC voltage was applied to 
the p+ anode. The DC voltages for all nodes were assumed 
to be zero to simplify the analysis based on comparison.
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Table 6. Series R and C parasitics of the protection devices 

Protection device C [F/μm] R [Ω·μm] 

NMOS 4.45×10-15 1.0×103 

lvtr_thyristor 3.10×10-15 1.4×104 

Diode (D1) 2.35×10-15 3.5×105 

Diode (D2) 0.97×10-15 4.0×103 

Diode (total) 3.32×10-15 1.7×105 

 
Table 7. Parasitics added to the input node in each protec-
tion scheme 

Protection scheme C [F] R [Ω] 

NMOS (250μm) 1.11×10-12 4 

lvtr_thyristor (20μm) 6.20×10-14 700 

Diode (15μm) 4.98×10-14 1.1×104 

 
Simple series RC circuits seem adequate as the AC 

equivalent circuits for the protection devices to roughly 
compare magnitudes of the added parasitics [13], and 
Table 6 summarizes the R and C values extracted by fit-
ting the modeled admittances assuming series RC equiv-
alent circuits to those by the AC device simulations. In 
Table 6, the diode (total) device denotes the parallel com- 
bination of D1 and D2. 

Let’s focus on the capacitance values in Table 6. Main 
portion of the capacitance in the NMOS device is the 
n+-drain/p-sub junction capacitance, whose value is rela-
tively large since the n+ junction is large and deep as 
shown in Figure 1. The main portion of the capacitance in 
the lvtr_thyristor device is a parallel sum of the n-well/p- 
sub junction capacitance and the n+ well/p-sub junction 
capacitance. While main portion of the capacitance in D1 
is a parallel sum of the n-well/p-sub junction capacitance 
and the junction capacitance relating the p+ anode, that of 
the capacitance in D2 is the p+-anode/n-well junction 
capacitance alone. Fore this reason, the capacitance in D1 
is larger than that in D2. 

Table 7 summarizes the parasitics added to an input 
pad, computed from the simulated parasitics in Table 6 
by considering the device widths in each protection 
scheme, which are shown in the parentheses. From Table 
7, we can see that when using the protection circuit 
utilizing the lvtr_thyristor device or the diode device, the 
added parasitic capacitance to an input pad can be re-
duced to 1/18 or 1/22 of that when using the NMOS 
protection circuit, respectively, while providing a similar 
level of ESD robustness in terms of lattice heating. 
Therefore we can confirm that the lvtr_thyristor protec-
tion scheme and the diode protection scheme are much 
superior to the NMOS protection scheme if they are 
adopted as an input protection scheme in high-frequency 
ICs, for example, in RF ICs. 

6. Design Considerations 

6.1 Considerations in Designing the NMOS  
Device 

By performing additional simulations, we figured out that 
a serious problem could occur when p-type substrate 
contacts are not located close to the NMOS device for the 
reason explained below. 

When the p-sub/n+-drain forward diode in M1 or M2 in 
Figure 9 gets on in the early stage of discharge in PD, ND, 
and NS modes, the n+-source/p-sub junction is exces-
sively reverse biased due to an ohmic drop inside the 
p-type substrate if substrate contacts are not located close. 
In that case, a parasitic npn (n+-drain/p-sub/n+-source) 
bipolar transistor inside the NMOS deice can be triggered 
to increase temperature around the n+ source junction a lot, 
where electric field intensity is high. By the same mecha-
nism, in PD and ND modes, a sum of the bipolar holding 
voltages of M1 and M2, which is about 12V, is developed 
on Cpgate in a significant duration, which may damage the 
gate oxide. Therefore it is very important to locate the 
p-sub contacts close as shown in Figure 1. 

6.2 Considerations in Designing the 
Lvtr_Thyristor Device 

When p-type substrate contacts are not located close to the 
lvtr_thyristor device, the same problem with that in the 
NMOS device can occur in the lvtr_thyristor device. 
When the p-sub/n+-anode forward diode in T1 in Figure 7 
gets on in the early stage of discharge in NS and ND 
modes, a parasitic npn (n+-anode/p-sub/n+-cathode) bi-
polar transistor inside the lvtr_thyristor deice can be 
triggered to increase temperature around the n+ cathode 
junction a lot, where electric field intensity is high. By the 
same mechanism, in an ND mode, a sum of the bipolar 
holding voltages of T1 and M2 is developed on Cpgate in a 
significant duration, which may damage the gate oxide. 
Therefore it is also very important to locate the p-sub 
contacts close as shown in Figure 3. 

6.3 Considerations in Designing the Diode  
Device 

The diode device in Figure 5 does not have p-type sub-
strate contacts close to it. By performing additional si-
mulations, we figured out that a serious problem can 
occur in a PS mode if p-type substrate contacts are located 
close. 

Let’s assume that we attempt a PS mode test with an 
additional grounded p+-sub contact located at the upper 
right-hand side corner of the diode device in Figure 5. 
When the p+-anode/n+-cathode diode in D2 in Figure 10 
gets on, a lateral parasitic pnp (p+- anode/n-well/ right- 
hand side p+-sub) bipolar transistor inside D2 can be 
triggered to allow a large current and to increase tem-
perature around the additional p+-sub contact a lot. We 
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confirmed that even with the proposed diode structure in 
Figure 5, a vertical pnp (p+-anode/n-well/p-sub) in D2 is 
triggered. However, due to a resistance leading to p-sub 
contacts, amount of the bipolar current is restrained not to 
cause a temperature-related problem. Therefore it is very 
important to locate p-sub contacts as far away as possible. 

6.4 Location of the Clamp NMOS Device 

Since the clamp devices M2 in Figures 6–8 are large and 
consume a large area if they are located in every input pad, 
we may consider locating them between VDD and VSS 
buses in VDD and/or VSS pad structures. Although a clamp 
device M2 in that case can provide the same discharge 
paths explained, the ohmic voltage drops in the VDD 
and/or VSS bus with a very large discharge current flowing 
will increase the developed voltages across the gate ox-
ides in input buffers, especially in case of adopting the 
diode protection circuit in Figure 8 since the ohmic volt-
age drops occur in both buses. Therefore it is recom-
mended to locate M2 in each input pad structure unless the 
chip size is not a critical issue. 

7. Summary 

For three fundamental input-protection schemes suitable 
for high-frequency CMOS ICs, which utilize protection 
devices such as NMOS transistors, thyristors, and diodes, 
we attempted an in-depth comparison on HBM ESD char- 
acteristics based on DC, mixed-mode transient, and AC 
analyses utilizing a 2-dimensional device simulator. 

For this purpose, we construct an equivalent circuit 
model of input HBM test environments for CMOS chips 
equipped with input ESD protection circuits, which al-
lows mixed-mode transient simulations for various HBM 
test modes. By executing mixed-mode simulations in-
cluding up to six active protection devices in a circuit and 
analyzing the results, we attempted a detailed analysis on 
the problems, which can occur in real tests. Contributions 
of this work can be summarized as follows. 

1) We demonstrated a simulation-based method to ana-
lyze problems occurring in all possible input HBM ESD 
test modes. 

2) We figured out weak modes in terms of the peak 
voltages developed across gate oxides in input buffers in 
each protection scheme. We showed that the voltage 
peaking in the early stage of discharge can be suppressed 
by simply adding a series resistor to the NMOS gate, and 
figured out that oxide failure is determined by the peak 
voltage developed in the later stage of discharge, which 
corresponds to the junction breakdown voltage of the 
NMOS structure residing in the protection devices. 

3) We figured out weak modes in terms of temperature 
increase inside the protection devices in each protection 
scheme, and also figured out the locations of peak tem-
perature inside the protection devices. 

4) We compared magnitudes of the added parasitics to 
an input pad in each protection scheme to confirm that the 

lvtr_thyristor and the diode protection schemes are more 
suitable for highfrequency ICs. 

5) We also suggested the valuable design guidelines to 
minimize temperature increase inside the protection de-
vices and to minimize the voltages developed across the 
gate oxides in input buffers. 
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Abstract: The impact of possible a-priori “imprinting” effects of general relativity itself on recent attempts to 
measure the general relativistic Lense-Thirring effect with the LAGEOS satellites orbiting the Earth and the terres-
trial geopotential models from the dedicated mission GRACE is investigated. It is analytically shown that general 
relativity, not explicitly solved for in the GRACE-based models, may “imprint” their even zonal harmonic coeffi-
cients of low degrees J  at a non-negligible level, given the present-day accuracy in recovering them. This trans-
lates into a bias of the LAGEOS-based relativistic tests as large as the Lense-Thirring effect itself. Further analyses 
should include general relativity itself in the GRACE data processing by explicitly solving for it. 
 
Keywords: experimental studies of gravity, satellite orbits, harmonics of the gravity potential field 

1. Introduction 

The term “gravitomagnetism” [1–3] (GM) denotes those 
gravitational phenomena concerning orbiting test particles, 
precessing gyroscopes, moving clocks and atoms and 
propagating electromagnetic waves [4,5] which, in the 
framework of the Einstein’s General Theory of Relativity 
(GTR), arise from non-static distributions of matter and 
energy. In the weak-field and slow motion approximation, 
the Einstein field equations of GTR, which is a highly 
non-linear Lorentz-covariant tensor theory of gravitation, 
get linearized [6], thus looking like the Maxwellian equa-
tions of electromagntism. As a consequence, a “gravi- 
tomagnetic” field gB


, induced by the off-diagonal com-

ponents g0i, i=1,2,3 of the space-time metric tensor related 
to mass-energy currents, arises. In particular, far from a 
localized slowly rotating body with angular momentum S


 

the gravitomagnetic field can be written as [7] 

   3
ˆ ˆ3 ,g

G
B r S S r r

cr
    
  

         (1) 

where G is the Newtonian gravitational constant and c is 
the speed of light in vacuum. It affects, e.g., a test particle 
moving with velocity v with a non-central acceleration [7] 

GM g
v
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c
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It is the cause of the so-called Lense-Thirring1 effect [9], 
which is one of the most famous and empirically inves-

tigated GM features; another one is the gyroscope pre-
cession [10,11], goal of the Gravity Probe B (GP-B) mis-
sion [12] whose data analysis is still ongoing [13]. 

The Lense-Thirring effect consists of small secular 
precessions of the longitude of the ascending node  and 
the argument of pericenter ω of the orbit of a test particle 
in geodesic motion around a slowly rotating body with 

angular momentum S


; they are  
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where a is the semimajor axis of the satellite’s orbit, e is 
its eccentricity and I is the inclination of the orbital plane 
to the equatorial plane of the central body. 

Concerning the possibilities of measuring it in the ter-
restrial gravitational field, soon after the dawn of the 
space age with the launch of Sputnik in 1957 it was pro-
posed by Soviet scientists to directly test the Lense- 
Thirring effect with artificial satellites orbiting the Earth. 
In particular, V. L. Ginzburg [14–16] proposed to use the 
perigee of a terrestrial spacecraft in highly elliptic orbit, 
while A. F. Bogorodskii [17] considered also the node. In 
1977–1978 Cugusi and Proverbio [18,19] suggested to 
use the passive geodetic satellite LAGEOS, in orbit 
around the Earth since 1976 and tracked with the Satellite 
Laser Ranging (SLR) technique, along with the other 
existing laser-ranged targets to measure the Lense- 
Thirring node precession. Since such earlier studies it was 
known that a major source of systematic error is repre-
sented by the fact that the even (   = 2,4,6,…) zonal (m = 

1According to a recent historical analysis, it should be more correct to 
speak about an Einstein-Thirring-Lense effect [8] 
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0) harmonic coefficients ,J   = 2,4,6 of the multipolar 
expansion of the classical part of the terrestrial gravita-
tional potential, accounting for its departures from 
spherical symmetry due to the Earth’s diurnal rotation, 
induce competing secular precessions of the node and the 
perigee of satellites [20] whose nominal sizes are several 
orders of magnitude larger than the Lense-Thirring ones. 
In the case of the node, the largest precession is due to the 
first even zonal harmonic J2 

 
2
22

cos3
,

2 1
2J

R IJ
n

a e

     
  

              (4) 

where R  is the Earth’s mean equatorial radius and n 

3GM a  is the satellite’s Keplerian mean motion. 

For the other higher degrees the analytical expressions are 
more involved; since they have already been published in 
e.g., [21], we will not show them here. 

Tests have started to be effectively performed about 15 
years ago by Ciufolini and coworkers [22] with the 
LAGEOS and LAGEOS II satellites2, according to a 
strategy by Ciufolini [23] involving the use of a suitable 
linear combination of the nodes  of both satellites and the 
perigee ω of LAGEOS II in order to remove the impact of 
the first two multipoles of the non-spherical gravitational 
potential of the Earth. Latest tests have been reported by 
Ciufolini and Pavlis [24,25], Lucchesi [26] and Ries and 
coworkers [27] with only the nodes of both the satellites 
according to a combination of them explicitly proposed by 
Iorio3 [28]. The total uncertainty reached is still matter of 
debate [32–38] because of the lingering uncertainties in the 
Earth’s multipoles and in how to evaluate their biasing 
impact; it may be as large as ~20- 30% according to con-
servative evaluations [32,35–38], while more optimistic 
views [24,25,27] point towards ~10-15%. 

To be more specific, the node-only combination used in 
the latest tests is 

LAGEOS LAGEOS II
1 1, 0.554.k k            (5) 

It was designed to remove the effects of the static and 
time-varying components of J2, so that (5) is affected by 
the remaining even zonals of higher degree J4, J6,… The 
gravitomagnetic trend predicted by (5) amounts to 47.8 
milliarcseconds year-1 (mas yr-1 in the following) since the 
Lense-Thirring node precessions for the LAGEOS satel-
lites are 30.7 mas yr-1 (LAGEOS) and 31.5 mas yr-1 
(LAGEOS II). The Lense-Thirring signal is usually ex-
tracted from long time series of computed4 “residuals” of 
the nodes of LAGEOS and LAGEOS II obtained by 
processing their data with a suite of dynamical force 

models which purposely do not encompass the gravi-
tomagnetic force itself [39,40]. The action of the even 
zonals is accounted for by using global solutions for the 
Earth’s gravity field, in which general relativity has never 
been explicitly solved for5, produced by several institu-
tions around the world from data of dedicated satel-
lite-based missions like GRACE6 [42]. 

GRACE recovers the spherical harmonic coefficients 
of the geopotential from the tracking of both satellites by 
GPS and from the observed intersatellite distance varia-
tions [43]. The possible “memory” effect of the gravi-
tomagnetic force in the satellite-to-satellite tracking was 
preliminarily addressed in [32]. Here we will focus on the 
“imprint” which may come from the GRACE orbits 
which is important for us because it mainly resides in the 
low degree even zonals. 

2. A-Priori “Imprinting” of General  
Relativity on the GRACE-Based Models 

Concerning that issue, Ciufolini and Pavlis write in [33] 
that such a kind of leakage of the Lense-Thirring signal 
itself into the even zonals retrieved by GRACE is com-
pletely negligible because the GRACE satellites move 
along (almost) polar orbits. Indeed, for perfectly polar (I 
= 90 deg) trajectories, the gravitomagnetic force is en-
tirely out-of-plane, while the perturbing action of the 
even zonals is confined to the orbital plane itself. Ac-
cording to Ciufolini and Pavlis [33], the deviations of the 
orbit of GRACE from the ideal polar orbital configura-
tion would have negligible consequences on the “im-
print” issue. In particular, they write: “the values of the 
even zonal harmonics determined by the GRACE orbital 
perturbations are substantially independent on the a 
priori value of the Lense-Thirring effect […]. The small 
deviation from a polar orbit of the GRACE satellite, that 
is 1.7×10-2 rad, gives only rise, at most, to a very small 
correlation with a factor 1.7×10-2”. The meaning of such 
a statement is unclear; anyway, we will show below that 
such a conclusion is incorrect. 

The relevant orbital parameters of GRACE are quoted 
in Table 1; the orbital plane of GRACE is, in fact, shifted 
by 0.98 deg from the ideal polar configuration, and con-
trary to what claimed in [33], this does matter because its 
classical secular node precessions are far from being 
negligible with respect to our issue. The impact of the 
Earth’s gravitomagnetic force on the even zonals retrieved 
by GRACE can be quantitatively evaluated by computing 
the “effective” value7 LT

0C of the normalized even zonal 

gravity coefficients which would induce classical secular 
node precessions for GRACE as large as those due to its 
Lense-Thirring effect, which is independent of the incli-
nation I. To be more precise, LT

0C come from solving the 

following equation which connects the classical even zonal 
7It must be recalled that 02 1J C    where 0C are the normalized 
gravity coefficients. 
 

2
LAGEOS II was launched in 1992. 

3
See also [29–31]. 

4
Actually, the nodes are not directly measurable quantities, so that 

speaking of “residuals” is somewhat improper. 
5
For a critical discussion of such an issue, see [41].

  
6
See on the WEB http://icgem.gfz-potsdam.de/ICGEM/ICGEM.html.
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precession of degree  J J 
  

   to the Lense-Thirring 

node precession LT  

LTJ   
                (6) 

In it 

( , , ; , )f a e I R GM  
         (7) 

are the coefficients of the classical node precessions de-
pending on the satellite’s orbital parameters and on the 
Earth’s radius and mass. Table 2 lists LT

0C  for degrees 

 =4,6, which are the most effective in affecting the 
combination (5). Thus, the gravitomagnetic field of the 
Earth contributes to the value of the second even zonal of 
the geopotential retrieved from the orbital motions of 
GRACE by an amount of the order of 2×10-10, while for 
= 6 the imprint is one order of magnitude smaller. Given 
the present-day level of accuracy of the latest GRACE- 
based solutions, which is of the order of 10-12 (Table 3), 
effects as large as those of Table 2 cannot be neglected. 
Thus, we conclude that the influence of the Earth’s gravi- 
tomagnetic field on the low-degree even zonal harmonics 
of the global gravity solutions from GRACE may exist, 
falling well within the present-day level of measurability. 

3. The Impact of the “Imprint” on the 
LAGEOS-LAGEOS II Tests 

A further, crucial step consists of evaluating the impact of 
such an a-priori “imprint” on the test conducted with the 
LAGEOS satellites and the combination of Equation (5): 
if the LAGEOS-LAGEOS II uncancelled combined clas-
sical geopotential precession computed with the GRACE- 
based a-priori “imprinted” even zonals of Table 2 is a 
relevant part of, or if it is even larger than the combined 
Lense-Thirring precession, it will be demonstrated that 
the doubts concerning the a-priori gravitomagnetic 
“memory” effect are founded. It turns out that this is just 
the case because Equation (5) and Table 2 yield a com-
bined geopotential precession whose magnitude is 77.8 
mas yr-1 (−82.9 mas yr-1 for   = 4 and 5.1 mas yr-1 for   
= 6), i.e. just 1.6 times the Lense-Thirring signal itself. 
This means that the part of the LAGEOS-LAGEOS II 
uncancelled classical combined node precessions which is 
affected by the “imprinting” by the Lense-Thirring force 
through the GRACE-based geopotential’s spherical har-
monics is as large as the LAGEOS-LAGEOS II combined 
gravitomagnetic signal itself. 

We, now, comment on how Ciufolini and Pavlis reach a 
different conclusion. They write in [33]: “However, the 
Lense-Thirring effect depends on the third power of the 
inverse of the distance from the central body, i.e.,    
 3
1 r , and the J2, J4, J6… effects depend on the powers 

     3.5 5.5 7.5
1 , 1 , 1r r r ... of the distance; then, since the ratio 

of the semimajor axes of the GRACE satellites to the 

Table 1. Orbital parameters of GRACE and its Lense-Thir- 
ring node precession. Variations of the orders of about 10 
km in the semimajor axis a and 0.001 deg in the inclination I 
may occur, but it turns out that they are irrelevant in    
our discussion. (http://www.csr.utexas.edu/grace/ground/ 
globe.html) 

a (km) e I (deg) 1
LT  (mas yr ) 

6835 0.001 89.02 177.4 

 
Table 2. Effective “gravitomagnetic” normalized gravity 
coefficients for GRACE (   = 4,6; m=0). They have been 
obtained by comparing the GRACE classical node preces-
sions to the Lense-Thirring rate. Thus, they may be viewed 
as a quantitative measure of the leakage of the Lense- 
Thirring effect itself into the second and third even zonal 
harmonics of the global gravity solutions from GRACE. 
Compare them with the much smaller calibrated errors in 

40C  and 60C  of the GGM03S model [44] of Table 3 

LT
40C LT

60C 
2.23×10-10 −2.3×10-11 

 
Table 3. Calibrated errors in the solved-for normalized 
gravity coefficients 40C  and 60C according to the GGM03S 

global gravity solution by CSR [44]. They can be publicly 
retrieved at http:// icgem.gfz-potsdam.de/ ICGEM/ ICGEM. 
html. Compare them with the much larger “gravitomag-
netic” imprinted coefficients of Table 2 

40C 60C 
4×10-12 2×10-12 

 

LAGEOS’ satellites is 
6780

~ 1.8
12270

 , any conceivable “Lense- 

Thirring Imprint” on the spherical harmonics at the 
GRACE altitude becomes quickly, with increasing dis-
tance, a negligible effect, especially for higher harmonics 
of degree  >4. Therefore, any conceivable “Lense- 
Thirring imprint” is negligible at the LAGEOS’ satellites 
altitude.” From such statements it seems that they com-
pare the classical GRACE precessions to the gravi-
tomagnetic LAGEOS’ ones. This is meaningless since, as 
we have shown, one has, first, to compare the classical 
and relativistic precessions of GRACE itself, with which 
the Earth’s gravity field is solved for, and, then, compute 
the impact of the relativistically “imprinted” part of the 
GRACE-based even zonals on the combined LAGEOS 
nodes. These two stages have to be kept separate, with the 
first one which is fundamental; if different satellite(s) Y 
were to be used to measure the gravitomagnetic field of 
the Earth, the impact of the Lense-Thirring effect itself on 
them should be evaluated by using the “imprinted” even 
zonals evaluated in the first stage. Finally, in their latest 
statement Ciufolini and Pavlis write in [33]: “In addition, 
in (Ciufolini et al. 1997), it was proved with several 
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simulations that by far the largest part of this “imprint” 
effect is absorbed in the by far largest coefficient J2.” Also 
such a statement, in the present context, has no validity 
since the cited work refers to a pre-GRACE era. Moreover, 
no quantitative details at all were explicitly released 
concerning the quoted simulations, so that it is not possi-
ble to judge by. 

4. Conclusions 

We have analytically investigated the impact of possible 
a-priori “imprinting” effects of GTR itself on the ongoing 
Lense-Thirring tests with the LAGEOS satellites in the 
gravitational field of the Earth modeled from the dedi-
cated GRACE mission. 

The classical part of the terrestrial gravitational poten- 
tial, acting as a source of major systematic error because 
of its even zonal harmonic coefficients 0C , is retrieved 

from the data of the dedicated satellite-based GRACE 
mission. GTR, not explicitly solved for so far in GRACE 
data analyses, may impact the retrieved even zonals of the 
GRACE models at a non-negligible level (≈10-10–10-11 for 
=4,6), given the present-day level of accuracy (for = 
4,6). It turns out that the resulting a-priori “imprint” of the 
Lense-Thirring effect itself on the LAGEOS-LAGEOS II 
data analysis performed to test it is of the same order of 
magnitude of the general relativistic signal itself. 

Further, more robust tests should rely upon Earth 
gravity models in which GTR is explicitly solved for. 
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Abstract: We have analyzed the important problem of contemporary high-energy physics concerning the es-
timation of some parameters of the observed complex phenomenon. The standard statistical method of the 
data analysis and minimization was confronted with the Neural Network approaches. For the Natural Neural 
Networks we have used brains of high school students involved in our Roland Maze Project. The excitement 
of active participation in real scientific work produced their astonishing performance what is described in the 
present work. Some preliminary results are given and discussed. 
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1. Introduction 

The analysis of the surrounding physical reality, for last at 
least three thousand years, as we know it, follow the line 
of building simplified models and solving problems using 
specific tools developed with applied approximations 
making them easy or relatively easy to maintain. The 
unquestioned successes of such, scientific, way of think-
ing allow us to create so-called civilization. 

However, this method can have limitations. Some 
problems can not be treated this way, at least at present. 
There is a belief that, e.g., mathematical tools needed to 
solve some problems in quantum field theory or hydro or 
thermodynamic will be developed in the future. How-
ever there are much common problems where the usual 
methods of standard analysis sometimes fail. The gen-
eral problem of ‘pattern’ recognition is the perfect ex-
ample. 

We would like to discuss here a particular problem of 
the describing of the data registered by some cosmic ray 
physics experimental device. This is a problem of the 
general class of minimization or curve fitting. It is a good 
example to illustrate our general statement. 

The statement is that the complex problems can be 
solved not only qualitatively but also quantitatively on the 
level of the standard statistical method precision not only 
by Artificial Neural Network (ANN) trained on the 
problem but with the over-sized, redundant Natural Neu-
ral Network (NNN) using their ‘natural’ abilities gathered 
in the past not obviously (obviously not) related to the 
particular problem. 

The method of the analyzing the NNN performance is 
described and some first results are given in this paper. 

2. The Problem 

The ultra high-energy cosmic ray particles, its origin and 
nature are one of the most intriguing questions on general 
interest among the physicists. The phenomenon of arriv-
ing form the cosmos of the elementary particle with en-
ergy of about 50 J is very rare and thus hard to investigate 
experimentally. Fortunately during the passage through 
the earth atmosphere the cascade of smaller energy sec-
ondary particles is created and eventually the surface is 
momentarily bombarded by billions of particles spread 
over the area of squared kilometers. The experimental 
setups for registrations of such events consists of several 
to several thousands detectors separated by hundreds of 
meters to few kilometers equipped with the triggering and 
recording devices. 

Such arrays sample the mentioned showers of particles 
in not very big number of points and this is the only in-
formation we have about the event. (We do not discuss 
here the experiments recording the fluorescent light which 
is the distinct and complementary technique of study such 
phenomena). Each detector of the surface array registers 
actual number of particles passing the detector giving the 
information about particle density at the detector position. 
It is additionally smoothed by the physics of the detection 
process and electronic noises of different kinds. The 
transition from recorded digits to the physics in question 
is to estimate the shape of the distribution of cascade 
particles on the ground. The limited information allows us 



T. WIBIG 

Copyright © 2010 SciRes                                                                                   CN 

32 

only to get the precise enough estimates of normalization 
constant total number of particles, first or at last second 
moment of the distribution (or any other, more suitable, 
parameters of this distribution). For doing this one has to 
use some prior assumptions, e.g. about the radial sym-
metry or the expected analytically approximated func-
tional form of the distribution. After that one has to go 
through the procedure of making the estimate. 

The standard is to make a χ2 or likelihood measure of 
the goodness of the fit and than to use known textbook 
methods to minimize the respective distance between the 
‘theoretical line’ and ‘measured points’.  

In general this is all we need, but practically there are 
classes of multiparameter problems and very noisy data 
when the minimization is not very straightforward. This is 
of course also the problem of the function to be minimized 
and its many local minima, distant and not very much 
different in depth. The problem of Extensive Air Shower 
(EAS) parameter estimation is a good example. The 
number of parameters is not very large. From physical 
point of view they are mainly: position of the shower axis 
and total number of particles and a parameter of the slope 
of theirs radial distribution. For simplicity and using the 
prior knowledge on the shower physics we use only one 
shape parameter [1]. The large spacing between detectors 
makes this simplification justified. We neglect also, for 
the purposes of this paper, the two parameters describing 
shower inclination. So we have only four parameter space 
with well defined physical meaning. It also provides a 
kind of independence of them all which is very helpful for 
minimization. 

The problem arises because of the sharpness of the dis-
tribution of particles when one tests the distances close to 
the shower axis. When the detector gets close to the axis 
number of registered particles goes into thousands while a 
little far it goes to tens being on the edge of 1 and below in 
most other detection points. From the point of view of 
minimization procedure when the axis position is tested 
close to the one detection point it is the only one which 
controls the χ2 or likelihood or whatsoever. This situation 
is caused by the physics of the process and one can’t avoid 
it. The exclusion of close detectors is a remedy, but it is 
rather costly. The detector close to the shower core reg-
istered highest number of particles and thus the statistical 
importance of this point is the highest and in case of small 
number of detection points in general we can’t afford to 
lose the most important one. We have to play with it. 

Many methods and tricks were invented to get the 
minimization going with a number of problems as less as 
possible, but, as it will be shown, it is a hard task. The 
parameter which we will study comparing different 
methods of estimation is the number of lost events. We 
can define here the lost events as that having the χ2 (or 
other studied measure) above some critical value. But to 
be comparable with others we defined them as the events 

for which the minimization moves the values of the pa-
rameter of the axis position: x and y and shower size ex-
ceeding some limits (which can be treated as defining the 
divergence of the minimization procedure). 

3. Artificial Neural Network Approach 

The process of estimation EAS parameters with the help 
of Artificial Neural Network, as it is shown in [5] in the 
case of the hard shower component registered by the 
experiment KASCADE [4], can be quite successful. In 
the present work we used very similar network architec-
ture which schematic view is shown in Figure 1. The 
input nodes are seeded with the registered particle densi-
ties, and the signal processing eventually gives the total 
number (its logarithm, to be precise) of shower particles. 
The particular network was build to work with the array 
of the Roland Maze Project being realized in Lodz [2]. 
The array is based on detectors placed on the roofs of 
city high school. In the final phase about 30 schools will 
be equipped with 4 one squared meter scintillator detec-
tor each. The sum of numbers of particles registered in 
each school carry the same information as the four num-
bers from all four detectors due to the Poissonian char-
acter of the cascade. The distance of about 10 meters 
within each school are negligible with the kilometers 
between the schools and the scale of the changes of the 
average particle density. Thus we need the ANN with 30 
input nodes. The geometry of the network we used here 
was not optimized for the number of neurons and its final 
structure analyzed here is highly redundant. We used 
eventually two hidden layers with 20 and 10 neurons, 
respectively. 

During tests we check that the input values could be 
logarithms of the value of the input signal surface 
enlarged by 1.0 to avoid the zeros from detectors with no 
muon registered. We do not add the electronic noise here 
as not very big. Each input is connected with each of the 
first hidden level neurons. The last hidden level neurons 
are connected to the single output unit. Tests with differ-
ent number of hidden neurons shows that there is no ef-
fect on the network performance when we keep this 
numbers with reasonable limits. The number of the net-
work parameters to be trained was from about 5000 to 
25000. As the neuron response function the common 
sigmoid has been used. The network was trained with the 
standard back-propagation algorithm using the simple 
‘EAS generator’.  

The generator works assuming particular shape of the 
particle distribution adopted from the measurements 
made by the one of the biggest arrays (in particular 
AGASA). The shower profile shape parameter known as 
“age parameter” defining the slope of the radial distribu-
tion was then smeared within physically reasonable lim-
its. The number of particles is roughly proportional to the 
total energy of the primary cosmic ray particle. The nor-
malization, total number of particles, was generated ac-
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cording to the flat distribution in logarithm of particle 
energy scale. The cosmic ray shower spectrum is known 
to be of the power-law form and it is very steep with the 
index of about -3.0. This affects the estimated values. 
The generation used allows for the systematic bias, but 
on the other hand, too steep distribution in the training 
sample leads to the over-training of network with small 
size events while the events of energies, e.g., 100 times 
bigger, which are million times less abundant are practi-
cally not used for the training purposes. The uniform in 
log(E) is the compromise prior. 

The steep spectrum makes the registered events consist 
mostly of events on the lower primary particle energy 
threshold which is defined by the trigger requirements. 
The ‘artificial trigger’ was applied to the training sample. 
We assumed that at least three ‘schools’ has to register 
some particles at least in two detectors each. Such trigger 
can be realized in the original Roland Maze Project array.  

With the information limited so much, it is expected 
that standard minimization should fail quite often. The 
comparison of effectiveness of the standard and the ANN 
approach is one of the questions we want to answer here. 

The network was trained first to estimate the most 
important shower parameter: the shower size (the total 
number of particles in the shower at the observation level).  
But we tested also the possibility of using network to 
estimate other parameters, and it was found that there is 
possible to train the network to estimate as well the x- and 
y-coordinate of the shower axis. The attempt to get the age 
parameter was not very successful. 

In the Figure 2 the convergence of the training proce-
dure is shown for the network trained with shower size a) 
and the axis position b). The dependence of the width of 
the distribution of the deviation of the estimated value 
from the true one is shown. The learning is quite a long 
lasting process. The first rational answers appear how-
ever already after the number of training events compa-
rable with the number of internal weights. Then we ob-
serve the continuous improvement. An interesting feature 
appeared below 1 million events on Figure 2b. There are 
abrupt decreases of efficiency and then further and 
deeper improvements. The effect is seen for all networks 
we tested for both x- and y- axis position adjustment. It is 
seen always at the roughly some point and we suggests 
that it means the internal change of the network strategy 
of estimation. Something similar is seen also for EAS 
size estimation networks but at different length of train-
ing sample (around 104 at Figure 2a). The closer look at 
this phenomenon could put some light to the process of 
network learning but it is beyond of the scope of this 
paper. 

We ended the learning process at the 108 event sample. 
The further improvement is interesting, but of no practical 
importance. The final state of the trained network allows 
us to use it as a tool for shower size and axis position 
determination. Such trained network was then applied 

 

Figure 1. Schematic layout of the Artificial Neural Network 
used for the evaluation of the total number of the EAS par-
ticles 
 
to the serial of 10000 events produced by the particles of 
energy generated by our event generator which build the 
library of the showers to by analyzed also with different 
methods. The ANN, when any event from the library is 
taken as an input, always give some answer. The accuracy 
of the ANN answer was studied in few ‘modes’. 

In the Figure 3 the illustration of an accuracy is pre-
sented as histograms showing the spread of the ANN 
guess errors. To get it easier to compare with other method 
some numbers should be given. Some measures of the 
‘goodness of the fit’ are given below. 
σN - the accuracy of size determination measured as a 

dispersion of the difference between decimal logarithms 
of the true and ANN reconstructed shower size (total 
number of particles). 
ΔN - the bias of the shower size measured as a differ-

ence of the average true and ANN reconstructed shower 
size. 
ξN - the fraction of perfect reconstructions, which we 

defined as these within 10% around the true value of the 
shower size (logarithm). 
σR - the error in the localization measured as a average 

distance between true and ANN reconstructed shower 
axis position. 
ξR - the fraction of perfect localizations, by which we 

mean the ANN reconstructed axis closer than 100 m from 
the true one. 

The values of all these five parameters obtained for 
our trained network are given in the Table 1 in the sec-
ond column, labeled ANN. 

4. Standard Minimization Approach 

The data generated in the 10000 event shower library  
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Figure 2. The accuracy of the ANN answer as a function of 
the number of events using for the training process shown as 
a widths of the distribution of the difference between the 
decimal logarithm of the estimated shower size and the 
‘true’ value a), and the difference of the respective spatial 
distance (in one x direction) difference b). Different lines 
represents different shower size samples. The solid one is for 
showers of the “true” size between 3 and 5 109 particles (the 
medium sizes), the dashed is for smaller showers, and the 
dotted one for really big showers 
 
were also analyzed with the help of standard numerical 
minimization algorithms. We have used the CERN MIN- 
UIT package described in [3]. The straightforward ap-
plication for such, not perfectly well determined, problem 
as shower parameter minimization works rather bad, so 
some slightly improved, thus much time consuming pro-
grams reaching the minimum of the likelihood in few 
steps, have to be developed. After careful adjustments of 
the proper divergence between ‘the data’ and predictions 
the program runs better. We have to mention here that 
some oversimplification was made here, because the 
radial distribution of shower particles used for minimiza-
tion was exactly the one which was used inside the gen-
erator to calculate the averages. In the real case the parti-
cle distribution is rather unknown. This fact favours the 
minimization technique and the results given in this work 
should be treated with care, as the optimistic limit. 
  After applying to the library showers, the same as ana-

lyzed with the help of ANN, the results are as they are 
shown in the Table 1 in the columns labeled ‘MINUIT’. 
There are two values in each case. The first on gives the 
average over all studied showers (we limited parameter 
ranges to reasonable values). Some showers due to the 
fluctuations can not give the minimum within the as-
sumed ranges of parameters of the minimum found gives 
the value of χ2 too high to be accepted. If we excluded 
them from the averaging procedures, the results get better  
 

 
 

 

Figure 3. The spread of the trained ANN answer for the 
shower size a) and the spatial distance b) between guess and 
the true size and position of the shower axis. The result is 
obtained for the library showers 
 
Table 1. Comparison of the performance of ANN, standard 
minimization and the three best NNNs found in our ex-
periment 

 ANN MINUIT NNN 

σN 0.217 0.478 0.280 0.270 0.279 0.294 0.349

ΔN 0.29 -0.14 0.14 0.31 0.97 1.29 0.01

ξN 6% 17% 20% 16% 17% 12% 13%

σR 442 567 312 375 613 528 662 

ξR 5% 29% 34% 33% 36% 23% 18%
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Figure 4. The layout of the graphical interface to estimate the EAS parameters using NNN (e.g., ‘by eye’) 
 
as they are given in the second MINUIT column. It is 
important to note that such ‘bad’ showers of of about 1/3 
of all in the 5 x 1018 eV library. 

5. Natural Neural Network Approach 

The comparison of ANN and MINUIT methods of shower 
reconstruction given in the Table 1 shows that the Neural 
Networks can perform the competitive solutions of the 
complex minimization problem under study. However, 
the training procedure of the redundant network takes 
long and some systematic biases are seen. These are not 
very strong objections when taking into account the pros. 

It would be interesting to test the performance of the 
extremely complex neural network one can imagine, 
which is, to some extend, the human brain. The training of 
the brain on a compound problem can be done in principle 
in two ways. The first one is similar to the ANN training 
process when the supervising teacher shows the examples 
of input data and told what the right answer should be. 
The more effective way is to use the ability of the brain 
collected in the whole ‘common’ life of the neural net-
work as it is.  

One can bet that in most cases the ‘usual people’ can 
react properly seeing the elephant running in their direc-
tion (whatever this reaction should be) even if they never 
met an elephant before. The brain (specially human) is so 
redundant that it can easy adapt the past solution to the 
new problem. The only requirement needed is that that the 
new situation must be similar to something seen before. If 
the similarity is closer than the probability of reaction is 
expected to be the right one is higher. 

We want to use Natural Neural Networks (NNN) to 

perform the estimations of the EAS parameters. The 
problem has to be transformed first to the form which can 
be understood by the ‘common people’. The knowledge 
on the elementary particle passing through the atmosphere 
is helpful in principle, but is useless, in fact, in our case. 
We would like the NNNs to use their natural abilities.  

We have built the graphical interface shown in Figure 4 
which contains all what we know and all we should get. 

On the left big panel the map of the city is shown in the 
scale, but without any unimportant information. The map 
shows position of the detectors (schools) in the Roland 
Maze Project shower array (the crosses). Next to some 
schools are the vertical lines (lighter and darker blue and 
red). The red shows the particle density registered by the 
detectors (its logarithm, but it is not relevant to the NNNs, 
and it hasn’t been even told to them). The blue lines show 
‘the just proposed’ solution. 

The right panel shows, what can be told, the radial dis-
tribution of the particle density; horizontally: the distant 
to the shower axis is given, vertically: the particle den-
sity. Points (in red) show the same values as they are on 
the left plot but ‘the just proposed’ solution is given now 
by the line (blue).  

The interface allows one to manipulate the shower pa-
rameter. The axis can be dragged usually using a com-
puter mouse, or moves slightly with the batons with re-
spective arrows next to the map side. The shower size 
(normalization of densities) can be changed on the left 
plot dragging the blue line vertically with the mouse. The 
horizontal movement of the clicked mouse increases the 
age parameter making the radial density curve wider or 
narrower. With this interface all the parameters can be 
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adjusted comparing by eye the sizes of the bars of the right 
plot or/and, what is equivalent, controlling the positions 
of the points with respect to the curve on the left plot. The 
‘user manual’ describing the interface is rather short and 
simple. The package was supplied with the set of exam-
ples showing how the true (known from the simulation) 
line should looks like. This explains additionally the task. 

As the NNN donors we used pupils from the schools 
collaborating with the Roland Maze Project. They were a 
little familiar with the problem of EAS, but it was not a 
requirement, some of them were not. We assumed that 
each one of our volunteers perform the minimization of 
100 showers. The practice shows that after the initial 
phase one shower takes about 2-5 minutes to be fitted. 
This gives few hours of the hard work. All NNNs were 
working on their free time, so we could not motivate them 
very strongly and there were a number of people which 
started and never finished the whole task. To avoid boring 
students we transferred the data to them in packages of 10 
and the next 10 can be sent only after receiving the ad-
justed previous set. So the whole examining takes usually 
weeks of work. 

The initial position of the shower axis, normalization 
and age parameters were taken randomly for each new 
event on display to avoid any unphysical guesses. Results 
were sent back by e-mail, but the program coded them. It 
was not possible to see what the numerical value was 
obtained and to correct them ‘by hand’. The results once 
sent were put to the database and they couldn’t be changed 
later on. The error once made remain what sometimes 
gives strong contribution to overall performance of the 
particular NNN. 

6. Discussion 

Anyway, we get some pupils completed their work. We 
(TW) did it also to be comparing with high school stu-
dents’ performance results. In the Table 1 results of TW 
followed by three (the best) student’s NNNs are given in 
last four columns. 

As it is seen the NNN accuracy is comparable with 
ANN concerning the shower size estimation (width and 
the bias), there are also no big differences concerning the 
axis position. Taking into account that NNN as well as 
ANN get an answer for each shower it should be com-
pared with the ‘all MINUIT’ (third column in the Table 1). 

It is interesting to compare results obtained by high 
school students and TW who can be called a specialist in 
the field, if not in the shower parameter estimation in 
general, then at least some specialist, because of building 
and testing the system of graphic interface etc. In fact 
there is no big difference (the sample of only 100 events 
was used to get the numbers). One can conclude that there 
is not experience needed. 

Insights that the statistics education community badly 
needs to have, even though it may not know it yet. 

Table 2. The improvement (or dis improvement) of the NNN 
performances concerning the parameter of σN in the course 

of the EAS analysis 

number of analyzed events 

 10 20 30 40 50 60 70 80 90 100

TW 0.142 0.203 0.199 0.210 0.220 0.239 0.250 0.264 0.261 0.270

NNN 
1 0.257 0.237 0.244 0.233 0.235 0.312 0.302 0.291 0.286 0.279

NNN 
2 0.379 0.374 0.324 0.307 0.287 0.322 0.305 0.308 0.295 0.294

NNN 
3 0.551 0.427 0.390 0.389 0.368 0.363 0.358 0.349 0.335 0.349

 
It is not obvious, however, when we look how the in-

dividual NNN was improving its performance during the 
process. After analyzing the set of 10 events the results of 
the accuracy of their estimations were published in the 
web, and each participant can check how it has gone and 
what kind of error he made (specially the biases were easy 
to identify). The ability of the work with the interface 
could also getting better during the process of using it. 
Table 2 shows details in the case of the parameter de-
scribing the spread of the estimated shower size with 
respect to the true one. In some cases the improvement 
(NNN 3) is seen clearly, while for others (TW) the accu-
racy is diminishing with number of analyzed showers. 
This last is understood, because, in spite of the students, 
TW has not been limited to analyze only 10 events per day 
and the last 50 was taken just one by one continuously. 
The result is surprisingly big. If the constant care could be 
achieved during all the analysis process it is possible that 
the result of σN around 0.2. This value is exactly what has 

been achieved by the trained artificial neural network and 
significantly better than the standard statistical analysis. 

7. Summary 

With the help of number of enthusiastic young people we 
have shown that the redundant Neural Network, Artificial 
or Natural may work well and in fact in some cases even 
better than classical statistical tools of minimization. 
There is the evidence that NNN analyzed in the present 
work gone even better than the trained ANN. This sug-
gests that the further studies of the over-sized networks 
and their performance are important and the minimization 
of the network size should not be taken on too early steps 
of the network arrangement, at least in some cases. 

On the other hand the participation of young people, 
high school students on each level of the present work 
gives them a possibility to learn and understand the sub-
ject of statistics and data analysis on the level which is far 
beyond the standards even for the university students. 
This encourages us to propose further to the next groups 
of pupils the ambitious, extensive program for further 
studies of their brain performance and abilities. Interest-
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ing results are expected in the future. 
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Abstract: Spectrum sharing with quality of service (QoS) requirement and power constraint on cognitive us-
ers is studied. The objective is to maximize the system throughput. This problem is modeled as a mixed inte-
ger nonlinear programming problem and then transformed to a continuous nonlinear programming problem 
through eliminating integer variables. We propose the joint power control and spectrum allocation algorithm 
based on particle swarm optimization to obtain the global optimal solution. Simulation results show that the 
proposed method can achieve higher system throughput and spectrum utilization under the constraints of 
transmit power and QoS requirement. 
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1. Introduction 

The spectrum of the wireless networks is generally regu-
lated by governments via a fixed spectrum assignment 
policy. However, in recent years, the demand for wireless 
spectrum use has been growing dramatically with the 
rapid development of the telecommunication industry, 
which has caused scarcity in the available spectrum bands. 
Furthermore, the underutilization of the licensed spectrum 
bands makes the situation even worse [1]. Cognitive radio 
[2], with the ability to sense unused bands and adjust 
transmission parameters accordingly, is an excellent can-
didate for improving spectrum utilization. In cognitive 
radio networks, the cognitive (unlicensed) user needs to 
detect the presence of the primary (licensed) users as 
quickly as possible and dynamically changes the system 
parameters, such as transmit power level, so as to best 
utilize the valuable spectrum [3]. 

There are two kinds of spectrum sharing method: spec- 
trum overlay and spectrum underlay. The researches of 
underlay spectrum limit the transmit power of the cogni-
tive users and make sure that the interference temperature 
does not exceed certain threshold [4]. The related works 
on spectrum sharing schemes under interference tem-
perature mainly include [5–7]. [5] regards the capacity of 
one cognitive link as an optimization problem with con-
straints in interference temperature and studies the opti-
mal power allocation strategies. [6] studies the problem of 
channel selection in multi-hop cognitive mesh networks, 
but power allocation is not considered. With the assump-

tion that the primary users will always occupy the spec-
trum, these approaches can sufficiently increase the 
spectrum efficiency. [7] studies the joint of power control 
and random access under interference temperature, the 
optimization problem is transformed to a convex optimi-
zation problem. However, each cognitive user should be 
aware of the interference with the primary users and re-
quires some kind of communications between the cogni-
tive users and the primary users. 

Previous works (such as [7]) on conventional OFDM 
systems are based on an implicit assumption that all the 
OFDM sub-carriers are fixed and always available. But in 
practice, the under-utilized spectrum which can be util-
ized by the secondary users varies over time, this is be-
cause the primary users can access to their spectrum un-
restricted. 

In this paper, we consider an overlay cognitive system, 
where multiple cognitive users coexist with multiple 
primary users and the availability of spectrum might not 
be contiguous because it is used by primary users. The 
multi-carrier system which dynamically operates in 
non-contiguous frequency bands and enabled by cogni-
tion technology is referred to as NC-OFDM [8]. The 
flexibility offered by NC-OFDM based CR can be em-
ployed to devise spectrum sharing schemes and provides 
QoS requirements by jointly considering variations in 
spectrum availability. We integrate the transmit power 
constraint and fairness of spectrum allocation in this paper. 
The optimization objective is to maximize the system 
throughput subject to maximize peak power constraints 
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and minimum QoS requirement on individual cognitive 
user. The QoS constraint is characterized by the minimum 
transmission rate requirement. To balance the power and 
QoS constraints, and further to efficiently and fairly util-
ize spectrum, transmit power and spectrum allocation 
must be determined by coordination among cognitive 
users. 

The rest of this paper is organized as follows. The 
problem formulation and transformation are presented in 
Section 2. In Section 3, we propose the power and spec-
trum allocation algorithm based on particle swarm opti-
mization. Section 4 includes simulation results and 
analysis. Conclusions are drawn in Section 5. 

2. Mathmatics Model 

In this paper, we consider a cognitive base station to multi 
cognitive users in wireless networks with rapid changes of 
spectrum opportunities. When the spectrum opportunities 
vary quickly, the cognitive users should frequently update 
the spectrum availably to avoid interference with the 
primary user. The cognitive base station balances the 
cognitive users’ transmit power and spectrum to effi-
ciently and fairly utilize spectrum.  

Consider OFDM based CR system with a total band-
width of B Hz and M primary users, each primary user 
with a bandwidth /mB B M ( 1,2,...,m M ), assume 

that mB  is less than the coherent bandwidth of the wire-

less channel, so that the channel response on each is flat. 
At the same time, there are N cognitive users in this sys-
tem. At different location and time t, cognitive users have 
different available spectrum resource information because 
of the primary users’ transmission activities. Define this 
available spectrum resource information as , ( )n mL t , 

where , ( ) {0,1}n mL t  . , ( ) 1n mL t   means the mth primary 

user use its own channel and the nth cognitive user can not 
use this channel, otherwise , ( ) 0n mL t  . Let , ( )n mG t  

denote the channel gain of the nth cognitive user on the 
mth channel and , ( )n mp t  be the transmit power of the nth 

cognitive user on the mth channel at time t, maxnp  is the 

maximum peak transmit power constraint of user n. We 
assume that the time variation of the wireless channel is 
stationary and slow enough, so that the cognitive users are 
able to perfectly estimate their local channels state in-
formation (CSI) on each channel and the cognitive base 
station knows all the CSI. Based on this CSI, cognitive 
base station balances the power and spectrum allocation 
to maximize the system throughput. Let , ( ) {0,1}n mx t   

indicate whether the spectrum is allocated to the cognitive 
user at time t. If , ( ) 1n mx t  , the mth channel is assigned to 

the nth cognitive user, otherwise , ( ) 0n mx t  . Each chan-

nel can be used by one cognitive user at any given time t, 

that is interpreted as ,
1

( ) 1
N

n m
n

x t


 . 

We assume that the network is under additive white 
Gaussian noise. We use M-ary quadrature amplitude 
modulation (MQAM) and then the maximum transmit 
rate of cognitive user n in channel m is given by: 

, ,
, 2 2

1.5 ( ) ( )
( ) log (1 )

log(5 ) ( )
n m n m

n m m
req

p t G t
r t B

BER t
 

        (1) 

where reqBER  is an SNR gap parameter which indicates 

how far the system is operating from capacity, 2 ( )t  is 

the interference power. 
The objective is to maximize the cognitive system 

throughput 

, ,
1 1

( ) ( )
N M

n m n m
n m

x t r t
 

             (2) 

since power per user is finite in this system, every cogni-
tive user has its own peak power constraint 

, , max
1

( ) ( )
M

n m n m n
m

x t p t P


           (3) 

In practice, cognitive user transmission rate require-
ment is required no less than a certain threshold 0nr . It is 

defined as the QoS constraint of each cognitive user and  
expressed as 

, 0
1

( )
M

n m n
m

r t r


                (4) 

Note that if the available spectrum information 

, ( ) 0n mL t   or the mth channel has not been allocated to 

the nth cognitive user , ( ) 0n mx t  , the transmit power 

must be zero. The base station should optimize the spec-
trum allocation matrix X and power matrix P. In this 
problem, , ( )n mx t  is an element of X and , ( ) {0,1}n mx t  , 

, ( )n mp t  is an element of P and , max( ) (0, )n m np t p .  

Due to the discrete nature of channel and continuous 
nature of power, this optimization problem is a mixed 
integer nonlinear programming problem (MINLP). The 
difficulties in solving this MINLP problem come from the 
conflicting constraint sets, and coupled control variables. 
In [7] and many other works, they relax the binary valued 
constraint on the integer variable and replace it by a con-
tinuous variable. While this method causes inaccuracy of 
the algorithms and it can not find the optimal solution. In 
this paper, we first transform the MINLP problem to a 
continuous nonlinear programming (NLP) problem by 
introducing variable transformation, then we solve this 
problem by particle swarm optimization algorithm. 

We substitute the variable , ( )n mx t  and , ( )n mp t  by  
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'
, , ,( ) ( ) ( )n m n m n mp t x t p t             (5) 

so the variable , ( )n mr t  is transformed to  

'
, , ,( ) ( ) ( )n m n m n mr t x t r t             (6) 

Then the optimization problem is transformed as the 
following problem P1: 
P1.  

Max '
,

1 1

( )
N M

n m
n m

r t
 
               (7) 

s.t.  

'
, ,'

, 2 2

1.5 ( ) ( )
( ) log (1 )

log(5 ) ( )
n m n m

n m m
req

p t G t
r t B

BER t
 

    ( n N  ) 

(8) 

'
, 0

1

( )
M

n m n
m

r t r


    ( n N  )       (9) 

'
, max

1

( )
M

n m n
m

p t P


   ( n N  )      (10) 

' '
, ,( ) ( ) 0

N

n m i m
i n

p t p


  , '
, ( ) 0n mp t   

( , ,n N m M i N    )          (11) 

In P1, one continuous variable '
, ( )n mp t  replaces the 

integer variable and the continuous variable, this substi-
tution reduces the solution space dramatically. In addition, 
the new model is suitable for heuristic and search algo-
rithms. 

3. Power and Spectrum Allocation  
Algorithm Based on PSO 

The particle swarm algorithm (PSO) is a swarm intelli-
gence optimization algorithm modeled on the flight 
characteristics of birds [9,10]. In PSO, each solution is a 
‘bird’ in the flock and is referred to as a ‘particle’, each 
particle has a position vector and velocity vector. The 
location of particles is the solution of optimization prob-
lem, the performance of each particle depends on the 
value of optimization objective’s fitness function. Veloc-
ity vector used to determine particle velocity. 

The following notation is needed in PSO. The number 
of particles in the population is denoted as Q . Let 

1 2[ , ,..., ]k k k k
i i i iDy y y y  be the position of particle i 

(1 i Q  ) at iteration k, where D is the number of di-

mensions to represent a particle and k
idy  is the dth 

(1 d D  ) dimension of the position of particle i. Note 

that k
iy  is treated as a potential solution of the optimi-

zation problem. The velocity of particle i at iteration k is 

denoted as 1 2[ , ,..., ]k k k k
i i i iDv v v v , max max[ , ]k

idv V V   . 
Each particle in the swarm is assigned a fitness value 
indicating the merit of this particle such that the swarm 
evolution is navigated by best solutions. Let k

is   

1 2[ , ,..., ]k k k
i i iDs s s  be the best solution that particle i has 

obtained until iteration k, and 1 2[ , ,..., ]k k k k
b b b bDs s s s  be 

the global best solution obtained from the population at 
iteration k.  

The evoluationary process of the PSO is as follows: 

1
1 1 2 2( ) ( )k k k k k k

id id id id bd idv v c u s y c u s y        (12) 

1 1k k k
id id idy y v               (13) 

where 1c  and 2c  are two positive constants named 

learning factors or acceleration coefficients, 1u  and 2u  
are uniform random numbers distributed in the range [0, 
1], and   is an inertia weight employed to control the 
impact of the previous history of velocities on the current 
velocity. Note that Equation 12) specifies that the veloc-
ity of a particle at iteration k is determined by the previ-
ous velocity of the particle, the cognition part, and the 
social part. 

In the PSO-based spectrum and power allocation algo-
rithm, each particle's position vector specifies a possible 
spectrum and power allocation scheme. The penalty 
function is used to solve the constrained optimization 
problem. Ordinary penalty function only calculates the 
total violation of individuals, but does not make full use 
of the violation information of the infeasible solutions. 
We use the penalty function which is not only depends 
on the number of constraint violations but also on the 
degree of constraint violations. The performance of this 
method is better than that using the ordinary penalty 
function [11]. As a result of the different scales in con-
straints, it is possible that some certain constraints play a 
dominant role in the total constraints and other con-
straints may not reflect their degree of constraint viola-
tions. In addition, the objective function and the viola-
tions of constraint functions may be in different scales, 
so we normalize the objective function and constraint 
functions to solve this problem. 

We use the following fitness function to evaluate the 
particle:  

' '
, ,

1 1 1 1

( ) ( ) min( ( ))
N M N M

n m n m
n m n m

F t r t r t
   

      

( 1 _ 2 _ )w sum viol w num viol          (14) 

where _sum viol  represents the total amount of the 

constraint violations and _num viol  represents the 
number of the constraint violations. If any user n in par-
ticle 'p  violates the transmission rate constraint (9) or 

power constraint (10), the _num viol  of 'p  will plus  
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Figure 1. Coding scheme of particle 
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  p p

p p
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( ') max(0, ( '))n nJ jp p            (16) 

( ') max(0, ( '))n nH hp p            (17) 

'
0 ,

1

( ') ( )
M

n n n m
m

j r r t


 p             (18) 

'
, max

1

( ')
M

n n m n
m

h p P


 p              (19) 

where '
,

1 1

( )
N M

n m
n m

r t
 
   is the system throughput of the 

particle 'p  in time slot t. 'p  is an N by M matrix rep-

resenting the power and channel allocation, if '
, 0n mp  , 

the channel m is assigned to the cognitive user n, other-
wise '

, 0n mp  .  

In the proposed PSO-based power and spectrum allo-
cation algorithm, a particle specifies a possible power 
and spectrum allocation assignment. As '

, 0n mp  when 

, ( ) 0n mL t  , if we use one bit to encode every element in 

'p , there will be a lot of redundancy in the particle. We 

encode only those elements which may take the value 1, 
i.e., '

,n mp  where ( , )n m  satisfies , ( ) 1n mL t  . As a 

consequence, the length of the coding string is equal to 
the number of elements equal to 1 in L. Figure 1 illus-
trates the structure of an example particle, where 5N  , 

6M  . Note that encoding all the elements needs 30 bits, 
while encoding only the elements with underline only 
needs 9 bits. In order to evaluate the fitness of the parti-
cle, we need to map the particle to the assignment matrix 

'p , as the arrows show in Figure 1. 

The value of every bit in the particle is randomly gen-
erated at the initial population and this coding scheme 
reduces the searching space of the optimization problem 
efficiently. 

The proposed PSO-based power and spectrum as-

signment algorithm proceeds as follows: 
Step 1: cognitive user gets the available spectrum re-

source information matrix L  and channel information 
matrix ,n mG , then transmits these information to the cog-

nitive base station.  

Step 2: set 0k  , and randomly generate k
idy  and 

k
idv , where max max[ , ]t

idv V V   , 1 d D  , thus ob-

taining 1 2[ , ,..., ]k k k k
i i i iDy y y y ，1 i Q  . 

Step 3: map k
idy  (1 i Q  ) to '

,n mp , where ( , )n m  

is the dth element with , ( ) 1n mL t  .  

Step 4: compute the fitness value of each particle in 
the population according to Equation 14), set 

1 2[ , ,... ]k k k k
i i i iDs y y y  and 1 2[ , ,..., ]k k k k

b b b bDs y y y , where 

b is the index of the particle which has the highest fitness 
value. 

Step 5: set 1k k  , and update k
idv  according to 

Equation 12). If max
k
idv V , then set max

k
idv V ; if 

max
k
idv V  , set max

k
idv V  . 

Step 6: update k
idy  according to Equation 13) and 

map k
idy  to '

,n mp . 

Step 7: compute the fitness value of each particle in 
the population. For particle i, if it’s fitness value is 

greater than the fitness value of 1k
is  , then set 

1 2[ , ,... ]k k k k
i i i iDs y y y . If particle i’s fitness value is greater 

than the fitness value of 1k
bs  , then set 1 2[ , ,...,k k k

i ibs y y . 

]k
iDy . 

Step 8: if k equals to the predefined maximum itera-
tion, then the algorithm is terminated, map k

b s  

1 2[ , ,..., ]k k k
b b bDs s s  to 'p ; else, go to Step 5. 

4. Simulation Result and Analysis 

To evaluate the proposed algorithm, simulations were 
performed for the OFDM based CR system. The band-
width of the OFDM system is 6B   MHz, which is li- 
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Figure 2. Convergence of proposed algorithm under differ-
ent QoS constraints( max 1.5nP  ) 
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Figure 3. Convergence of proposed algorithm under differ-
ent QoS constraints( max 2.5nP  ) 

 
censed to 12M   primary users, every primary user’s 
transmission uses one channel and the available spectrum 
resource information matrix L is generated randomly. The 
number of cognitive users is 10N  . The required bit 
error rate of each transmission is supposed to be 

610reqBER  . For simplicity, each cognitive link’s av-

erage channel gain is chosen randomly within (0,0.01)  

and the interference power is 0.5 mW. 
The parameters for the PSO are 20Q  , 1 2 2c c  , 

and max 4V  , and PSO would be terminated after 3000 
iterations.  

Figure 2 and Figure 3 illustrate the convergence proc- 
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Figure 4. Convergence of proposed algorithm under differ-
ent transmit power constraints 
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Figure 5. System throughput at different time 
 

ess of the proposed PSO-based power and spectrum al-
location algorithm with different transmission rate re-
quirements 0 0nr r  under the peak transmit power con-

straint. The peak transmit power constraints are maxnP  

1.5  and max 2.5nP   respectively. The QoS require-

ment of each user is set to 1500bps,2500bps and 3500bps 
respectively. As can be observed in Figure 2 and Figure 3, 
after about 2500 iterations, the proposed algorithm 
achieves the optimal solution. Further more, the system 
throughput doesn’t increase with the transmission rate 
requirement increase, this is because the system through- 
put is also constrained by users’ transmit power. In addi-
tion, the peak transmit power provides allocation fairness. 
In principle cognitive users with high channel gains are 
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Figure 6. Convergence of proposed algorithm and lagrange 
algorithm 

 

taking more channels, but the more channels they take, the 
more power will be consumed. Then other users with 
weaker channel gains and more available power can take 
the rest channels to transmit and further increase the sys-
tem throughput. 

Figure 4 shows the convergence process of the pro-
posed algorithm with same transmission rate requirements 

0 2000r  bps under different peak transmit power con-

straints maxnP . The peak transmit power is set to 2W, 
2.5W and 3W respectively. We can clearly see that the 
system throughput is increasing as the peak transmits 
power increases. 

Figure 5 shows that the system throughput is fluctuat-
ing at different time. The peak transmits power con-
straints are max 2nP   and QoS requirement of each user 
is set to 2500bps. At different time t, the CR system has 
different available spectrum information and channel 
state information because of the activities of primary 
users. Sometimes the primary users are not active, so the 
cognitive users have more available spectrum resource 
and the channel gains are better. As a result, the system 
through is higher than some situations which primary 
users are active. 

Figure 6 shows the convergence processes of the pro-
posed algorithm’s performance and the Lagrange algo-
rithm in [7]. The peak transmits power constraints are 

max 2nP   and QoS requirement of each user is set to 
2500bps. We can see that the proposed algorithm has 
higher system throughput and faster convergence speed 

than the lagrange algorithm. 

5. Conclusions 

We model the power control and spectrum allocation 
problem as a mixed integer nonlinear optimization prob-
lem. This MINLP problem is difficult to find the optimal 
solution, so we transform the MINLP problem to an NLP 
problem. Then we use a coding scheme and PSO-based 
power control and spectrum allocation algorithm to solve 
the NLP problem. Simulations show that the proposed 
model provides the fairness of the assignment and the 
proposed algorithm performs better than the Lagrange 
algorithm. 
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Abstract: A brief historical narrative of the study of grating solitons in fiber Bragg grating is presented from 
the late 1970’s up to now. The formation of photogeneration gratings in optical fiber by sustained exposure of 
the core to the interference pattern produced by oppositely propagating modes of argon-ion laser radiation 
was first reported in 1978. One important nonlinear application of fiber Bragg grating is grating solitons, in-
cluding gap soliton and Bragg soliton. This paper summarily introduces the numerous theoretical and experi-
mental results on this field, each indicating the potential these solitons have in all-optical switching, pulse 
compression, limiting, and logic operations, and especially important for the optical communication systems. 
 
Keywords: nonlinear optics, periodic structure, fiber Bragg grating, kerr nonlinearity, dispersion, grating  

solitons, Bragg soliton, gap soliton 

1. Introduction 

After the invention of the laser, there has been much in-
terest in propagating nonlinear pulses through the peri-
odic medium such as a fiber Bragg grating (FBG), which 
is a periodic variation of the refractive index of the fiber 
core along the length of the fiber. Since the tirst demon-
stration of photo-induced optical fiber Bragg gratings by 
Hill and coworkers in 1978 [1], significant progress was 
made in the fabrication technology of fiber Bragg reflec-
tors [2–5]. The concept of “photonic band structure” is 
introduced by Yablonovitch in the late 1980’s [6]. A no-
table feature of this linear periodic structure is the pres-
ence of stop gap in the dispersion curve popularly known 
as photonic band gap (PBG) [7,8]. This PBG exists at 
frequencies for which the medium turns highly reflective 
and hence the light pulse will not be able to propagate 
through the periodic structure. Light interaction with 
nonlinear periodic media yields a diversity of fascinating 
phenomena, among which two solitonic phenomena have 
been studied most intensively, namely, discrete (or lattice) 
solitons [9–11] and gap (or Bragg) solitons [12–17]. 
While discrete solitons are spatial phenomena in two- 
dimensional or three-dimensional arrays of coupled 
waveguides, gap solitons are usually considered as a 
temporal phenomenon in one-dimensional (1D) periodic 
media [18–20]. Perhaps the most fascinating feature of 
solitons is their particle like behavior. Survival of two 
such colliding solitons is even more remarkable if one 
notes that solitons interact strongly with each other dur-

ing the collision. But for copropagating solitons, the in-
teraction is either attractive or repulsive, depending on 
the relative phase between two solitons. In both cases the 
evolution of the soliton pair is well understood [21–24]. 

As first pointed out by Winful [25], because the dis-
persion is many orders of magnitude larger than the total 
dispersion due to the combined effects of material and 
waveguide dispersions that arise in the conventional fi-
bers, the interactions lengths are reduced accordingly. 
Hence, the grating induced dispersion dominates over the 
total dispersion in the conventional fibers. When the en-
tire spectral components of the input pulse lie within the 
PBG structure, the grating induced dispersion counter-
balanced by the Kerr nonlinearity through the self-phase 
modulation (SPM) and cross-phase modulation (XPM) 
effects, forming solitons are referred to as gap solitons 
since their spectral components are within the PBG 
structure. Many research groups [3–10] theoretically 
predicted the existence of gap solitons and Bragg grating 
solitons in FBG and the investigations on these exciting 
entities are going on. However, it can be noticed that, in 
literatures, nowadays the distinction between gap soli-
tons and Bragg solitons is hardly maintained and, in 
general, they are simply called grating solitons [26]. Ul 
[25], because the dispersion is many orders of magnitude 
larger than the total dispersion due to the combined ef-
fects of material and waveguide dispersions that arise in 
the conventional fibers, the interactions lengths are re-
duced accordingly. Hence, the grating induced dispersion 
dominates over the total dispersion in the conventional 
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fibers. When the entire spectral components of the input 
pulse lie within the PBG structure, the grating induced 
dispersion counterbalanced by the Kerr nonlinearity 
through the self-phase modulation (SPM) and cross- 
phase modulation (XPM) effects, forming solitons are 
referred to as gap solitons since their spectral compo-
nents are within the PBG structure. Many research 
groups [3–10] theoretically predicted the existence of 
gap solitons and Bragg grating solitons in FBG and the 
investigations on these exciting entities are going on. 
However, it can be noticed that, in literatures, nowadays 
the distinction between gap solitons and Bragg solitons is 
hardly maintained and, in general, they are simply called 
grating solitons [26]. 

2. Theory 

The usual quantitative description of grating solitons 
employs coupled-mode theory, leading to the nonlinear 
coupled-mode equations. In addition, in the appropriate 
limit, the envelope of the electric field satisfies the 
nonlinear Schrödinger (NLS) equation. The pulse propa-
gation through the FBG is described by the nonlin-
ear-coupled mode (NLCM) equations which are nonin-
tegrable in general. Therefore, the analytical solutions of 
the NLCM equations are not solitons but solitary waves 
that can propagate through FBG without changing their 
shape. These are obtained from the approximated non- 
linear Schrödinger (NLS) equation that results from re-
ducing the NLCM equations using the multiple scale 
analysis. The relation between the NLSE and the more 
general CME description, which was discussed earlier 
[28], is important. Gap solitons are obtained from the 
NLCM equations and their spectra lie within the pho- 
tonic bandgap structure. There is another class of solitons 
called Bragg solitons obtained from the NLS equations 
whose frequencies fall close to, but outside, the band 
edge of the photonic bandgap. Generally speaking, the 
gap solitons are the special class of Bragg solitons.  

For the first time, Chen and Mills [12] have analyzed 
the properties of these gap solitons in nonlinear periodic 
structure. Thereafter, Sipe and Winful published analyses 
showing that these “gap-solitons” are not only funda-
mental solutions in the weak-field regime but could be 
detected as propagating solutions in structures of finite 
length [14]. The general gap soliton solutions to the cou-
pled mode equations were first obtained in a limiting 
case by Christodoulides and Joseph [16]. The solutions 
were first reported in their most general form by Aceves 
and Wabnitz [17]. Aceves and Wabnitz appoint parame-
ters to form gap solitons in fiber Bragg grating, and the 
unique dispersion relation of the fiber grating, and the 
corresponding solitons, allows in theory all velocities 
from zero to the speed of light in the bare fiber. Their 
starting point is the massive Thirring model(MTM), and 
quantitative description of gap solitons employs cou-

pled-mode theory, leading to the nonlinear coupled-mode 
equations [16,17]. At same time, Sipe and de Sterke ex-
amined, in further publications [27–29], the pulse trans-
mission behavior as a function of both pulse energy and 
detuning from the Bragg resonance. Among the contribu-
tions of de Sterke, Sipe and others was a rigorous devel-
opment of coupled-wave and multiple-scales approxima-
tions as well as the description of numerical methods [30] 
suitable for examining the regimes of instability of these 
structures. In a word, Sipe and Winful [14], Christo-
doulides and Joseph [16], Aceves and Wabnitz [17], and 
Winful et al. [31] have obtained the analytical solutions 
for the grating solitons. These solitons in FBGs have 
been extensively reviewed in [19,32]. Comprehensive 
analyses of Bragg solitons stability have also been re-
ported [33,34]. Still other generalizations have been dis-
cussed by Feng and Kneubuhl [35] and by Feng [36]. In 
order to better simulate experimental conditions, Brod-
erick, de Sterke and Jackson presented a method of nu-
merically modeling periodic structures having optical 
nonlinearities [37]. Other important extensions and gen-
eralizations include a series of papers by Aceves and 
coworkers extending many of these principles to wave- 
guide arrays [38]. 

Inverse scattering transform (IST) is currently the 
standard analytical technique for obtaining the soliton 
solution for the homogenous NLSE [39,40]. IST has 
been used to solve the two-dimensional space-time 
NLSE with initial-boundary conditions and coupled 
NLSE in the form of fundamental and higher-order soli-
tons [39]. To our knowledge, no other analytical method 
has been published besides the IST for solving the NLSE 
systems. Another method can be described as effective 
particle pictures EPP’s, since they represent the continu-
ous field distribution as a point particle with a limited 
number of degrees of freedom. The key difference be-
tween the NLSE and NLCME’s is that the NLSE is inte-
grable, whereas NLCME’s are not [37], hence that an 
EPP would be more accurate in that case [42–46]. How-
ever, previously, gap soliton propagation in the presence 
of uniform gain and loss was succesfully treated using an 
EPP [43,47] method, which was also used by Capobi-
anco et al. to treat propagation between two quadratically 
nonlinear materials [48]. One method to analyze deep 
gratings is using Bloch wave solutions as the fundamen-
tal waves. Actually the modulation of a single Bloch 
wave is known to obey the nonlinear Schrödinger equa-
tion in Kerr optical media [13,49,50], and its fundamen-
tal soliton corresponds to gap solitons in this geometry. 
Note that the Bloch function formalism has the feature 
that the linear system needs to be solved first, and the 
nonlinearity is then considered as a perturbation which 
can be treated in a variety of approximations. A different 
formalism developed for linear gratings only to treat 
deep gratings was reported by Sipe et al. [51]. The linear 
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properties are therefore not obtained exactly, but in terms 
of an asymptotic series, only a few terms of which are 
retained. Nonetheless, the method leads naturally to 
low-order corrections to the coupled mode equations for 
shallow gratings. Then, one may expect that the model 
may give rise to two qualitatively different families of 
gap solitons: low-frequency ones, in which the 
self-focusing (cubic) nonlinearity is balanced by the dis-
persion branch with a sign corresponding to anomalous 
dispersion, and high-power solitons, supported by the 
balance between self- defocusing (quintic) nonlinearity 
and the normal branch of the dispersion. The simplest 
model of this type may be based on the cubic-quintic 
(CQ) nonlinearity that has recently attracted considerable 
attention, as the combination of the SF cubic and SDF 
quintic terms prevents collapse and makes it possible to 
anticipate the existence of stable solitons [52–60]. Atai 
and Malomed introduced the quintic nonlinearity into the 
NLCM equations and investigated two different families 
of zero-velocity solitons. One family was the usual 
Bragg grating solitons supported by the cubic nonlinear-
ity. The other family was named as twotier solitons sup-
ported by the quintic nonlinearity [26]. In fact, in the 
cubic model, the final soliton retains only 11.6% of the 
initial energy, while the energy-retention share in the 
cubic-quintic model is 92.4% [59]. 

3. Experimentation and Applications 

Recently conducted experiments have provided strong 
evidence for the existence of the grating solitons in FBGs 
[61–66]. To our knowledge, it was Larochelle, Hihino, 
Mizrahi and Stegeman [67] who were the first to report 
(in 1990) an experimental investigation of the optical 
response of nonlinear periodic structures. They employed 
an optical Kerr-effect cross-phase modulation in fiber 
gratings to achieve switching of a probe beam by a con-
trol beam.The first detailed experimental observation of 
all-optical switching dynamics in a nonlinear periodic 
structure was reported by Sankey, Prelewitz and Brown 
in 1992 [68]. Experimental observations of nonlinear 
grating behaviour are limited, principally by the diffi-
culty in getting sufficiently high power densities within 
the core of a FBG in a suitable spectral and temporal 
range. In order to reduce the nonlinear threshold for gap 
soliton formation one can use the somewhat weaker dis-
persive properties of FBGs outside of the band gap. An 
investigation of nonlinear pulse propagation in uniform 
fiber gratings was published by Eggleton et al. in 1996 
[61].In this report, the Bragg solitons are most easily 
generated in the laboratory travel at 60–80% of veocity 
of light in fiber absence of grating [61,64]. This was fol-
lowed by further reports from the same group, which 
both refined the experimental technique and broadened 
the experimental understanding of the dynamics of pulse 

propagation in periodic structures [65]. In their initial 
experimental observations of Bragg solitons [61,62,64], 
the agreement between the experiments and the numeri-
cal calculations was qualitative. However, stationary (or 
nearly stationary) gap solitons have not been observed 
yet. Subsequently, the Southhampton group [69] first 
demonstrated switching at the important optical commu-
nication wavelength of 1550 nm, and in doing so have 
confirmed certain key aspects of the physics of pulse 
propagation in nonlinear periodic structures. We now 
understand that a Bragg soliton need not be centered near 
the Bragg resonance--indeed, some very interesting 
propagation effects occur rather far from the band edge. 
Experimental studies of BG solitons were further devel-
oped including, in particular, formation of multiple BG 
solitons inRefs [42]. Broderick et al. also report the first 
experimental demonstration of a novel type of all-optical 
pulse compression [71]. It is significant experimentation 
that Taverner et al. [42,70] reported the first observation 
of gap soliton generation in a Bragg grating at frequen-
cies within the photonic bandgap. Furthermore the sets of 
experiments were performed in relatively short gratings. 
Thus, in these experiments, pure soliton propagation ef-
fects are difficult to distinguish from effects due to soli-
ton formation. The occurrence of modulational instability 
(MI) in fibers had been first suggested by Hasegawa and 
Brickman [72] and experimentally verified by Tai et al. 
[73]. The effects of MI which occurs when a perturbed 
continuous wave experiences an instability that leads to 
an exponential growth of its amplitude or phase during 
the course of propagation in optical fibers due to an in-
terplay between the nonlinearity and group velocity dis-
persion (GVD) act in opposition. THE studies on modu-
lational instability (MI) have some impacts on solitons 
[8,74,75].  

The researchers recently have realized the potential 
applications of these solitons in fiber Bragg grating for 
all-optical switching [67,76,77], pulse compression 
[69,71,78], limiting [80], and logic operations [81,84], 
also promising for the fiber-sensing technology [79], 
especially important for the optical communication sys-
tems [78,82]. One would hope to achieve zero velocity 
by a clever tailoring of the Bragg grating. This research 
goes beyond its intellectual value; all optical buffers and 
storing devices can be based on such fibers. About logic 
operations, for the first time to our knowledge, an all- 
optical ‘AND’ gate based on a configuration proposed by 
S. Lee and S.T. Ho [84]. The operation of the gate relies 
on the formation and propagation of coupled gap solitons 
by two orthogonally polarised high intensity input beams 
incident within the bandgap of a FBG [81]. Recently 
Nuran Dogru was pursueing for the hybrid soliton pulse 
source (HSPS) developed as a pulse source for the soli-
ton transmission system [88–92]. In a Bragg grating 
SPM results in the transmission being bistable with one 
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state (high power) having a transmission of unity while 
in the other (low power) the transmission is vanishingly 
small [31]. For strong optical pulses this behavior can 
result in all-optical switching. The all- optical switching 
of a fiber Bragg grating (FBG) was first seen by La-
Rochelle et al. in 1990 [67] using a self-written grating 
centered at 514 nm. In their experiment the probe beam 
was centered on the grating, while the pump beam had a 
wavelength of 1064 nm. It was in this vein that Radic, 
George and Agrawal suggested the use of l/4 phase- 
shifted gratings for use in optical switching [77]. Ju Han 
Lee [85–87] demonstrate the use of a superstructured 
fiber Bragg grating obtain more optimal operation of 
nonlinear all-optical switches [85], all-optical modula-
tion and demultiplexing systems [86], tunable optical 
pulse source [87]. In long distance communications, that 
a third-order nonlinear effect is together with anomalous 
dispersion, can result in the formation of bright temporal 
optical solitons. Beacause of the shape-preserving prop-
erty of the bright and dark solitons, they have received 
considerable attention from optical communication in-
dustries. Solitons are particularly desirable for dtra-long 
distance communication system and high-bit-rate fiber 
communications. A challenging possibility is to use fiber 
gratings for the creation of pulses of slow light, which is 
a topic of great current interest. A possible way to trap a 
zero-velocity soliton is to use an attractive finite-size or 
local defect [83] in BG. The interaction of the soliton 
with an attractive defect in the form of a local suppres-
sion of BG was studied recently in Refs [78,79]. 

4. Conclusions 

My attempt on this article is to give a survey and update 
some of fiber Bragg grating solitons. There have been 
two papers for summarizing to Bragg solions [93] and 
gap solitons [20], gave readers insight into a series of 
working methods and results before these generalize. 
Clearly grating solitons have played an important role in 
past and ongoing nonlinear optical research in fiber 
Bragg grating, and we believe fiber Bragg grating solions 
to have their greatest impact in the years to come. 
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Abstract: Particle filtering (PF) has been widely used in solving nonlinear/non Gaussian filtering problems. 
Inferring to the target tracking in a wireless sensor network (WSN), distributed PF (DPF) was used due to the 
limitation of nodes’ computing capacity. In this paper, a novel filtering method—asynchronous DPF (ADPF) 
for target tracking in WSN is proposed. There are two keys in the proposed algorithm. Firstly, instead of 
transferring value and weight of particles, Gaussian mixture model (GMM) is used to approximate the poste-
riori distribution, and only GMM parameters need to be transferred which can reduce the bandwidth and 
power consumption. Secondly, in order to use sampling information effectively, when target moving to the 
next cluster head region, the GMM parameters are transfer to the next cluster head, and combine with the 
new local GMM parameters to compose the new GMM parameters incrementally. The ADPF can also deal 
with the situation of different number of nodes in different cluster when using the dynamic cluster structure. 
The proposed ADPF is compared to some other DPF for WSN target tracking, and the experimental results 
show that not only the precision is improved, but also the bandwidth and power is reduced. 
 
Keywords: WSN, target tracking, asynchronous distributed particle filtering 
 

1. Introduction 

One of the major goals of WSN is to detect and track 
changes. The problem concerned is performing on-line 
state estimation for multi-dimensional signals that can be 
modeled using markovian state-space models that are 
nonlinear and non-Gaussian, Particle filter is one of the 
widely used tracking algorithms in non-linear/ Gaussian 
dynamic systems. When using such algorithm in sensor 
networks the energy cost related to computation in each 
sensor node and communication between sensor nodes is 
significant. Currently there are several distributed parti-
cle filters [1–3], in which the distributed nature is 
achieved by either transmitting local statistics of particles 
to a centralized unit or using the parameters passing me- 
thod. Transmitting local statistics of particles to a cen-
tralized unit is not an efficient approach. Failure of the 
centralized unit is vital to the entire network. In the pa-
rameters passing method, the algorithms construct a path 
through the networks, which passes through all nodes. 
Global statistics of particles are accumulated by adding 
local statistics in each node through a forward pass. Then 
there needs a backward pass, which runs the important 
sampling and selection steps in each sensor node by us-
ing the accumulated global statistics. 

In this paper, a novel filtering method – asynchronous 
DPF (ADPF) for target tracking in WSN is proposed. 
There are two keys in the proposed algorithm. Firstly, 
instead of transferring value and weight of particles, 

Gaussian mixture model (GMM) is used to approximate 
the posteriori distribution, and only GMM parameters 
need to be transferred which can reduce the bandwidth 
and power consumption. Secondly, in order to use sam-
pling information effectively, when target moving to the 
next cluster head region, the GMM parameters are trans-
fer to the next cluster head, and combine with the new 
local GMM parameters to compose the new GMM pa-
rameters incrementally. Because of computing asyn-
chronously, this process can be regarded as ADPF. 

The remaining of the paper is organized as follows: a 
brief description of PF and DPF in WSN are presented in 
Section 2. The details of the new PF this paper proposed 
– ADPF is presents in Section 3. In Section 4 the pro-
posed algorithm is compared to other DPFs and finally, 
we give some concluding remarks in Section 5. 

2. Tracking in WSN 

Issues considered in this paper is tracking a moving tar-
get based on position measurements from multiple dis-
tributed sensors. 

2.1 Target Motion Model 

The target motion model used in this paper is the same as [4]: 

1( ) , 1, 2, ...k k kx f x Gv k        (1) 

where the target state vector [ , , , , ]T
kx x x y y w   , consist 

of the position, velocity and the turn rate; ~ (0, )k kv N Q  
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2.2 Target Motion Model 

In this paper, measurements of range and bearing are 
given by [5]: 

( ) , 1,2,...,i
k k kz h x w i N            (4) 

with 

2 2

1
( )

tan ( )

k k

k
k

k

x yri
h x ybi

x


            
          (5) 

And white measurement noise ~ (0, )i i
k kw N R . 

3. Basic PF and DPF in WSN 

3.1 Basic Particle Filter 

In the bayes filtering framework, the posterior distribu-
tion is updated recursively over the current state xt given 
all observations 1{ }t

t i iZ z   up to and including time t as 
follows[6]: 

1 1 1 1( | ) ( | ) ( | )t t t t t t kp x Y p x x p x Y dx           (6) 

1

1

( | ) ( | )
( | )

( | )
t t t t

t t
t t

p y x p x Y
p x Y

p y Y





         (7) 

1 1( | ) ( | ) ( | )t t t t t t kp y Y p y x p x Y dx         (8) 

Using Monte Carlo sampling points, particle filter 
executes the filtering process by generating weighted 
sampling points of state variances recursively. Generic 
particle filter algorithm can be found in [4]. 

3.2 Distributed Particle Filter in WSN 

Particle filter has been widely used in target tracking. In 
WSN, the information transferred between nodes and the 
computing process in nodes are limited due to the re-
striction of power, computing capacity and bandwidth, so 

some changes must be conducted in particle filter in or-
der to use it in WSN target tracking. The main idea of 
distributed particle filter is to deal with the computation 
at different sensor rather than at a central unit. 

One typical DPF is the forward-backward type of dis-
tributed particle filter [6], which may be the first DPF for 
WSN. Supposing K nodes in WSN, and N particles for 
each node, in this algorithm, firstly, it is assumed that 
measurements at sensor are independent with each others, 
and in the particle filtering process, the likelihood 

( | )t tp y x can be approximated by a parametric model 

1( | ) ( ; | )k K
t t t t kp y x L x   . Secondly, only a single commu-

nication chain exists from node 1 to node k, with any 
node i in the interior of the chain communicating only 
with nodes i-1 and i+1. In the initialization step, each 
node samples N particles from 0( )p x . At time t, Node i 
sample from its importance distribution to generate N 
particles. Node i calculates the value of its likelihood for 
each one of these particles for the current observ 

ation and then trains the model ( )
1{( , ( ;{ } )j k i

t t t kx L x p 
 

( )
1( | ))}k j N

t t jp y x  . The parameters 1{ }k i
t k  are then appro-

priately quantized and transmitted to node i+1 in the 
chain. In the next phase of this algorithm, the estimated 

parameters 1{ }k K
t k   are propagated back along the 

communication chain. And each node uses the parame-
ters to calculate estimates of likelihood for its samples 

( )
1{ }j N

t jx  , which will be used to calculate the importance 
weights of particles. In the mentioned process above, it is 
assumed that the sensors act synchronously and record 
their measurements at the same time. So it can be re-
garded as synchronously particle filter. 

There is complicated training process in this algorithm, 
and all nodes compute synchronously during target 
tracking. One simple idea is to transfers value and weight 
of particles directly between nodes and represents the 
posterior distribution. But there are N particles in each 
node and the transferred bits will be very large, so the 
posterior distribution of particle filter is assumed to be a 
GMM with C mixture probabilities. [2] is such type of 
DPF. In this algorithm, firstly, the WSN is divided into a 
series of group misrelated, and a single particle filter 
runs in each group. Through the head of current group, 
parameters of filter are transferred to the next head and 
update the posterior distribution. On the last group of 
sensors target tracking was estimated. As need transfer 
number of value and weight of particle, in this algorithm, 
low dimension GMM is used to approximate the likeli-
hood distribution of DPF. To implement a distributed 
particle filter (DPF), particles and weights are distributed 
over entire network. Each sensor should maintain N par-

ticles 
( )

,
n

m kx and weights
( )

,
n

m kw . The posterior distribution of 
particle filter is assumed to be a GMM with C mixture 
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probabilities. For each unobserved state yc, observation 
zm, k follows a Gaussian distribution with mean μc and 
variance c : 

1
, ,

1
( ) ( )

2
,

1
( | , )

2

T
m k c c m k cz z

m k c c

c

p z e
 




   
 

 (9) 

The Gaussian mixture distribution for observation 

,m kz  is: 

, , ,( | ) ( | , )m k m c m k c cp z p z         (10) 

where θ is the set of the distribution parameters to be 

estimated,  , , , ; 1,..., , 1,...,m c c c c C m M      . 

Assume all observed data from all nodes are sent to a 
centralized unit where a standard EM algorithm is used 
to estimate the parameter set θ . The log-likelihood for 
the observed data satisfies: 
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1 11 1
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1 1

( | ) log ( | ) ( | )

( | , )

M k M k

m j m j
m jm j
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m c m k c c
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  

 

  

 

 

 




(11) 

4. Asynchronous Distributed Particle Filter 

4.1 Dynamic Cluster Structure 

In some former DPF, the cluster structure is fixed. In the 
ADPF, dynamic cluster structure is used. Supposing all 
nodes have the same detecting capacity, choose one 
cluster head, forming all nodes in the range of sing-hop 
of cluster head into a cluster, and this cluster head is used 
to deal with the sampling data and get local estimation. 
Supposing C is the max distance of sing-hop communi-
cation, R is the max range of detecting, and D is the dis-
tance of cluster head and other node. When target enter-
ing into the detecting region of WSN, and the number of 
node already detecting the target is over a predefined 
threshold, choose the nearest node as the cluster head. 
Forming the cluster and recall all nodes in this cluster. 
Following the movement of target, some nodes in the 
cluster will be out of the detecting region. If the number 
of nodes out of the detecting region is over a predefined 
threshold or D+C>R, choose a new cluster head and 
construct a new cluster. Otherwise predict the new loca-
tion of target using filtering algorithms.  

4.2 Gaussian Mixture Model Using EM 

Using EM algorithm, the parameters of Equation 7) can 
be calculated. Given observation z and current parameter 
set t where t is the time step between two consecutive 
sensor observations at k and k+1, the conditional expec-

tation of joint distribution ( , | )p z y  is defined as: 

, ,
1 1 1

, , ,
1 1 1

( , ) log[ ( , | ))] ( | , )

log[ ( | , )] ( | , )

C M k
t t

m k c c m j
c m j

C M k
t

m k m k c c c m j
c m j

Q p z y p y z

p z p y z

   

  

  

  








    

Detail information about the Gaussian mixture model 
using EM algorithm can be found in [6]. 

4.3 Asynchronous Updating GMM Parameters 

When running DPF in WSN asynchronously using GMM 
approximate posterior distribution, after getting into the 
new cluster region, former sampling information will be 
lost. Here propose a new GMM incrementally updating 
algorithm using PCA concept. 

Supposing m0 nodes in the first cluster, each node 
send its parameters ,[ , , ]T

m c c c    to the first cluster 
head, and compose the parameters matrix 0 1 0[ ,... ]nP   . 
It will be used to approximate the posterior distribution 
and transfer to the next cluster head. 

Supposing the former cluster is the (i-1)th cluster with 
ni-1 sensors, parameters matrix is Pi-1, the current cluster 
is the ith cluster with ni sensors, parameters matrix is 

iP . 1iP and iP are the raw average vectors of 1iP  and 

iP . 

decomposing iP with SVD: 

T
iP U V                 (12) 

and denote iP  as the row average vector of iP . 

Using the iP and 1iP  to compose a new matrix 
*

1[ , ]i i iP P P , decomposing it with SVD: 

*
1[ , ] T

i i iP P P U V              (13) 
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*( * )T
iy ixP P I U U  , calculate the QR decomposing of 

iyP : ( )iz iyP QR P . Using TV , U , ixP and izP  to compose 

the matrix iP : 

* *

0 * ( * )
ix

i T T
iy ix

ff V UT P
P

P P I U U

 
    

       (15) 

where ff is the forgotten factor with value in the range of 
[0, 1]. It indicates the weights of last parameters in the 
current computing time. In this experiment, the ff is set 
to 0.8. 

Calculating SVD of iP : 
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5. The Simulation Experiments 

In order to test the proposed algorithm, the ADPF is 
compared to the DPF algorithms in [1] and [2]. Experi-
mental results are shown in Figure 1–Figure 2 and Table 
1. All results are the means of 100 runs. 

As shown in the experimental results, it is clear that, 
the proposed ADPF has better performance than other 
two typical DPF algorithms. It can be explained as the 
proposed algorithms can use the sampling information as 
incremental updating GMM parameters more effectively. 

6. Conclusions 

Synchronous DPF and GMM parameters transferred 
DPF have their own disadvantages which limit their us-
ing range. In this paper, a novel filtering method – asyn-
chronous DPF (ADPF) for target tracking in WSN is 
proposed. With incremental updating GMM parameters, 
ADPF can use the sampling information effectively. And 

ADPF can also deal with the situation of different num-
ber of nodes in different cluster when using the dyna- 
mic cluster structure. Simulation result shows that ADPF 
has better performance than other two typical DPF   
algorithms. 
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Abstract: Cryptographic systems are the most widely used techniques for information security. These systems 
however have their own pitfalls as they rely on prevention as their sole means of defense. That is why most of 
the organizations are attracted to the intrusion detection systems. The intrusion detection systems can be broadly 
categorized into two types, Anomaly and Misuse Detection systems. An anomaly-based system detects com-
puter intrusions and misuse by monitoring system activity and classifying it as either normal or anomalous. 
Misuse detection systems can detect almost all known attack patterns; they however are hardly of any use to de-
tect yet unknown attacks. In this paper, we use Neural Networks for detecting intrusive web documents avail-
able on Internet. For this purpose Back Propagation Neural (BPN) Network architecture is applied that is one of 
the most popular network architectures for supervised learning. Analysis is carried out on Internet Security and 
Acceleration (ISA) server 2000 log for finding out the web documents that should not be accessed by the unau-
thorized persons in an organization. There are lots of web documents available online on Internet that may be 
harmful for an organization. Most of these documents are blocked for use, but still users of the organization try 
to access these documents and may cause problem in the organization network. 
 
Keywords: intrusion detection system, neural network, back propagation network, anomaly detection,  

misuse detection 
 

1. Introduction 

The information is the most important resource that 
must be managed efficiently. Besides management, its 
protection is also very important as it may lead to eco-
nomic losses in today’s electronic environment. For 
example, we can control our bank accounts from almost 
anywhere in the world using a suitable network, such as 
satellite and cellular phone networks to interact with the 
bank representatives, or the specialized wired ATM 
networks and the Internet for online banking services. 
The services supported by networks are very much 
useful and efficient, but these can be subverted by un-
scrupulous elements for their own benefits. So, suitable 
mechanism needs be employed to protect the informa-
tion. In a survey of fraud against auto teller machines 
[1], it is reported that the patterns of fraud depends on 
those who were responsible for implementing and man- 
aging the systems. In USA, if a customer disputes a 
transaction, this is the responsibility of the bank to 
prove that the customer is mistaken or lying. This 
forced the US banks to protect their systems properly. 
But, in Britain, Norway and the Netherlands, the burden 
of proof lies on the customer. The bank is right if the 

customer could not prove it wrong. That is why the 
banks in these countries became careless. Eventually, 
epidemics of fraud demolished their satisfaction and in 
the meanwhile the US banks suffered much less fraud. 
Though they spent less money on security than their 
European counterparts, yet they spent it more effec-
tively [2]. A different kind of incentive failure was also 
seen in early 2000 with distributed denial of service 
attacks against a number of high profile websites. 
Those attacks exploited a number of weak machines to 
launch a large coordinated packet flood at a host. Since 
many of them flooded the victim at the same time, the 
traffic was more than the host could handle. Further-
more, because it came from many different sources, it 
could be very difficult to stop. Varian [3] discusses 
different kind attacks and their effects. The suggestions 
made in [3] are: the costs of distributed denial-of-service 
attacks should fall on the operators of the networks 
from which the flooding traffic originates. And assign 
legal liability to the parties that are best able to manage 
the risk as they will develop expertise for computer 
security and provide the required services to their cli-
ents. In next section we review the intrusion detection 
systems. 
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2. Early Intrusion Detection System 

An intrusion occurs when an attacker gains unauthorized 
access to a valid user’s account and performs disruptive 
behavior while masquerading as that user. The attacker 
may harm the user’s account directly or can use it to 
launch attacks on other accounts or machines. In such 
scenario a useful method to detect it is to develop “pat-
terns” of users of a computer system. The early intrusion 
detection efforts used to do manual review of a system 
audit trail that was inefficient approach as many systems 
did not collect enough data to provide an audit trail, or 
failed to protect the data against modification. Studies in 
[4] show that nearly all large corporations and most me-
dium-sized organizations have installed some form of 
intrusion detection tool. In [5], the misuse detection 
methods using mobile agents are discussed. The methods 
to detecting intrusions can be anomaly detection or mis-
use detection. Misuse detection is mainly suitable for 
reliably detecting known patterns, but they are hardly of 
any use yet unknown attack methods. The mobile agents 
provide computational security by constantly moving 
around the Internet and propagating rules to solve misuse 
detection. The paper [6] discusses an Intrusion Detection 
System (IDS) architecture integrating both anomaly and 
misuse detection approaches. This architecture consists 
of three main modules: an anomaly detection module, a 
misuse detection module, and a decision support system 
module. The anomaly detection module uses a Self-Or-
ganizing Map (SOM) structure to model normal behavior 
and any deviation from the normal behavior is consid-
ered as an attack. The misuse detection module uses J.48 
decision tree algorithm to classify different types of at-
tacks. The decision support system analyzes and inter-
prets the results for interpreting the results of both anom-
aly and misuse detection modules. In [7], strict anomaly 
detection method is discussed that uses the neural net-
works to a great effect. Now we review the important 
approaches used in the intrusion detection systems. 

2.1 Rule Based Intrusion Detection Systems   

The basic assumption in the rule-based intrusion detec-
tion systems is that the intrusion attempts can be charac-
terized by sequences of user activities that lead to com-
promised system states and based on that they predict 
intrusion. These systems fire rules when audit records or 
system status information begins to indicate illegal activ-
ity. Two major approaches are followed in rule-based 
intrusion detection: state-based and model-based ap-
proach. In the former, the rule base is codified using the 
terminology found in the audit trails and Intrusion at-
tempts are the sequences of system state as defined by 
audit trail information leading from an initial and limited 
access state to a final compromised state [8]. In the later, 
the known intrusion attempts are modeled as sequences 

of user behavior. The intrusion detection system itself is 
responsible for determining how an identified user be-
havior may manifest itself in an audit trail. These sys-
tems have many benefits, such as large data processing, 
more intuitive explanations of intrusion attempts, and 
prediction of future actions. The rule-based systems 
however have some limitations. They lack flexibility in 
the rule-to-audit record representation. Slight variations 
in an attack sequence can affect the activity-rule com-
parison up to that extent that the intrusion may not be 
detected. While increasing the level of abstraction of the 
rule-base does provide a partial solution to this weakness, 
it also reduces the granularity of the intrusion detection 
device. A number of non-expert system-based ap-
proaches to intrusion detection have been discussed in 
[9–12]. Most current approaches to detecting intrusions 
utilize some form of rule-based analysis. Expert systems 
are the most common form of rule-based intrusion detec-
tion approaches [13–16]. An Expert system consists of a 
set of rules that encode the knowledge of a human “ex-
pert”. These rules are used by the system to make con-
clusions about the security-related data from the intru-
sion detection system. Unfortunately, the expert systems 
require frequent updates to remain current. While the 
expert systems offer an enhanced ability to review audit 
data, the required updates may be ignored or performed 
infrequently by the administrator. At a minimum, this 
leads to an expert system with reduced capabilities. At 
worst, this will degrade the security of the entire system 
by causing the system’s users to be mislead into believ-
ing that the system is secure, even as one of the key 
components becomes increasingly ineffective over the 
time.  

2.2 Network-Based and Host-Based Intrusion 
Detection Systems  

A network-based intrusion detection system (NIDS) ob-
serves the traffic at specified points in the network and 
then checks that traffic packet by packet in real time to 
detect intrusion patterns. It can examine the activity at 
any layer of the network such as network layer, transport 
layer, and application layer protocol. The network-based 
systems are generally best at detecting the unauthorized 
outsider access and bandwidth theft/denial of service. 
When an unauthorized user logs in successfully, or at-
tempts to log in, they are tracked with host-based IDS. 
However, detecting the unauthorized users before their 
logon attempt is best accomplished with network-based 
IDS. The packets that initiate bandwidth theft attacks can 
best be noticed with use of network-based IDS. Some of 
the network-based IDS are Shadow, Dragon, NFR, Re-
alSecure, and NetProwler. 

Host-based Intrusion Detection systems are first of 
IDSs developed and implemented. They collect and ana-
lyze the data originated on a computer that provides a 
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service, such as web server. After collecting the data 
from a given computer, it is analyzed. One example of 
the host-based system is programs that operate on a sys-
tem and receive application or operating system audit 
logs. These programs are highly effective for detecting 
insider abuses. Residing on the trusted network systems 
themselves, they are close to the network’s authenticated 
users. If one of these users attempts an unauthorized ac-
tivity, the host-based systems usually detect and collect 
the most pertinent information in the quickest possible 
manner. In addition to detecting unauthorized insider 
activity, the host-based systems are also effective at de-
tecting unauthorized file modification. The host-based 
IDSs are Windows NT/2000 Security Event Logs, 
RDMS audit sources, Enterprise Management systems 
audit data (such as Tivoli), and UNIX Syslog in their raw 
forms.  

Graph-Based Intrusion Detection System (GrIDS) [17] 
uses a graphical representation to monitor the activity of 
entire network. EMERALD eXpert-BSM, a real-time 
forward-reasoning expert system, uses a knowledgebase 
to detect multiple forms of system misuse [18]. In [19], a 
technique is discussed for detecting intrusions at the 
level of privileged processes. It is reported that short 
sequences of system calls executed by running programs 
are a good discriminator between normal and abnormal 
operating characteristics of several common UNIX pro-
grams. Analyzing the system calls made by a program is 
a reasonable approach to detect intrusions based on pro-
gram behavior profiles [20].  

2.3 Neural Network Based Intrusion Detection 
Systems  

The neural network based intrusion detection systems 
have the ability to be trained and learn patterns in a given 
environment, which can be used to detect intrusions by 
recognizing patterns of an intrusion. The Artificial Neu-
ral Network based methods for intrusion detection are 
quite popular. Recently an investigation on the unsuper-
vised neural network models and choice for most appro-
priate one among them for evaluation and implementa-
tion is discussed in [21]. These can be used for both 
host-based and network based intrusion detection sys-
tems. For the success of IDS is the failure of firewalls to 
prevent many security intrusions. The intrusion detection 
systems can detect many of them that slip through fire-
walls. Many Anomalies based and Misuse based intru-
sion detection techniques have been designed to detect 
the abnormal behavior exhibited by the user in [22–27]. 
Artificial neural networks have been suggested as alter-
natives to the statistical analysis [28–30]. Statistical 
Analysis involves statistical comparison of current even- 
ts to a predetermined set of baseline criteria. Neural net-
works are specifically discussed to identify the typical 
characteristics of system users and identify statistically 

significant variations from the user’s established behav-
ior. Artificial neural networks have also been discussed 
for use in the detection of computer viruses. In [31], 
neural networks are discussed as statistical analysis ap-
proaches in the detection of viruses and malicious soft-
ware in computer networks. The neural network intrusion 
detection (NNID) system [32] uses neural networks to 
predict the next command a user will enter based on pre-
vious commands. Now we discuss our neural network 
based intrusion detection system. 

3. Audit Logs Analysis Using Neural Networks 

In this work, we collect the data from the ISA 2000 Web 
Access Log to analyze for possible intrusion attacks us-
ing the neural networks and then use the back propaga-
tion neural (BPN) network model for analyzing the input 
data. Different numbers of hidden layers are considered 
in the PBN algorithm.  

3.1 ISA 2000 Web Access Log Analysis  

Internet bandwidth is consumed by a variety of internet 
application protocols. The most popular application layer 
protocol that accesses Internet resources is the HTTP 
protocol. It is used to access the resources on the World 
Wide Web. Although bandwidth cost per-kilobyte or 
per-megabyte has come down over the years, yet the 
amount of bandwidth consumed by users on the campus 
network increases year after year. HTTP connections to 
Internet resources not only lead to increase in bandwidth 
usage, they also reduce the amount of bandwidth avail-
able on the Internet link for other important protocols 
and applications, such as SMTP, POP3 and VPN. In or-
der to provide the desired data resources to users, it is 
stored at different locations using some kind of servers. 
To further help the user in computer network environ-
ment, proxy servers are employed. A proxy server is a  
server (a computer system or an application program) 
which provides the services to user requests by making 
requests to other servers. A user connects to the proxy 
server, requesting a file, connection, web page, or other 
resource available from a different server. In an enter-
prise that uses the Internet, a proxy server is a server that 
acts as an intermediary between a workstation user and 
the Internet so that the enterprise can ensure security, 
administrative control, and caching service. It can re-
ceive a request for an Internet service (such as a Web 
page request) from a user. On clearing filtering require-
ments, the proxy server, assuming it is also a cache- 
server, looks in its local cache of previously downloaded 
Web pages. If the desired pages are there, it returns them 
to the user without needing to forward the request to the 
Internet. In case the required pages are not in the cache, 
the proxy server, acting as a client on behalf of the user, 
uses one of its own IP addresses to request the pages  
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Table 1. Attributes in ISA server 2000 log file 

Field name Description 

c-ip The Internet Protocol (IP) address of the requesting client. 

cs-username 
The account of the user making the request. If ISA Server access control is not being used, ISA Server uses Anony-

mous. 

c-agent 
The name and version of the client application sent by the client in the Hypertext Transfer Protocol (HTTP) 

User-Agent header. 

date The date on which the logged event occurred. 

time The local time when the logged event occurred. 

r-host The domain name for the remote computer that provides service to the current connection. 

r-ip The network IP address of the remote computer that provides service to the current connection. 

r-port The reserved port number on the remote computer that provides service to the current connection. 

time-taken The total time, in milliseconds, that is needed by ISA Server to process the current connection 

cs-bytes The number of bytes sent from the remote computer and received by the client during the current connection. 

sc-bytes The number of bytes sent from the client to the remote computer during the current connection. 

cs-protocol 
The application protocol used for the connection. Common values are http for Hypertext Transfer Protocol, https for 

Secure HTTP, and ftp for File Transfer Protocol. 

s-operation The HTTP method used. Common values are GET, PUT, POST, and HEAD. 

cs-uri The URL requested. 

s-object-source 
The type of source that was used to retrieve the current object. A table of some possible values is provided in Object 

Source Values. 

sc-status 
A Windows (Win32) error code (for values less than 100), an HTTP status code (for values between 100 and 1,000), a 

Winsock error code (for values between 10,004 and 11,031), or an ISA Server error code. 

 
from the server out on the Internet. When the pages are 
received, the proxy server forwards them onto the user. 

3.2 ISA Server 2000 Web Access Log  

Internet Security and Acceleration (ISA) Server 2000 can 
help in reducing overall bandwidth usage and cost by 
caching Web contents on the ISA Server 2000. We use 
Microsoft ISA Server 2000 log to monitor and analyze 
the status of the Web proxy requests to find out the 
documents that are worthless in an organization. Table 1 
shows the attributes used in ISA Server 2000 Log file. 

3.3 Experiment  

The input data is collected in terms of above mentioned 
attributes. Table 2 contains the values of the input data.  

The data shown in Table 2 is not a valid input pattern 

for BPN. Before providing the data for training to the 
BPN, it needs be converted in the valid pattern. We per-
form the following steps for making a valid input for 
BPN.  
 Select the ip address part of the destination web 

server and convert it in the integer number without de-
limiter. For example, the ip 216.239.63.83 is converted 
into 2162396383. This is a long number which in itself is 
not a valid input pattern for BPN.  
 Normalize the input pattern in real numbers. After 

normalization the input data pattern is shown in Table 3. 
First column shows the normalized ip addresses and the 
second column shows 1 as valid ip address and 0 as in-
valid ip addresses.  
 Train the BPN for this input pattern by taking dif fer-

entnumber of hidden layers. We use 2, 5 and 10 hidden 
layers. The number of epochs is taken as 50,000. Results 
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Table 2. ISA server 2000 web access log 

c-ip 
cs-user- 
name 

c-agent date time r-host r-ip r-port
Time 

-ta 
cs- 

bytes 
sc- 

bytes 
cs- 

protocol
s-op- 

eration 
cs-uri 

s-objece
-source 

sc- 
stauts 

10.0.4.36 anonymous Mozilla/4 12/14/2006 7:01.41 Images3.0 72.14.209 80 797 796 3053 http GET http://image VCache 30 

10.0.4.46 Anonymous Mozilla/5 12/14/2006 7:01.41 www.orku 72.14.209 80 797 981 253 http GET http://www Inet 30 

10.0.4.46 Anonymous Mozilla/5 12/14/2006 7:01.41 Images3.0 72.14.209 80 813 995 253 http GET http://image VCache 30 

10.0.14.23 Anonymous Mozilla/4 12/14/2006 7:01.41 Immail.re 210.161.32 80 640 1243 237 http GET http://image Inet 30 

10.0.7.221 Anonymous Mozilla/4 12/14/2006 7:01.41 In.f89.mail 203.84.222 80 5844 2332 79644 http POST http://in.f89 Inet 20 

10.0.4.123 Anonymous Mozilla/5 12/14/2006 7:01.41 www.orku 72.14.209 80 3109 1135 7267 http GET http://www Inet 20 

10.0.4.165 Anonymous Mozilla/4 12/14/2006 7:01.41 Jdelivery 210.161.32 80 593 1014 277 http GET http:// jesliv Inet 30 

10.0.98.43 Anonymous Mozilla/4 12/14/2006 7:01.41 In.wrs.yal 216.252.12 80 1359 816 601 http GET http://in,wrn Inet 30 

10.0.4.185 Anonymous Mozilla/4 12/14/2006 7:01.41 Mum.inte 220.226.20 80 4531 358 2312 http GET http:// mum Inet 00 

10.0.4.46 Anonymous Mozilla/5 12/14/2006 7:01.41 Imagas3.0 72.14.209 80 797 995 253 http GET http://image VCache 30 

10.0.4.46 Anonymous Mozilla/5 12/14/2006 7:01.41 Imagas3.0 72.14.209 80 781 1000 253 http GET http://image VCache 30 

10.0.4.36 Anonymous Mozilla/4 12/14/2006 7:01.41 Imagas3.0 72.14.209 80 766 796 2257 http GET http://image VCache 30 

10.0.4.36 Anonymous Mozilla/4 12/14/2006 7:01.42 Imagas3.0 72.14.209 80 781 796 2215 http GET http://image VCache 30 

10.0.4.179 Anonymous Mozilla/4 12/14/2006 7:01.42 www.goo 72.14.235 80 859 969 1532 http GET http://www Inet 20 

10.0.4.163 Anonymous Mozilla/4 12/14/2006 7:01.42 Images3.0 72.14.209 80 1563 747 1882 http GET http://image Inet 20 

10.0.4.36 Anonymous Mozilla/4 12/14/2006 7:01.42 www.orku 72.14.209 80 5312 968 18229 http GET http://www Inet 20 

10.0.4.36 Anonymous Mozilla/4 12/14/2006 7:01.42 Images3.0 72.14.209 80 797 994 2281 http GET http://image VCache 30 

10.0.4.54 Anonymous Mozilla/4 12/14/2006 7:01.42 www.orku 72.14.209 80 3953 1013 18507 http GET http://www Inet 20 

10.0.4.46 Anonymous Mozilla/5 12/14/2006 7:01.42 Images3.0 72.14.209 80 796 1014 201 http GET http://image VCache 30 

10.0.4.46 Anonymous Mozilla/5 12/14/2006 7:01.42 Images3.0 72.14.209 80 812 1008 201 http GET http://image VCache 30 

10.0.4.165 Anonymous Mozilla/4 12/14/2006 7:01.42 jdelivery 210.161.32 80 594 1030 276 http GET http://jdeliv VCache 30 

10.0.4.39 Anonymous Mozilla/4 12/14/2006 7:01.42 www2.nu 69.25.142 80 133125 1683 1119 http GOST http://www Inet 6 

10.0.4.174 Anonymous Mozilla/4 12/14/2006 7:01.42 Mail.goog 209.85.139 80 2563 1683 361 http GET http://mail Inet 20 

10.0.4.193 Anonymous Mozilla/4 12/14/2006 7:01.42 www.go 72.14.235 80 703 340 234 http GET http://www VCache 30 

10.0.4.46 Anonymous Mozilla/5 12/14/2006 7:01.42 Images3.0 72.14.209 80 781 1013 201 http GET http://image VCache 30 

10.0.4.46 Anonymous Mozilla/5 12/14/2006 7:01.42 Images3.0 72.14.209 80 797 1014 201 http GET http://image VCache 30 

10.0.4.36 Anonymous Mozilla/4 12/14/2006 7:01.42 Images3.0 72.14.209 80 766 796 2330 http GET http://image VCache 30 

 
Table 3. Normalized training patterns for BPN 

Normalized IP addresses Valid(0) / Invalid(1) Normalized IP addresses Valid(0) / Invalid(1) 
0.549298 0 0.815306 0 

0.57671 0 0.819334 0 

0.588196 0 0.819424 0 

0.753141 0 0.819514 0 

0.760483 0 0.819537 0 

0.780321 0 0.026241 1 

0.780564 0 0.007997 1 

0.791906 0 0.027761 1 

0.795886 0 0.28298 1 

0.803925 0 0.002624 1 

0.803937 0 0.0819573 1 

0.808023 0 0.000331 1 

0.811643 0 0.081742 1 

0.81187 0 0.076052 1 

0.811933 0   
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for different number of hidden layers are shown in Table 
5.  
 After training the BPN, it is tested with test patterns 

as shown in Table 4. 

4. Results 

The training of the neural networks has been conducted 
using the Back Propagation neural network algorithm for 
50,000 iterations of the selected training data. After 
training the BPN, the following results are obtained. 

The results obtained match very closely with the de-
sired root mean square (RMS) error as shown in Table 5. 
Though this method is not designed to be used as a com-
plete intrusion detection system, yet the results show the 
potential of neural networks to detect individual in-
stances of possible misuse from a representative web- 
based data. Graphs in Figure 1 show the results for dif-
ferent number of hidden layers used in the BPN. It is 
evident from the graphs that the results are very close to 
desired output values, when we use 10 numbers of neu-
rons for hidden layer. 

5. Discussions  

The above mentioned method can be used to find out the 
web documents that should not be allowed in the organi-
zation. Web Server log file is divided into two parts. One 
file contains only the destination ip addresses and the 
second file contains the corresponding source ip and date 

Table 4. Normalize testing patterns for BPN  

IP Patterns 
for Testing 

Valid(0) / 
Invalid(1) 

 
IP Patterns 
for Testing 

Valid(0) / 
Invalid(1)

0.000771 0  0.00082 0 

0.000776 0  0.000823 0 

0.000788 0  0.000826 0 

0.000793 0  0.000831 0 

0.000794 0  0.819573 1 

0.000795 0  0.000331 1 

0.000796 0  0.081742 1 

0.000798 0  0.002624 1 

0.000799 0  0.076052 1 

0.0008 0  0.259212 1 

0.000802 0  0.008221 1 

0.000813 0  0.027213 1 

0.000818 0  0.000819 1 

 
Table 5. RMS error corresponding to hidden layers 

No of Hidden Layers RMS Error (Training Data) 

2 0.026315 

5 0.024311 

10 0.023302 

 

(a) 

 
(b) 

 

(c) 

Figure 1. Predicted output for test patterns: in (a) 2, in (b) 5, 
and in (c) 10 hidden layers are used 
 
and time of the site being accessed. Input of the first file 
having ip addresses of the sites being accessed is con-
verted into normalized ip address. This is the input pat-
tern to Neural Network for testing. For the ip addresses 
having errors (invalid websites) and no errors (valid 
websites) the Neural Network is already trained. When a 
user tries to access a website that is in the invalid website 
record, it is detected by the system. At the time there is a  
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Table 6. Web site address to be included in the invalid web 
site record  

Address of the Web Site ip address 
www.bollyexpress.com 208.101.17.60 

www.maxalbums.com 64.246.28.216 

 
deviation in the log files under testing it will be figured 
out. Here in our case Normalized ip pattern 0.002624 is 
reported as invalid and its corresponding website is 
www.mp3fine.com. The corresponding source ip address, 
time, and date can be found from the second file.   

We have manually analyzed Web Server log for dura-
tion of 15 minutes after the first detection is reported in 
the system. This is because there is a probability that the 
user on the system may try to access some similar sites 
that should be in the invalid web site record, but are not 
included in the invalid website record previously. This 
analysis gives us positive results and two sites have been 
included in the invalid website record as mentioned in 
Table 6. 

There are lots of web documents which provide 
anonymous downloads of the files of larger size like 
movie and songs files. If a user is allowed to access these 
sites, then a large portion of the network bandwidth will 
be wasted. Many of the sites are already blocked by the 
Network Administrator, but some sites are still in use. 
When a user is stopped to access a web document he/she 
will try to access another web document with similar 
facility that is missed to block by the Network Adminis-
trator. The analysis discussed above can be used to block 
these types of Web documents.  

6. Conclusions 

Research and development of intrusion detection system 
has been ongoing last couple of decades and the chal-
lenges faced by designers have increased many fold. 
Misuse detection is particularly difficult problem because 
of the extensive number of vulnerabilities in computer 
systems and the creativity of the attackers. Neural net-
works provide a number of advantages in the direction of 
these attacks. The results of our tests for the Proxy 
Server (Microsoft ISA Server 2000) log show that this 
technique can be applied for detecting worthless web 
document access to save the network bandwidth. 
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Abstract: The ways for improving on techniques for finding new solvable potentials based on supersym-
metry and shape invariance has been discussed by Morales et al. [1] In doing so they address the peculiar 
system known as the one-dimensional hydrogen atom. In this paper we show that their remarks on such 
problem are mistaken. We do this by explicitly constructing both the one-dimensional Coulomb potential and 
the superpotential associated with the problem, objects whose existence are denied in the mentioned paper. 
 
Keywords: one-dimensional hydrogen atom, one-dimensional Coulomb potential, supersymmetric quantum 

mechanics. 
 

A paper of Morales et. al. [1] has discussed the use of 
supersymmetric and shape invariance techniques and of 
Darboux and intertwining transformations, for building 
new solvable potentials.  

To illustrate these ideas they apply them to hydro-
gen-like potentials and to radial and one-dimensional 
problems. They assert [page 23 of [1], in the paragraph 
after Equation (39)] that the potential corresponding to a 
one-dimensional hydrogen atom, i. e. a one-dimensional 
Coulomb potential, is nonexistent. They further claim 
that there is no superpotential associated with the -1/|x| 
potential energy term [page 22 of [1], in the paragraph 
just before their Equation (36)]. In this letter we want to 
challenge these two affirmations. Throughout this work 
we use atomic units qe = ~ = m = 1. In this paper we want 
to discuss their results concerning such 1D problem. 

We recognize from the start that the potential deserv-
ing the name one-dimensional Coulomb potential is not 
the one usually alluded to in the literature—i. e. it is not 
-1/|x|. The true Coulomb potential in one dimension must 
be the solution of the corresponding Poisson equation   

2 1 4 ( )DC x                (1) 

where δ(x) is a Dirac delta function which is really not a 
function but a distribution also termed a generalized 
function [2]. As it is very easy to realize, just solving 
Equation (3), the 1D Coulomb potential definitively exist 
and is given by 

1 2DC x                 (2) 

so the potential energy function needed in the Schr- 
ödinger equation should be  

1 ( ) 2DCV x x              (3) 

In this sense the one-dimensional Coulomb potential 
does indeed exist. However, V1DC (x) is not the potential 
energy usually referred to as the one-dimensional hydro-
gen atom potential. But even if Morales et. al. are refer-
ring to this potential, namely V1DH = -1/|x|, corresponding 
to a Hamiltonian  

2

1 2

1 1

2DC
d

H
xdx

             (4) 

the existence of a superpotential is beyond doubt, as we 
intend to exhibit in this work, see also [3,4]. The result 
[Equation (36) in [1]] they base their argument on the 
nonexistence of a superpotential for the one-dimensional 
hydrogen atom cannot be right since it does not have any 
explicit r-dependence. Even though this problem is 
surely just a misprint, the limit l → 0 has no meaning for 
discrediting Hamiltonian (4) because the problem really 
comes from the need to describe Coulomb systems con-
strained to one-dimensional motions with no spherical 
symmetry and hence described by states with no well 
defined angular momentum. 
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Any system described by Hamiltonian (4) is one with 
baffling properties [5–7]. Its properties are so peculiar 
that people is prone to express erroneous concepts about 
it. For example, it has been claimed that the potntial en-
ergy term in Hamiltonian (4) is its own supersymmetric 
partner [8], or, as in [1], that the Hamiltonian itself can-
not really be written since its potential energy function 
does not exist. On the other hand, it has been proven that 
it violateswhich the nondegeneracy theorem for one- 
dimensional quantum problems [5], and it has been 
shown that a superselection rule, analogous to the one 
preventing the so-called paradox of optical isomers of 
quantum chemistry, operates in the system [6,9–13]; see 
also [14,15] for other similar points of view. The Hamil-
tonian (4) is not in general self-adjoint (in conventional 
physics parlance, is not Hermitian). Self-adjoint 4 pa-
rameter extensions have been derived in [16], such ex-
tension admits Hamiltonian (4) as one of its members 
[7,16–19]. Let us emphasize that Hamiltonian HD to-
gether with the matching condition φ(x)|x=0=0 is self- 
adjoint. 

We think the misconception in the Morales et. al. pa-
per could have arisen from their ideas on how the one- 
dimensional hydrogen atom problem come to be. As they 
say that, according to certain authors [1], its equation 
arises from the radial Schrödinger equation of the (3D) 
hydrogen atom merely by substituting r by x and a van-
ishing  angular momentum l = 0. Given such assertion, 
we assume that they think the 1D hydrogen atom is a 
purely formal problem with little or no relation to any 
actual systems. This, however, is not so. There are spe-
cific problems which lead to essentially one-dimensional 
quantum motions which may be described by Hamilto-
nian (4). Examples of such problems are an hydrogen 
atom placed in a constant but super-strong magnetic field 
B [20–22], or the problem of the motion of an electron 
sitting on a surface producing an image charge as hap-
pens to electrons over a pool of liquid helium. In this last 
case, given the charge and its image is hence clear that 
the electron is acted by a Coulomb interaction [23]. In 
the case of the hydrogen atom within a B field, any elec-
tron state may be expressed as a product of transverse 
Landau states times a state depending on a coordinate 
parallel to B — states with no spherical symmetry [21]. 
The motion tranverse to the magnetic field is classically 
restrained to distances of the order of ρc = ( c/B)1/2. In the 
quantum case ρc may be called the mean size of the 
Landau states. So, as the intensity of the magnetic field is 
increased, ρc → 0 leaving only the motion along B for a 
dynamical description [20]. When the (x-pointing) mag-
netic field is super-strong the potential felt by the elec-
tron can be approximated as 

2 2

1 1
( ) lim

B
c

V r
xx

  


          (5) 

This is the potential used in Equation (4). Hence the 
name one-dimensional hydrogen atom is justified: it is 
just an hydrogen atom constrained to move in one direc-
tion and under the assumption that any transverse mo-
tions can be disregarded for field strenghts B ~109 Gauss 
typical of neutron stars [24] they are certainly very small. 
It is worth noting that an hydrogen atom in a magnetic 
field has two integrable cases: 1) when B=0, and, 2) 
when B=∞.  

As we have shown previously [3–6], the two eigen-
functions describing the ground state of the one dimen-
sional hydrogen atom are  

1
0

0
2 (2 )exp( ) 0

( )
0 0

xL x x if x
x

if x
     


    (6) 

and 

0 1
0

0 0
( )

2 ( 2 )exp( ) 0

if x
x

xL x x if x
   

 
    (7) 

where the L1
0 (x) are generalized Laguerre polynomials 

[17]. Notice the vanishing of the eigenfunctions at x = 0 
and the explicit separation between the x > 0 and the x < 
0 regions. This is one of the manifestations of the su-
perselection rule which, among other things, prohibits 
any superposition of the right ψ0

+ with the left ψ0
- eigen-

states. The energy eigenstates of the problem are given 
by a Balmer-like formula [4,13,25,26] En = -1/2 n2, 
n=1,2,3, …, so the ground state energy is E1 = -1/2. 

With the ground eigenstates given above, the superpo-
tential can be easily calculated as [3,27,28] 

'
0
'
0

( ) 1
( ) sgn( )

( )

x
W x x

xx




             (8) 

where sgn(x) is the signum function and we have in-
cluded in a single formula the consequences of both the 
right and the left eigenfunctions. Using the superpoten-
tial, the corresponding partner potentials are readily 
evaluated 

2

1 1 1 1 1
( ) , ( )

2 2
V x and V x

x xx
           (9) 

where, clearly, V- is the one-dimensional hydrogen atom 
potential, V1DH, but shifted so that its ground state energy 
is zero, and V+ is the partner potential. Also, the raising 
and lowering operators are  

d
A W

dx
                 (10) 

and 

d
A W

dx
                (11) 
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where, as it is easy to show,  

[ , ] 2
dW

A A
dx

              (12) 

and 

22V V W               (13) 

The results (8) to (13) establish that the one dimen-
sional potential V1DH can be regarded as stemming  
from the superpotential W(x) in Equation (8). In [4,29], 
we have discussed a complete supersymmetric extension 
of the one-dimensional hydrogen atom problem, with 
Hamiltonian 

2

2 2 2

1 1 1 1 1

2 22 2
susy zH

xx x x


     


   (14) 

where σz is a standard Pauli matrix which is needed to 
operate on both the the fermionic and bosonic sectors of 
the system. But, as the motivations of [29] were the 
similarities between light-cone singularities in quantum 
field theory with the singularity in (4), the results in [29] 
are not all related to the present discussion. Second, that 
Morales et al. have mistaken the paper they cite (refer-
ence [21] in their paper, reference [30] in this work) for 
other of our papers dealing with the one-dimensional 
hydrogen atom, since [30] has nothing to do with the 
problem at hand. It deals with a solvable model in rela-
tivistic quantum mechanics, the Dirac oscillator, which at 
the time was thought to have applications in QCD. They 
should have cited [3,5,29] instead. 
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Abstract: A background of the electromagnetic field (EMF) measurements is presented in the work. A spe-
cial attention is given to the specificity of the measurements performed in the Near Field. Factors, that should 
be taken into consideration as during the measurements as well during their analysis, are discussed. Without 
their understanding and considering a comparison of the measurements’ results, meters’ calibration and EMF 
standards comparison between different centers is impossible. 
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1. Introduction 

Surfing on the World Wide Web, when in one of the most 
popular browsers we enter the words: “electromagnetic 
field” (EMF), we obtain over 1.5 million answers. In 
various libraries we also can find a few hundred thou-
sand documents, publications and books pertaining to 
EMF measurements. It would seem that one more publi-
cation on this subject is superfluous, but experience 
shows something totally different. In reality, in many 
cases the manner in which EMF measurements are per-
formed is an affront to any forms of correctness and has 
nothing to do with accuracy and engineering diligence. 
Even people familiar with this domain forget about some 
conditions which have to be met in order to carry out 
EMF measurement correctly, which means, with the re-
quired accuracy [4]. A good example that there is no un-
derstanding of the EMF metrology fundamentals is the 
EMF measurement in a room with the use of a log-peri-
odic antenna, described in [5]. You can wonder what in 
fact has been measured? 

Why is EMF metrology so important? The answer is 
relatively simple, because it consitutes a sine qua non 
condition of the activities associated with protection of 
electromagnetic environment, as well as of fundamental 
research, especially research on EMF impact on the ani-
mate matter, in particular, on human beings. Such re-
search is an initial step leading to determination of pro-
tective regulations, pertaining both to the safety of work 
as well as protection of the general population. As an 
interesting side note, we shall remind here that in spite of 
the poor EMF measurement accuracy and even lesser 
accuracy of biomedical research based on them, the pro-

tection standards are determined with an amazing accu-
racy. And the EMF metrology is not counted among the 
easiest and the most accurate. If the achievable accuracy 
in the far field amounts to 1 dB, in the near field it is 
only 3 dB, and even 6 dB! This fact shows that the exist-
ing measurement methods need to be analysed and their 
accuracy increased and that new measurement tech-
niques should be pursued, e.g. photonic sensors [1]. 

2. Is It Still the Near Field or Already the Far 
Field? 

Prior to discussing the differences existing in EMF me-
trology in the near and in the far field, meaning of these 
notions should be defined. What does “the near field” 
mean? The authors propose two new definitions. The 
first one, more general and less rigorous, can be as fol-
lows: the near field is the field surrounding primary and 
secondary radiation sources where measurement accu-
racy is limited (e.g.) to 5 %, as compared with the far 
field. The second definition is more demanding: the near 
field exists everywhere where we carry out measure-
ments. This definition results from the experience and it 
refers to measurements in urbanized areas where multi- 
path propagation may occur and we have to do with in-
terference and reflections – sometimes reflected rays can 
be stronger than the direct ray. This shows that it is nec-
essary to act with due caution even during measurements 
in the far field, where directional antennas are used, 
which may not “catch” all transmitted rays. And here we 
encounter a paradox – a correctly calibrated meter does 
not ensure the expected measurement accuracy. 

In the traditional approach (Figure 1), in order to dis- 
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Figure 1. Near and Far Field around an antenna 

 

tinguish the specificity of measurements in the near field 
and in the far field, a criterion was adopted which en-
ables delimitation of these two areas, although there is no 
clearly defined and discrete boundary between the near 
field and the far field [8]. 

If D is adopted as the largest antenna size and the 
emitted wave length is designated, the boundary (R) be-
tween the near zone and the far zone can be determined 
from the following relationship: 



22D
R                   (1) 

In order to demonstrate that the far zone can be the 
same for different types of antennas, operating on dif-
ferent frequencies, two examples will be given (Trzaska, 
2002): 
 Example No. 1: 

For a parabolic antenna with 3 m dish diameter oper-
ating on 10 GHz frequency the far field boundary is at 
600 m, 
 Example No. 2: 

For the antenna of the former transmission centre in 
Gąbin (Poland) having a height of 0.5 λ and operating on 
227 kHz frequency the Far Field boundary is at 660 m. 

As you can see, the Far Field zone is not something 
assigned permanently to a given antenna operating on the 
preset frequency. As the above two examples show, the 
same far zone boundary exists for extremely different 
antennas. Also the Near Field can be a function of elec-
trical size [2]. 

3. Measured Quantities 

In the Near Field, the mutual relationship between elec-
tric field (E) and magnetic field (H) components depends 
on the type of EMF source and on the distance between 
the source and the observation point. Therefore, deter-
mination of one of them is not sufficient for computing 
the other.  

Situation is different in the case of the far field where 
knowledge of one of the field components, e.g. of elec-

tric field vector – E, enables determination of the other 
(magnetic field vector – H), using the relationship in 
which these two quantities are interrelated by means of 
the impedance of free space (Z): 

HEn Z                (2) 

In both cases, i.e. in the near and in the far field, when 
we know the E and H components, we are in a position 
to determine the power density. With this aim, the mean 
value of the Poynting vector (S) is determined: 

 HES  Re5.0              (3) 

In the Far Field metrology it is not necessary to carry 
out an additional measurement of quantities other than 
the E, H or S, contrary to the near field metrology in 
which the temperature increase and current density, 
caused by the EMF impact, are also measured. 

Measurement of the temperature increment (ΔT), re-
sulting from the EMF impact, of a material which has a 
given specific heat (cw), makes it possible to determine 
the Specific Absorption Rate SAR: 

t

Tc
SAR w                (4) 

The SAR is commonly used for examination of the 
EMF impact on human body. However, there are some 
limitations of its use, which are discussed in detail in [8]. 
In this paper we shall only note that the SAR parameter 
can be used for the frequencies higher than 300 MHz due 
to too small sensitivity. In the lower frequency ranges an 
essential parameter is the density of the current induced 
into tissues [7]. Knowing the conductivity (σ) of the ex-
amined medium and the density value of electric field (E) 
existing in this medium, the current density (J) can be 
calculated: 

EJ                   (5) 

The manner of measurements of the current flowing 
through a human body is described in [7]. Often meas-
urements of the currents flowing through legs or feet are 
presented, neglecting the currents appearing in other 
parts of the body, or unmeasurable eddy currents. 

For electric field measurements in the near field elec-
trically-short dipole antennas are used, while magnetic 
field is measured by means of small frame antennas. In 
the far field directional antennas are used. An essential 
problem faced in EMF measurements, regardless of what 
sensor is used, is the sensor’s presence in the measured 
field, which causes deformation of this field and mutual 
interaction between the sensor and the neighbouring ma-
terial objects. This interaction constitutes a serious factor 
affecting the measurement accuracy, both during EMF 
measurements and EMF sensor calibration, as well as in 
cases when we use exposure kits for examination of the 
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features of any material object [6]. 
In the measurements polarization is also important. 

After all, the E, H and S vectors can have three spatial 
components each (quasi-ellipsoidal polarization caused, 
for example, by rotation of the polarization plane in 
space). In such a case isotropic sensors have to be used. 

4. Measurement Accuracy 

Measurement accuracy constitutes the biggest problem in 
EMF measurements. For calibration of EMF meters, as 
well as for examination of equipment and matter sensi-
tivity to EMF impact, EMFs of known parameters are 
used – standard EMFs. For generation of a standard EMF 
knowledge of not only the values of generated parame-
ters is necessary, but also of the accuracies of their gen-
eration. EMF standards are among the least accurate as 
compared with the standards of other physical quantities. 
Many of such quantities are determined with an accuracy 
of 10-10 % or higher, while the error of standard EMFs 
generation in renowned centres ranges from 5 % to 10 %. 
In other words, even before we commence field meas-
urements, from the very beginning the measurement re-
sult is burdened with an error which amounts to 5 % in 
the best case, and this is not all. 

The main factor which limits EMF measurement ac-
curacy in the near field is the antenna dimensions. Point 
antennas would be the best to use, because otherwise an 
antenna causes averaging of the measured EMF values. 
Variations of the spatial field strength, resulting from 
either amplitude or phase variations, are subject to aver-
aging. These variations depend on the curvature of the 
EMF field which surrounds the source [3,8]. Some ex-
amples of error graphs, both amplitude and phase errors, 
are shown on Figures 2 and 3 (where: Ro – the distance 
between the source and the measuring antenna centre, α 
– an exponent characterizing field curvature, h – the 
length of dipole arm, k – propagation constant). The pre-
sented curves refer to a dipole antenna but identical con-
siderations are applicable to a frame antenna as well [8]. 
  Passing over the impact of the meter used and of the 
person performing the measurements on the disturbances 
of the measured EMF, you should not forget the error  

 

Figure 2. Amplitude error δ A 

 

Figure 3. Phase error δ f 
 

which is contributed by the measuring person, which we 
shall call a “human factor”. This factor also depends on 
the conditions in which measurements are performed and 
its importance is essential, as it is shown in [4]. This fac-
tor is described on the basis of two measurement series, 
performed by four persons in the same measuring points, 
by means of two meters: MEH-25 with 3AS-1 probe and 
PMM 8053A with EP-300 probe. This simple experiment 
has shown (see Table 1) how diversified the measure-
ment results can be if the measurements are performed 
by different persons. Therefore, the “human factor” is a 
gross error but, unfortunately, it is not taken into account 
when measurement results are worked out. 

 
Table 1. “Human factor” measurement results [4] 

Series I Series II 
Position of 

measurements 1 2 3 4 
Mean 

value 

δ(min-max) 

[%] 
1 2 3 4 

Mean 

value 

δ(min-max) 

[%] 

1 14.9 16.5 17.6 15.5 16.1 8.3 16.6 15.8 14.2 16.9 15.9 8.7 

2 17.6 16.2 18.5 19.0 17.8 8.0 16.5 16.5 19.2 18.5 17.7 7.6 

3 9.2 7.3 6.6 8.8 8.0 16.5 5.8 8.8 8.2 6.1 7.2 20.5 

4 9.1 8.2 10.2 8.2 8.9 10.9 9.6 10.4 9.9 8.6 9.6 9.5 

5 9.9 10.2 11.6 11.0 10.7 7.9 11.0 10.4 14.0 10.4 11.5 14.8 
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Table 2. Comparison of measurements in the near field and in the far field 

Parameter Near Field Far Field 

measured EMF component E, H & S 
E or H, and 

S on mwaves 
other magnitudes 

measurement 
I, T, (SA, SAR) 

“HESTIA” 
unnecessary 

spatial components 3 1 or 2 

polarization quasi-ellipsoidal linear or elliptical 

environment 
complex, multipath propagation & inter-

ference 
usually simple 

frequency spectrum wide, often unknown, many fringes usually single frequency 

antennas small, omnidirectional resonant, directional 

temporal & spatial EMF alternations significant usually negligible 

uncertainty 3, 6 or more dB around 1 dB 

temperature sensitivity significant unessential 

susceptibility significant ommitable 

influence of surroundings significant usually ommitable 

procedures complex simple 

agreement with theory reasonable good 

measured levels V/m, kV/m mV/m, mV/m 

 
5. Summary 

The paper presents a comparative analysis of EMF me-
trology in the near field and in the far field. Measure-
ments in the near field are more difficult and burdened 
with a considerably larger error than measurements per-
formed in the far field. As you can see there are many 
factors which have an impact on measurement accuracy 
and the selection of a measurement zone should involve 
proper selection of adequate tools and measurement 
techniques. 

It is not feasible to present all aspects of EMF meas-
urements in the near field and in the far field. Due to 
practical limitations of this paper only most important 
aspects of this metrology are discussed herein, supple-
mented by Table 2. 
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Abstract: This paper aims to examine the various methods of protecting and securing a SIP architecture and 
also propose a new model to enhance SIP security in certain selected, specific and confidential environments 
as this proposed method cannot be generalized. Several security measures and techniques have already been 
experimented with, proposed and implemented by several authors as SIP security is an issue of utmost impor-
tance in today’s world. This paper however, aims to summarize some of the better known techniques and 
propose a unique method of its own. It also aims to mathematically represent SIP fitness values graphically as 
well via a simulation using the popular Fuzz Data Generation Algorithm. Thus this paper not only aims to 
contribute to the already vast field of SIP security in an effective manner but also aims to acknowledge and 
represent some of the fail proof methods and encryption techniques that have helped in making SIP a more 
secure and less wobbly network for all of us to function in. 
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1. Introduction 

Session Initiation Protocol (SIP) is the Internet Engi-
neering Task Force (IETF) standard for IP Telephony 
which is making huge inroads into the Voice-Over-IP 
(VoIP) market, previously domineered by implementa-
tions which stuck to the rather difficult H.323 ITU-T 
Internet Telephony standard [4]. The apparent reality is 
that Voice and Data services are being quickly shifted 
from the legacy network to the IPbased network.  

The standardization of SIP helped to realize the call 
control function. SIP is the present as well the future of 
commercial communication systems. SIP is the present as 
well the future of commercial communication systems.  

Many carriers and providers are extensively adopting it; 
therefore SIP security has become a topic of high impor-
tance and priority [5]. With VoIP, voice can now be trans-
ported on a traditional IP data network, making use of the 
vast resources of the Internet and thus drastically lowering 
the cost of operation. 

However in the recent past, VoIP services have been 
plagued and hampered by numerous security threats and 
issues. With Internet being the primary carrier, VoIP 
networks are exposed to threats and dangers that an IP 
data network faces e.g., IP spoofing, denial of service 
(DoS) etc. [5]. 

SIP has become the effective standard for VoIP services. 
It is described as “an application layer control protocol 

that can establish, modify and terminate multimedia ses-
sions (conferences) such as Internet telephony calls”. It is 
an ASCII/text based request-response based protocol that 
works on a client server mode. 

2. Security in Sip 

SIP security is an issue of prime importance. Basically we 
can broadly classify the attacks on any type of system into 
two categories [2]: 
 Passive Attacks: This threatens the confidentiality 

of the data/signal being transmitted. 
 Active Attacks: This threatens the integrity or 

availability of the data/signal being transmitted. 
The feasibility of a passive network primarily depends 

on the physical transmission media in use and its physical 
accessibility for any intruder. Fortunately enough, the use 
of switching technologies makes it harder and more dif-
ficult for an attacker to passively attack a signal segment. 
Now in an active attack, more often than not, the intruder 
manipulates the domain name system (DNS) to place 
himself between the sender and recipient of a message. In 
this situation, the intruder acts as a man-in-the-middle. A 
very common form of attack is to spoof signals/messages 
on another (or nonexistent) user’s behalf. 

These two types of attacks can most probably encom-
pass all the different types of attacks and forced attempts 
within their broadly diversified branches. The following 
diagram will give a clearer picture of a SIP security 
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Figure 1. Protocol architecture 
 

 

Figure 2. SIP security breakup 
 

breakup. 
Authentication and maintaining the integrity of data/ 

signaling is a matter of the highest priority. It is also im-
portant to monitor the access control and the availability 
of information because it will prevent malformation and 
spoofing of data. 

We will now define a structure which will include all 
the important points mentioned above which are of pri-
mary importance. Authentication, integrity, confidential-
ity, non-repudiation, access control and availability form a 
framework upon which the others will be derived. 

Authentication is the property by which the correct 
identity of an entity, such as a user or a terminal, or the 
originality of a message that has been transmitted, is es-
tablished with a required assurance.  

Authentication can basically be divided into two 
classes, which are peer entity authentication and data 

origin authentication. Peer entity authentication assures 
that the communicating parties are who they claim to be. 
Data origin authentication assures that a message has 
come from a legitimate and authenticated source. Au-
thentication is typically needed to provide safety against 
masquerading as well as modification.  

Integrity means the avoidance of unauthorized modi-
fication of information. Integrity is an important security 
service that proves that transmitted data has not been 
tampered with. Authenticating the communicating parties 
is not enough if the system cannot guarantee that a mes-
sage has not been altered during transmission.  
  Confidentiality is the avoidance of the disclosure of 
information without the permission of its owner. Secrecy 
and privacy are terms synonymous to confidentiality. 
Confidentiality may be ensured with encipherment of the 
messages. 

Non_Repudiation is the property by which one of the 
entities or parties in a communication cannot deny having 
participated in the whole or part of the communication. 
Non-repudiation prevents an entity from denying some-
thing that actually happened. 

Access Control is the denial of unauthorized use of a 
resource. Access control is closely related to authentica-
tion, which gives the ability to limit and control access to 
network systems and applications. 

Availability means the accessibility of systems and 
information by authorized users. It is closely related to 
authentication and access control. An authenticated entity 
must have access to a system and on the other hand un-
authorized entity must not prevent the usability of the 
system (Denial of service attacks). 

3. Some Security Protocols and Applications 
for Sip 

1) Encryption is a mechanism to secure information so 
that only receiver can use it. In encryption, a cleartext 
message or plaintext is hidden by using cryptographic 
techniques, the resulting message is known as ciphertext. 
The receiver recovers the original plaintext by decrypting 
the ciphertext.  

A key is a mathematical value that modern crypto-
graphic algorithms make use of when encrypting or de-
crypting a message. Cryptographic techniques are not 
only used to provide confidentiality, but also other ser-
vices, like authentication, integrity and non-repudiation 
may be provided. Cryptographic techniques are typically 
divided into two generic types: symmetric key and 
asymmetric key techniques. 

a) Symmetric Encryption means that the key can be 
calculated from the decryption key and vice versa. In most 
cases both keys are the same one and the mechanism is 
called secret key or single key encryption. The security in 
symmetric key encryption rests in the key, which must be 
agreed before any communication. As long as the com-
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munication needs to remain secret, the key must be secret, 
divulging the key means that anyone could encrypt and 
decrypt the messages. 

The Data Encryption Standard (DES) is currently the 
most widely used symmetric encryption scheme. DES is a 
symmetric block cipher that processes 64-bit blocks of 
plaintext producing 64-bit blocks of cipher text The key 
length is 64 bits, but since every eighth bit (8, 16, . . . , 64) 
is a parity bit for error detection, the effective key length 
is 56 bits. 

b) Asymmetric Encryption also called public-key 
encryption, the key used for encryption is different from 
the key used for decryption and the decryption key cannot 
be calculated from the encryption key. The encryption key 
may be published, so that anyone could use the encryption 
key to encrypt the message, but only the receiver with the 
corresponding decryption key can decrypt the message. 
So the encryption key is also called the public key and the 
decryption key is called private key. 

The RSA algorithm is perhaps the most popular pub-
lic-key algorithm. It was invented by Ron Rivest, Adi 
Shamir and Leonard Adleman in 1977. RSA can be used 
for encryption / decryption, providing digital signatures 
and key exchange. decrypt the message. 

The Diffie-Hellman algorithm was the first ever pub-
lic-key algorithm, invented in 1976 by Whitfield Diffie 
and Martin Hellman. The algorithm can be used for key 
exchange but not for encryption/decryption, thus the al-
gorithm is typically used for exchanging the secret keys. 

2) Message-Digest Algorithms are compact “distil-
late” or “fingerprints” of your message or file checksum. 
A message-digest algorithm takes a variable length mes-
sage as input and produces a fixed length digest as output. 
This fixed length output is called the message digest, a 
digest or a hash of the message. The digest, which is 
typically shorter than the original message, acts as a fin-
gerprint of the inputted message. The message digest 
verifies your message and makes it possible to detect any 
changes made to the message by a forger. 

4. Novel Proposed Method to Enhance Sip  
Security in Specific Confidential Sectors:  
TOUCH ME NOT 

In some secure and confidential sectors such as the army 
(for e.g.) data and signaling leakage is highly volatile and 
potentially very dangerous. In such cases signal tapping is 
neither lawful nor desirable. Thus a new security archi-
tecture termed TOUCH ME NOT is being proposed in-
order to avoid signal tapping. This proposed model is 
currently under test and development. Its source code has 
been written in Turbo C++. The testing activity has been 
carried out using freely available evaluation copies of 
several popular SIP soft phone clients. Since our testing 
activity is not complete, we have not informed the ven- 
dors about our produced results. Hence, in this paper we 

 

Figure 3. TOUCH ME NOT architecture 
 

 

Figure 4. N vs deviation factor 
 
are refraining from using client names. 

In this process, there will be present a main security 
master which will be consisting of a continuous key 
jumbler whose task will be to randomly jumble and reas-
sign key values in order to prevent key cracking by an 
intruder.  

The security master will also be consisting of a list of 
predefined attack cycles and algorithms so that it can 
detect and recognize the most common and difficult types 
of attacks if any.  
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The entire signaling route from the sender to the sender 
to the receiver will be divided into several checkpoints. If 
the attacker attempts to access or tap the signal at any 
point, on or between the checkpoints, a pre programmed 
delay generator which may be an exe file will appear as a 
non removable pop up, displaying random gibberish 
values or a blank screen.  

This will act a cover for the signal to self destruct, in 
other words the signal will be auto terminated at that point 
and a signal informing the sender and receiver of the 
interception or attempted attack on the sent signal will 
reach the sender as well as the receiver in due time. This 
will prevent the signal from being tapped with, examined 
or malformed. This method cannot however be general-
ized in all sectors as tapping is lawful in several govern-
ment as well as private sectors. 

5. Fuzz Data Generation 

We are already aware of the Fuzz Data Generation Algo-
rithm. Fuzz testing or fuzzing is a software testing tech-
nique used to find implementation defects using mal-
formed or semi malformed input data [1]. We have to 
define a set of parameters that contribute to the overall 
fitness value of a given data. All these parameters need 
not always be used: a subset of them can be used de-
pending on the input population and the application being 
fuzzed. They can be for e.g. Native size, Native type, 
Parent’s Fitness etc. [1] The challenge will be to define 
more and more criterion to define a fitness value. The 
more the value of N, the better the fitness value. This can 
be verified from the graph given below as well as the set 
of relations provided [1]. 

Let N be the number of parameters chosen to contribute 

to the fitness value.  
Calculate the deviation factor DF+1/N (We can also 

calculate a weighted DF, if some of the parameters need to 
be given more weight compared to the others). 

Calculate the deviation contribution DC=A*DF, for 
each parameter, where A is the deviation percentage. 

Calculate total deviation contribution TDC=SUM(DC) 
for all N. 

Final Fitness Value F= Ceiling [TDC*10] 

6. Conclusions 

Thus we have analyzed some of the methods which make 
SIP a more secure network. The proposed TOUCH ME 
NOT architecture is an effective way to prevent illegal 
tapping in selected confidential setups. Fuzzing data 
generation along with the simulation can be used to de-
termine fitness values. These steps will hopefully help in 
making SIP a stronger and a more secure network. 
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1. Introduction 

For nanoelectronics to become a reality one must be able 
to fabricate the devices and circuits at nanometer dimen-
sions. For this, the researchers the world over have put in 
efforts in three different areas: nanofabrication, quantum 
modeling and circuit innovations. Modeling of a device 
is an essential part of this effort that provides a test bench 
and also forms the basis for simulation tools for the de-
vice. With the help of models, one can also adjust the 
structural parameters and keep at bay the undesirable 
parameters through device design and optimization while 
fabrication. However, the traditional device modeling is 
not valid in the nanometer regime [1]. Each of these ar-
eas has their own importance. As the nano dimensioned 
materials lead to new phenomenon and also possibly 
novel devices based on quantum tunneling mechanisms 
[2] a device theory that can properly treat quantum 
transport phenomenon is, therefore called for. In our pre-
vious publications [3–6], we have discussed the fabrica-
tion and the characterization of RTDs of various diame-
ters made by utilizing different material systems. In this 
paper, we have developed a model for these RTDs. 
Equations have been formulated for this model and the 
experimental results have been verified with the help of 
these equations.  

2. Experimental 

Cu-Se RTDs have been fabricated by electrodepositing 
Cu and Se in the pores of the polycarbonate track-etch 
membranes (PC TEMs) [3,4]. (PC TEMs) with pores of 
diameters 1 µm, 100 nm and 40 nm were used for this 
purpose. The experimental set-up used to fabricate the 

Cu-Se RTDs is shown in the Figure 1.  
TEM foils with in situ Cu–Se binary structures were 

used for obtaining I–V characteristics. However for SEM 
characterization, membranes were dissolved in the sol-
vent dichloromethane (CH2Cl2), should be leaving be-
hind the structures. SEM view of Cu-Se RTD of diameter 
1 µm in back-scattering mode is shown in the Figure 2. 
This mode is used to obtain the contrast image of the 
object. In the figure, dark part is indicating Se and bright 
part is indicating Cu. 

An ohmic contact was made by applying Ag based 
paint on the top side of the Se to obtain I-V characteris-
tics. Figure 3 illustrates the schematic cross-section of 
the samples in the pores of the membranes with the silver 
paste. 

Experimental results of I-V characteristics of Cu-Se 
binary structures of diameters 2 µm, 1 µm, 100 nm and 
40 nm are shown in Figures 4 and 5. 

It is clear from the Figures 4 and 5 that a prominent 
feature of negative differential resistance region (NDR) 
appear as the diameter of the Cu-Se binary structures 
reduces from 2µm to 1nm. This NDR increases with fur-
ther reduction in the diameters of the Cu-Se binary 
structures. The values of peak to valley current ratios 
(PVCRs) of Cu-Se RTDs of different diameters are 
shown in Table 1. 

3. A Model for Cu-Se RTDs 

The structure consists of three different layers-Cu, Se 
and Ag. As the quantum size effects in metals are nor-
mally seen at 1 nm [7], density of states (DOS) in Cu and 
Ag are expected to be continuous. It, thus behaves as a 
metal. Quantum size effects in semiconducting material  
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Figure 1. Experimental set-up for negative-template as-
sisted electrodeposition of nano-/micro binary structures 
 

 

Figure 2. SEM micrograph of a template synthesized Cu-Se 
binary structure of 1 µm diameter in back scattering mode 
 

 
Figure 3. Samples with silver paste 

 
become apparent when the size of the semiconducting 
material is of the order of hundreds of nanometers [8]. 
Thus, Se material has quantized bands as shown in Fig-
ure 6 (a), with infinite potential on the both sides of it i.e. 
Se semiconductor at small dimensions, forms a quantum 
well similar to the one fabricated by exploiting the en-
ergy band discontinuities of semiconductor heterostruc-
tures. The fabricated Cu-Se-Ag structure with wire shape,  

 
Figure 4. Experimental I-V characteristics of Cu-Se binary 
structures of 2 µm and 1 µm diameters 
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Figure 5. Experimental I-V characteristics of Cu-Se RTDs 
of 100 nm and 40 nm diameters 
 

Table 1. Variation of PVCR with diameters of Cu-Se devices 

Diameter (nm) PVCR 

40 2.5 

100 2.0 

1000 1.02 

 

 
(b) 

Figure 6. Model utilized for explaining the I-V characteris-
tics of Cu-Se RTDs (a) equillibrium state (b) electrons flow 
from Cu to Se when a suitable voltage is applied across this 
system 
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hence, forms one dimensional RTD with Cu as emitter, 
Ag as collector and Se as a potential well. On applying a 
voltage across the device, the band diagrams can be re-
drawn as shown in Figure 6(b). The electrons from the 
Cu electrode tunnel to the empty states in the conduction 
band of Se. The electrons in the well stay at a particular 
energy level until these electrons get enough energy to 
jump to the next higher energy level. These electron 
waves reflect back and forth between the two walls of 
the well and interfere, causing the change in the ampli-
tude of the wave. When the energy of the electrons is 
equal to the energy of the quantized level in the well, the 
two waves interfere constructively and resonance of the 
electron wave takes place, which results in maximum 
transmission of electrons. The accumulation of electrons 
in the well thus results in a decrease in the current up to 
valley point current of the I-V curve. 

Based on this model of quantization of energy levels, 
the I-V behavior of the Cu-Se structures has been ex-
plained. The energy levels in Cu-Se-Ag structures can be 
drawn as in Figure 7. The bulk behavior of the Cu-Se 
binary structures of 2 µm can be explained by the energy 
level diagram of Figure 7 (a) where the energy levels are 
continuous.  

However, as the dimensions of the device are reduced, 
quantized energy levels appear in Se semiconductor and 
a negative differential resistance region starts appearing.  
This is shown in Figure 7 (b). On reducing the diameter 
further, the negative differential resistance region in-
creases and this is illustrated in Figure 7 (c). The energy 
band diagrams in Figures. 7 (b) and (c) show the increase 
in spacing in energy levels in the conduction band of the 
Se with decrease in the dimensions (diameter) of the fab-
ricated binary structures.  

Further, the cut-in voltages of the devices increase 
with decrease in diameters of the device. This indicates 
an increase in the Schottky barrier height due to increase  

 

in band gap of Se as the device dimensions are reduced.  
Various workers [9,10] have reported an increase in band 
gap with reduction in dimensions. A similar behavior is 
expected for Se as well and has been shown in Figures 
7(a), (b) and (c). 

4. Theoretical Analysis of Experimental Results 

In this section, the authors intend to correlate some of the 
experimental observations. Figures 4 and 5 and Table 1 
indicate that there is 1) an increase in cut-in voltage as 
the diameters of the device is decreased 2) The PVCR 
increases with decrease in diameters of the device.  

4.1 Increase in Cut-In Voltage 

The increase in cut in voltage as seen in Figs. 4 and 5 can 
be explained due to increase in band gap. Such an in-
crease in band gap with decrease in diameter is reported 
in literature [10–12]. 

As a metal is brought in contact with a semiconductor, 
a barrier will be formed at the metal-semiconductor in-
terface. The height of the barrier is governed by metal 
work function and the electron affinity of the semicon-
ductor. The voltage required to increase the energy of 
electrons on the metal side to overcome the barrier is 
cut-in voltage. The cut-in voltage and the band gap of the 
semiconductor are related as [13]. 

qb=Eg - q (m -)           (1) 

where  
Eg is band gap of the semiconductor 

qm is work-function of the metal 
qb is Schottky barrier height at the 
metal- semiconductor  

contact 
q is electron affinity of the semiconductor 

 
Figure 7. Energy band diagrams and corresponding I-V characteristics of Cu-Se resonant tunneling diodes of dif-
ferent diameters illustrating the emergence of quantum size effects (a) bulk effect (b & c) quantum size effects 
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From the Equation 1, it is clear that the cut-in voltage 
is directly dependent upon the band gap of the semicon-
ductor material i.e. higher the band gap, higher will be 
the cut-in voltage. Klimov while studying the absorption 
spectra of CdSe material in bulk and in quantum dot 
form [14], found the appearance of quantized bands and 
an increase in band gap of CdSe in quantum dots. Further, 
the researcher also obtained an expression for the size 
dependent energy gap using the spherical “quantum box” 
model which is given below. 

E
g

band
(d) = Eg

band
 (bulk) +  h2/8mehd

2     (2) 

where  

meh = memh/(me+mh) 
and d is the diameter of circular/cylindrical material 

me is the effective mass of electron 
mh is the effective mass of hole 

In Equation 2, the parameter ‘d’ introduces the size 
based effects. Equation 2 can be written as [15].  

E
g

band
(d) = Eg

band
 (bulk) + K/d2      (3)  

It is clear from Equation 3 that second term in Equa-
tion 3 tends to increase as the diameter of the device de-
creases.  It implies that the value of band gap will in-
crease as the diameter of the device is reduced. As the 
value of band gap increases, following Equation 1, the 
cut-in voltage will also increase. 

Hence, the reduction in diameter of the device leads to 
an increase in the band gap of Se, which is indicated by 
an increase in cut-in voltage of the device. 

4.2 Tunneling Current 

Tunneling current I can be expressed by Equation 4 
[16,17] 

I =  T(E)m(E)s(E)[Fm(E)-Fs(E)] dE,   (4) 

where  
T(E) is tunneling probability between the occupied 

level in the  
Cu metal and the unoccupied level in the Se semicon-

ductor 
m (E) or s(E) is Density of states (DOS) of the metal 

and semiconductor, respectively 
Fm and Fs is Fermi-distribution function in metal and  
Semiconductor respectively 
From the WKB (Wentzel-Kramers-Brillouin) ap-

proximation, the tunneling probability can be approxi-
mated as [17] 

T (E)  exp (-2kt)            (5) 

where 
k is wave vector 
t is width of the barrier 

Fm and Fs = 1/ (1+ exp (E-E
f 

/ kT) ) [18]     (6) 

where, Ef is Fermi energy of metal or semiconductor  
Density of states in metals can be estimated by para-

bolic approximation, resulting in an E1/2 dependency of 
the density of states [18]. 

m = 3.14/2  volume  (8me h 2)3/2  E 1/2   (7)  
where me is effective mass of an electron in the metal h 
is the Planck’s constant  

However, the small size of Se semiconductor implies 
the presence of (Columbic) charging energy states in 
addition to the density of states of the particles. Taking 
into account the size distribution of the materials, we can 
express the density of states of the Se material as [17]. 

0 2 2

0

exp[ ( )2 / (2 ) / ( 2 )
n

s s c
n

E nE  




       (8) 

0
s  is density of states without the charging states and is 

given by [19] 

0 22 / 1/s em h E    

where s  is density of states of the Se  
Ec  is charging energy of the Se  
 is size-dependent standard deviation in energy space 
As the spacing between the energy levels increases,  

will increase as the size of the semiconductor decreases. 
The various parameters for Cu-Se binary structures are 
given in Table 2. 

The values of the various other parameters are given 
below.                                   

Free mass of the electron (m) = 9.1  10-31 kg  
Planck’s constant (h) = 6.602  10-34 J-s  
Ef (Cu) = 7.0 eV [23] 
Ef (Se) = 5.6 eV [21] 

4.3. Calculation of Charging Energies for Se 

Charging energy is the energy required to put a charge q 
on a conductor of capacitance C0 and is given by [24,25]. 

Ec =e2/2C0  e2/40rd       (7) 

 
Table 2. Parameters of Cu, Ag and Se materials 

 
Work 

function 
(eV) 

Electron 
affinity 

(eV) 

Effective 
mass 

(Kg) 
References 

Cu 4.7  1.46 m [20] 

Se 5.11 3.0 0.22 m [20–22] 

Ag 4.73   [20] 
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where 
0  is permittivity of free space = 8.854  10-12  F/m 
r  is relative permittivity or dielectric constant of 

Se material = 6.1 [26] 
d is diameter of the semiconductor 
e is charge on an electron = 1.6  10-19 C 

Substituting the values of diameters of different Cu-Se 
devices in Equation 7, correspondingly, charging energy 
comes out to be 0.0002 eV (1µm diameter), 0.002 eV 
(100 nm diameter) and 0.006 eV (40 nm diameter).  
Since capacitance C0 is dependent directly on the diame-
ter of the device, clearly the charging energy will in-
crease as the diameter is reduced.  Hence, an electron 
will be able to enter into the nanomaterial if it has 
enough charging energy and if it is in resonance with an 
empty state of the well. Substituting the values of pa-
rameters of Cu, Se and Ag in Equations 5, 6, 7 and 8, m, 
s, T(E) and F(m or s) are calculated for different values of 
energies. Substituting the values of these terms in Equa-
tion 4, the variation of tunneling current in Cu-Se RTDs 
of diameters 1 µm, 100 nm and 40 nm for various values 
of voltages are calculated and plotted. The calculated I-V 
curves for different diameters are shown in Figures. 8, 9 
and 10. 

From Figures 8, 9 and 10, we observe that the theo-
retical I-V characteristics of the Cu-Se binary structures 
of diameters 1 µm, 100 nm and 40 nm show a behavior 
similar to the one as seen in the experimental observa-
tions. However, the current values as calculated are very 
small as compared to experimental values of the currents.  
This type of behavior is expected, since the calculated 
I-V characteristics is for a single Cu-Se RTD, whereas, 
the experimental results are due to the collective behav-
ior of a large number of Cu-Se RTDs in parallel.  

Further, the PVCR of the Cu-Se RTDs are calculated 
for different diameters and are shown in tabular form in 
Table 3. 

Calculated values of PVCR of the Cu-Se RTDs of di-
ameters 1µm, 100 nm and 40 nm are 2.01, 2.67 and 3.14, 
which show an increase in PVCR with decrease in di-
ameters. This behavior is similar to that seen in the I-V 
curves obtained experimentally.  

Hence, it can be inferred that the results obtained from 
theoretical model of RTD show a behavior similar to that 
obtained experimentally. However, the theoretical device 
currents are small in values because, in experimental 
set-up, several devices are working in parallel while, in 
theoretical equations, the current for a single device is 
calculated. 

 
Table 3. Variation of calculated PVCR with diameter. 

Diameter (nm) PVCR
40 3.14 
100 2.67 
1000 2.01 
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Figure 8.Theoretical I-V characteristics of Cu-Se RTD of 1 
µm diameter 
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Figure 9. Theoretical I-V characteristics of Cu-Se RTD of 
100 nm 
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Figure 10. Theoretical I-V characteristics of Cu-Se RTD of 
40 nm diameter 
 

5. Conclusions 

A suitable model for the template synthesized Cu-Se 
RTDs is proposed. Experimental results have been veri-
fied with the help of equations formulated for this model. 
The results obtained from theoretical model of RTD 
show a behavior similar to that obtained experimentally. 
However, the theoretical device currents are small in 
values and PVCRs show deviation in their values from 
the experimental values. This is because, in experimental 
set-up, several devices are working in parallel while, in 
theoretical equations, the current for a single device is 
calculated. 
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Abstract: The Fast Broadcasting scheme is one of the simplest schemes that provide video services. In this 
scheme, the video is divided into equal-sized segments depending upon the bandwidth allocated by the video 
server. If the video length is not known, then this scheme cannot be applied as the number of video segments 
cannot be determined. In a live video wherein the video size is unknown, especially the ending time of the 
live broadcast, e.g., cricket match, this scheme cannot be applied. In this paper, we propose a model that 
helps the Fast Broadcasting scheme to support live video broadcasting. The basic architecture of the system 
consists of a live system with one video channel that broadcasts the live video and a video server that broad-
casts the already broadcast live video to users. 
 
Keywords: fast broadcasting scheme, live video channel, channel transition 
 

1. Introduction 

Video-on-Demand (VOD) services are one of the impor-
tant classes that has several potential applications, such 
as entertainment, advertisement, distance education, etc. 
In spite of vast usability, these applications could not 
gain much attention because the earlier network tech-
nologies were not sufficient enough to support high data 
rate and same was with the storage technologies. These 
technologies have been developed significantly and are 
further being enhanced. New applications are also being 
explored that again put high demand on these resources. 
Therefore, efficient utilization of the resources especially 
the bandwidth is must. Several schemes exist in literature, 
but all are meant for the stored videos. These schemes 
require the video length to construct its segments. If the 
video length is not known in advance, which is generally 
the case for live videos, these schemes can be applied. To 
develop a broadcasting scheme for live videos is the mo-
tivation of this work. In this paper, we propose a mecha-
nism that helps the Fast Broadcasting scheme to support 
the live video services. The Fast Broadcasting scheme is 
one of the simplest schemes that provides the video ser-
vices. For broadcasting a video, there is a need to have a 
video server to transmit the video data. Designing a 
video server has many issues, e.g., efficient system de-
sign [1–3], storage management [4–7], broadcasting 
techniques. The broadcasting techniques are very impor-
tant as they help utilizing the bandwidth efficiently. 
Some of the important broadcasting techniques are dis-
cussed in [8–9].  

The basic model in this paper consists of a system (we 
call it as a live system) with a video channel that is called 
as the live channel. This system is active for the duration 
of the live video and broadcasts the live video data only 
once using its channel. There is another system that 
stores the video data from the live channel in its buffer 
and then broadcasts. This system simultaneously stores 
the new data from the live channel into its buffer and 
broadcasts the already stored data by using its channels. 
This process continues for the duration of the live video 
transmission. When the live video is over, the data is 
broadcast by the video server only. If the live video 
broadcast is still there and the video server has no free 
channel to broadcast the newly downloaded data, then 
the last channel of the video server is made free by trans- 
ferring its data to other channels and the last channel can 
broadcast the newly downloaded data. This mechanism is 
called the channel transition mechanism. The important 
issue in channel transition is that the current as well as 
future users should get continuous data delivery. In lit-
erature, there does not seem to appear any work that dis-
cusses live video broadcasting. It is perhaps that the 
broadcasting schemes existing in literature require the 
video in terms of prespecified number of segments de-
pending on the allocated bandwidth. To determine the 
number of video segments of a live video is not possible 
because the video length is not known. In this paper, we 
develop a mechanism so that the Fast Broadcasting 
scheme can support the live videos. The remaining of the 
paper is organized as follows. Section 2 reviews the pre-
vious work. Section 3 proposes a system model to sup-
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port the live video transmission. The main concept in this 
paper is channel transition, which is of two types inter-
mediate and final channel transition. In intermediate 
channel transition the live video is not over, whereas in 
the final channel transition the live video is over. Section 
4 presents the results and finally Section 5 concludes the 
paper. 

2. Previous Work  

The broadcasting schemes are an important class of pro-
tocols supporting the video-on-demand services. Some 
schemes use a segment as the basic data unit for trans-
mission and a video channel a basic transmission unit. 
Some schemes further divide the segments into subseg-
ments and the video channels into subchannels. A sub-
channel transmits all the subsegments of a particular sin-
gle segment. Taking subsegment as a basic data unit and 
subchannel as a basic transmission unit reduce the re-
sources requirement. This however increases the com-
plexity. Some of the important broadcasting schemes 
include harmonic scheme [11], geometrico-harmonic 
scheme with continuous delivery [12], Pyramid Broad-
casting scheme [13], Fast Broadcasting scheme [14]. The 
harmonic and geometrico-harmonic schemes have their 
basic data and transmission units as subsegments and 
subchannels, respectively. The pyramid and Fast Broad-
casting schemes employ the segments and video chan-
nels as their basic data and transmission units, respec-
tively. A video channel is a logical channel that has 
bandwidth equal to the consumption rate of the video. 
The Fast Broadcasting scheme is one of the simplest 
schemes for providing the video services. In this scheme, 
the bandwidth is equally-divided into channels, each 
having bandwidth equal to the video viewing rate. The 
video is also uniformly divided into segments. The first 
video channel transmits the first segment, repeatedly, and 
the second video channel transmits the second & third 
segments, alternately and periodically. The ith video 
channel transmits 2i-1 segments from 12iS   to 2 1iS  , 

sequentially and periodically. The segment size deter-
mines the user’s waiting time. The video transmission 
time is also divided into fixed time units, called time 
slots. In a time slot, a segment can be exactly viewed at 
the viewing rate. The number of segments of the video of 
length D for allocating K video channels is 2K-1. Figure 
1 shows transmission of the video segments over four 
video channels, denoted by C1, C2, C3, and C4, in the Fast 
Broadcasting scheme. 

3. Live Fast Broadcasting Scheme 

In live video broadcasting, the video size is not known in 
the beginning and hence its number of segments cannot 
be determined. The Fast Broadcasting scheme needs the 
number of segments in advance, so this scheme cannot  

 

Figure 1. Data transmission in Fast Broadcasting scheme 
 
be applied. In order to use this scheme for live video 
transmission, we make a simple modification in its ar 
chitecture. We transmit N number of segments using K 
video channels, which are related by 

2 2KN                 (1) 

The basic system model for supporting the live videos 
consists of a system, called the live system. This system 
broadcasts the live video by using its video channel (live 
channel). There is another system; we call it as the video 
server. The video server downloads the data from the live 
channel into its buffer in terms of fixed time durations, 
which are time slots. The data stored in a time slot is 
referred to as a video segment. The video server per-
forms two activities. It stores new segments from the live 
channel into its buffer and simultaneously broadcasts the 
already stored segments. This server supports the video 
data to any user request, which misses the initial portion 
of the live video. A user request received after the live 
video has been started gets future data from the live 
channel and the initial missing data from the video server. 
The video server is always tuned to the live channel for 
new segments to store into its buffer. The stored seg-
ments are broadcast by the video server according to the 
following broadcasting procedure. 

3.1 Broadcasting Procedure 

The number of video segments for allocating K video 
channels is 2K - 2. Denote the video segments by Si 
(i=1,2,..,N). The first video channel transmits the first 
segment S1, repeatedly, and the second video channel 
transmits the segments S2 and S3, alternately and repeat-
edly. The ith video channel transmits the segments 12iS  , 

12 1iS   , 12 2iS   , …, 2 1iS  , sequentially and periodi-
cally, provided this ith channel is not the last video 
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channel. The last video channel, i.e., Kth video channel 

transmits the segments 12KS  , 12 1KS   , 12 2KS   , …, 
2 2KS  , sequentially and periodically.  
The video server is always connected to the live chan-

nel for downloading the new segments. When a segment 
has been downloaded, the video server broadcasts that 
segment by using its channels along with other segments. 
This process continues till there is a free channel with the 
video server and the live video transmission is going on. 
Since the bandwidth allocated to the video by the video 
server is of fixed amount, this will get exhausted at some 
point of time. In that case, the video server would not be 
able to broadcast the newly downloaded segments. One 
solution to this problem is to increase the bandwidth, 
which may not always be possible. A better solution is to 
make the last channel free by transferring its segments to 
other video channels so that this video channel can 
broadcast the new segments. This process is called 
channel transition. The important issue while doing a 
channel transition is that all (present or future) user re-
quests must get timely video data delivery. There are two 
types of channel transition: intermediate channel transi-
tion in which the live video is not over and the final 
channel transition in which the live video is over. We 
first discuss the intermediate channel transition. 

3.2 Intermediate Channel Transition 

The intermediate channel transition is performed when 
the video server is downloading new segments from the 
live system, but it does not have a free channel to broad-
cast them. We transmit (2K-2) segments using K channels, 
not (2K -1) as required in the Fast Broadcasting scheme. 

This is done because the capacity of the last channel is 
equal to total capacity of all other channels. Here the 
‘capacity’ of a channel refers to the maximum number of 
segments transmitted by that channel. While transferring 
segments of the last video channel to other channels to 
make it free, we simply need to double the segments’ 
size. If S1, S2,…,Sk,… are the old segments, then the new 
segments, denoted by S1

1, S
1
2,…, are given by  S

1
1 = S1 

+ S2, S
1
2 = S3 + S4,…, S1

k = S2k-1 + S2k,…, and  so forth. 
After a channel transition the segment size (i.e., new 
waiting time) becomes twice of the old one (old waiting 
time). To avoid the increase in the waiting time, we 
should delay the channel transition as much as possible, 
which can be delayed till all channels have their capacity 
full. It is not difficult to show that by delaying a channel 
transition maximally, all user requests (before and after 
the channel transition) get the video data in time. 

Figure 2 shows the first channel transition at thick 
black line for allocating four video channels to the video 
by the video server. The gray-colored channel signifies 
the live channel and remaining are the video server’s 
channels. The problem of data availability may be for a 
request that begins viewing the video just before the 
channel transition. This request, denoted by R13 in Figure 
2, begins downloading the data from the time slot TS14. 
This request R13 downloads the segments S15 onward 
from the live channel and S1 to S14 from the video server. 
The segments available for downloading from the video 
server using the 1st, 2nd, 3rd, and 4th video channels in the 
time slot TS14 are S1, S2, S6, and S14, respectively. The 
segment S1 can be viewed while downloading from the 
video server and does not requires storage space. Just 

 

 
Figure 2. First channel transition 
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Figure 3. Final channel transition 

after the channel transition, R13 needs the segment S2 for 
viewing and it is already in its buffer because it had been 
stored just before the channel transition. After viewing S2, 
R13 needs S3 segment which is the first half part of the 
second segment S1

2 (=S3 + S4) transmitted by the second 
channel after channel transition. Thus, the data of the 
segment S3 can be made available to R13. Using similar 
discussions, we can show that a request received in any 
time slot can receive timely video data. We now discuss 
the final channel transition. 

3.3 Final Channel Transition 

In order to carry out the final channel transition, the 
video size must be known and it is possible only when 
the live video transmission is over. Since the video size is 
known, we can construct the video segments. The live 
video can be over at any point of time. If the data broad-
cast by the live channel does not form a complete seg-
ment, we can add dummy data to make it a complete 
segment. The live video can be over in any time slot, 
which means that the last video channel can have any 
number of segments ranging from one to its maximum 
capacity. If its capacity is full, then nothing is required to 
do. To carry out the final channel transition, the last 
channel must have at least one segment and at least one 
empty time slot. To occupy empty time slots with the 
video data, we need to increase the number of segment to 
(2K - 2) so that all time slots of all the video channels K 
are occupied. Increasing the number of segments de-
creases the segment size as the video size is of fixed 
length. The first channel C1 transmits S1

ℓ-1 and the second 
channel C2 transmits the segments S2

ℓ-1 and S3
ℓ-1 just be-

fore the final transition. Here the superscript ℓ of a seg-
ment (time slot) signifies the segment (time slot) after the 

final (last) channel transition and (ℓ-1) for a segment 
(time slot) just before the final channel transition. After 
the final channel transition, the segment size decreases, 
i.e., some last portion of S1

ℓ-1 segment is added to the 
beginning of S2

ℓ-1 and some last portion S2
ℓ-1 is added to 

the beginning of S3
ℓ-1, and so forth. The number of new 

segments is (2K - 2) and they can occupy all the time 
slots on all channels. While carrying out this process, 
timely video data delivery to the current as well as future 
requests must be ensured. 

We now discuss how the video data delivery can be 
timely maintained to all user requests by taking an ex-
ample. Consider that the video server has allocated four 
video channels to the video. The last (i.e., fourth) video 
channel can accommodate the segments S8, S9,…, S14. 
The live video can be over in any time slot STi

ℓ-1 
(7<i<14). Let i=8, i.e., the last video channel has to 
transmit the last segment as S9

ℓ-1 in the time slot ST8
ℓ-1. 

The segment S9
ℓ-1 will be available at the video server for 

transmission in the time slot ST9
ℓ-1 (refer Figure 3). We 

can carry out the channel transition immediately after the 
time slot ST9

ℓ-1. The request R8 that begins to download 
the data from the time slot ST9

ℓ-1 onward can download, 
if required, the segments S 

1
ℓ-1, S3

ℓ-1, S5
ℓ-1, and S9

ℓ-1 in 
that time slot (refer Figure 3). The segment S1

ℓ-1 is 
viewed while downloading in the time slot ST9

ℓ-1 and in 
the next time slot (i.e., after channel transition) this re-
quest needs S2

ℓ-1. The segment S2
ℓ-1 is distributed among 

the segments S2
ℓ and S3

ℓ after the channel transition. The 
segment S2

ℓ is available for downloading just after the 
channel transition, but the initial portion of segment S2

ℓ 
comprises some last portion of S1

ℓ-1 and the remaining is 
some initial portion of the segment S2

ℓ-1. It means that 
just after channel transition the initial portion of S2

ℓ that 
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is from the segment S1
ℓ-1 will be available, not the seg-

ment S2
ℓ-1. Thus, the request R8 will not get the data of 

the segment S2
ℓ-1 in time. To circumvent this problem, we 

delay the final channel transition one time slot after the 
live video is over. In the instance case, we carry out final 
channel transition at the end of the time slot ST10

ℓ-1, not 
ST9

ℓ-1. By doing so, we have one empty time slot (shown 
as gray-colored on the last video channel in Figure 3) on 
the last video channel that can be used to broadcast S2

ℓ-1 
or S3

ℓ-1 depending upon the last segment broadcast by the 
live channel is even or odd. The segments available for 
downloading to the request R8 in the time slot ST10

ℓ-1 are 
S2

ℓ-1 and S6
ℓ-1. The request R8 has segments S2

ℓ-1 and S3
ℓ-1 

in its buffer and will need S4
ℓ-1 for viewing in the time 

slot ST12
ℓ-1, which is not in the buffer storage. After the 

channel transition, the segment S4
ℓ-1 is distributed among 

S5
ℓ, S6

ℓ, and S7
ℓ and the time slot ST12

ℓ-1 is distributed in 
the time slots ST2

ℓ, ST3
ℓ, and ST4

ℓ. The segment S5
ℓ can 

be downloaded in the time slot ST2
ℓ and the segments S6

ℓ 
and S7

ℓ in the time slots ST3
ℓ and ST4

ℓ, respectively. It 
may be noticed that the segment S5

ℓ is available at the 
beginning of the time slot ST2

ℓ, but some initial portion 
of ST2

ℓ comprises the last portion of the time slot ST11
ℓ-1. 

Thus, the request R8 can get the video data in time. Con-
sider another request R9 that begins downloading the 
video data from the time slot ST10

ℓ-1 onward and can 
download, if required, the segments S2

ℓ-1, S6
ℓ-1, and, S3

ℓ-1. 
The request R9 requires the segment S4

ℓ-1 in the time slot 
ST13

ℓ-1. The segment S4
ℓ-1 is distributed among S5

ℓ, S6
ℓ, 

and S7
ℓ and the time slot ST13

ℓ-1 becomes a part of the 
time slots ST4

ℓ and ST5
ℓ. The segments S5

ℓ, S6
ℓ, and S7

ℓ 
can be downloaded in the time slots ST2

ℓ, ST3
ℓ, and ST4

ℓ, 
respectively. Thus, the segment S4

ℓ-1 can be made avail-
able in time to request R9. Using similar discussions, we 
can show that all requests can be provided the required 
data in time. 

We now find out those segments Si
ℓ that have the data 

of the segment S4
ℓ-1 after the final channel transition. The 

indices of the segments Si
ℓ that have the data of segment 

S4
ℓ-1 are IL, IL+1, …, IH, where IL and IH are given by IL = 

n1 such that 
1

1*
min 3
n

n p

N

 
 

 
 and IH = n2 such that 

2

2 *
min 4
n

n p

N

 
 

   
where p is the index of the last segment 

broadcast by the live channel and N is the number of 
segments that is given by (1).  

For the request R9 that receives the data from ST10
ℓ-1 

time slot onward, assuming that the last segment broad-
cast by the live channel is S9

ℓ-1, the segment S4
ℓ-1 would 

be distributed among the segments S5
ℓ, S6

ℓ, and S7
ℓ as IL 

= 5 and IL = 7 because for n1 = 5, 
1

1 * 9
min 3

14n

n 
 

 
and for 

n2 = 7, 
2

2 *9
min 4

14n

n 
 

 
hold. This can easily be verified as 

follows. 
S1

ℓ = 9*S1
ℓ-1/14; S2

ℓ = 5*S1
ℓ-1/14 + 4*S2

ℓ-1/14; 
S3

ℓ = 9*S2
ℓ-1/14; S4

ℓ = S2
ℓ-1/14+8*S3

ℓ-1/14; 
S5

ℓ = 6*S3
ℓ-1/14 + 3*S4

ℓ-1/14; S6
ℓ = 9*S4

ℓ-1/14; S7
ℓ = 

2*S4
ℓ-1/14 + 7*S5

ℓ-1/14. 
The video channels allocated by the video server to the 

video transmit new segments Si
ℓ (i=1,2,..,N) in the new 

time slots STi
ℓ(i=1,2,…,N,…) according to the broad-

casting procedure. Thus, we have discussed channel tran-
sition. In next Section, we discuss the results. 

4. Results 

The Fast broadcasting scheme is one of the simplest 
broadcasting schemes. That’s why we have considered it 
for live video broadcasting. In its architecture, we have 
made a simple modification so that the number of seg-
ments transmitted by its last video channel is equal to the 
total segments transmitted by its remaining channels. 
This modification makes the final channel transition at 
the optimal time point. In other words, the channel tran-
sition is performed after all time slots of all the video 
channels are full with the video segments. Consider 
again Figure 2. The request R0 arrived in the 0th time slot 
ST0 begins downloading the segments S2 onward from 
the live channel and S1 from the video server. The buffer 
requirement for this request is one segment. The request 
R1 arrived in the 1th time slot ST1 begins downloading the 
segments S3 onward from the live channel into its buffer 
and S1 and S2 from the video server. Its buffer require-
ment is of two segments. We describe the buffer compu-
tation for an arbitrary request. Consider an arbitrary re-
quest, say, R9, that arrives in the 9th time slot ST9. This 
request begins downloading the data from the time slot 
ST10 onward. The segments S11 onward are downloaded 
from the live channel and the segments S1 to S10 from the 
video server. The segments available for downloading, 
actually downloaded, and that required for viewing, in 
different time slots are shown in Table 1. 

In last column ‘+’ and ‘-’ signs signify that the seg-
ment is stored in and read from the buffer, e.g., 
+2-1+1=2 means 2 segments are stored from the video 
server into the user’s buffer, one is read from the user’s 
buffer, and one is stored from the live channel into the 
user’s buffer. Thus, the net buffer requirement is of two 
segments. The segment S1 is viewed while downloading. 

Using similar discussions, we can compute the buffer 
requirement for any request. Table 2 shows the buffer 
requirement for different requests (referring Figure 2), 
assuming that four video channels have been allocated to 
the video by the video server. 

In Table 2, for the requests R7, R8, R9, R10, and R11, 
there are two different storage requirements. The first 
requirement is one when the live video is going on. The 
second requirement refers to one when the live video is 
over after the 14th segment. The maximum user’s waiting 
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Table 1. Segments stored from the live channel and the video server by request R9 

Time slot 
Segments available for storing 

from Video Server 
Segments stored from 

Video Server 
Segments stored from 

live channel 
Segment required 

for viewing 
Total segments required

ST10 S1+S2+S6+S10 S2 S11 S1 +1+1=2 

ST11 S3+S7 S3 S12 S2 +1-1+1=1 

ST12 S4 S4 S13 S3 +1-1+1=1 

ST13 S5 S5 S14 S4 +1-1+1=1 

ST14 S6 S6 S15 S5 +1-1+1=1 

ST15 S4
1/2= S7 S7 S16 S6 +1-1+1=1 

ST16 S4
1/2= S8 S8 S17 S7 +1-1+1=1 

ST17 S5
1 /2= S9 S9 S18 S8 +1-1+1=1 

ST18 S5
1 /2= S10 S10 S19 S9 +1-1+1=1 

Buffer Storage required for request R9 = 10S 
 

Table 2. Buffer Requirement for different Requests allocating four video channels 

Request 
Buffer 

Requirement 
 Request Buffer Requirement 

R0 S  R6 7S 
R1 2S  R7 8S  or 7S 
R2 3S  R8 9S  or 5S 
R3 4S  R9 10S  or 5S 
R4 5S  R10 11S  or 5S 
R5 6S  R11 12S  or 5S 

 
time in this scheme is pre-decided for the initial users 
and remains the same till the channel transition time. 
After every channel transition except the final one the 
user’s waiting time becomes double of the previous one. 
The final channel transition is done only when the live 
video transmission is over. After the final channel transi-
tion the user’s waiting time is stabilized and the scenario 
becomes like a stored video. The size of a segment (time 
slot) after a channel transition except the final one be-
comes double. If Si, STi and S1

i, ST1
i are the ith segments 

and time slots, respectively, before and after the first 
channel transition (assuming four video channels), then 
we have the following relations:  

S1
i = S14+2i-1 + S14+2i   

ST1
i = ST14+2i-1 + ST14+2i 

In general, we have  

Sk
i = Sk-1

14+2i-1 + Sk-1
14+2i, for k = 1, 2, …, ℓ-1,  (2) 

STk
i = STk-1

14+2i-1 + STk-1
14+2i, for k = 1, 2, …, ℓ-1, (3) 

where S0
i, ST0

i denote the very first ith segment and time 
slot, respectively, i.e., S0

i = Si, ST0
i = STi and ℓ denotes 

the final channel transition.  
We can determine the size of a segment (time slot) af-

ter any channel transition in terms of the original seg-
ments (time slots). For example, consider the third chan-
nel transition (assuming it is not the final channel transi-
tion). Then, (2a) & (2b) give 

S3
i = S2

14+2i-1 + S2
14+2i.         (4) 

 ST3
i = ST2

14+2i-1 + ST2
14+2i.       (5) 

We can take i=1 because after any channel transition 
all the segments (time slots) are of same size. We will 
derive the relation for the segments only, and for the time 
slots exactly the same relation will hold.  For i=3, we 
have from (3a) as  

S3
1 = S2

15 + S2
16    

We need to find out S2
15 and S2

16, which are given by 
S2

15 = S1
14+29 + S1

14+30 = S1
43 + S1

44 
S2

16 = S1
14+31 + S1

14+32 = S1
45 + S1

46. 
Again we need to find out S1

43, S1
44, S

1
45, and S1

46, 
which are given by 

S1
43 = S0

14+85 + S0
14+86  = S0

99 + S0
100    

S1
44 = S0

14+87 + S0
14+88  = S0

101 + S0
102   

S1
45 = S0

14+89 + S0
14+90  = S0

103 + S0
104   

S1
46 = S0

14+91 + S0
14+92  = S0

105 + S0
106    

The segments S0
is are the original segments. Thus, we 

have  
S3

1= S99 + S100 +…+…+ S106 

For the time slots, we have   
ST3

1= ST99 + ST100 +…+…+ ST106 

The segment (time slot) size after the final channel 
transition (i.e., ℓth) is  times of the segment (time slot) 
size of that of the (ℓ-1)th channel transition, where 0.5 < 
 < 1. Here  = 1 signifies that the live video transmis-
sion is over when all time slots of all the video channels 
are full. In that case, nothing is done and the user’s wait-
ing time is unchanged. For  ≠ 1, the last channel after 
the final but one channel transition must have at least one 
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segment and at least one empty time slot. Consider that 
the last video channel has NS segments after the final but 
one channel transition. After the final channel transition, 
the segment size would be (2K-1 + NS)*Sℓ-1/N. For K=4, 
N=14, and NS=2, the segment size after the final channel 
transition is (23 + 2)*Sℓ-1/ 14=10*Sℓ-1/14.   

The user’s waiting time changes after a channel transi-
tion depending upon the segment size and this is fixed 
for the stored videos for a given bandwidth. In the pro-
posed scheme, the initial user’s waiting time is decided 
by the service provider and it is also equal to the segment 
size. This decision is necessary for arranging the video 
data that would be downloaded in terms of the segments 
and made on the basis of bandwidth allocated to the 
video. The video size increases after a new segment from 
the live channel has been downloaded, but this change 
affects broadcasting only after the channel transition. 
After the final channel transition, the user’s waiting time 
generally decreases. The basic requirement to carry out 
the final channel transition is that there must be at least 
one segment and at least one empty time slot on the last 
video channel.  

5. Conclusions 

In this paper, we have proposed a technique so that the 
Fast Broadcasting scheme can be used for broadcasting 
the live videos. The Fast Broadcasting scheme does not 
support the live video services in its original form be-
cause it requires the number of segments of the video 
beforehand and for that the video length should be 
known, which is generally not known in advance in case 
of the live videos. In this proposed scheme, the live 
video data is stored in buffer at the video server in terms 
of fixed time durations, called time slots. The data 
downloaded in a time slot is considered as a segment. 
The downloaded segments are broadcast by the video 
server till there is free channel available with the video 
server. When no free channel is available and live video 
is there, channel transition is required. In the proposed 
scheme, the channel transition can be delayed maximally, 
i.e., up to the point when all time slots of all the video 
channels have been completely occupied. This study may 
be useful for designing a VOD system that can support 
the live video, such as cricket match, interactive educa-
tion session, etc. 
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