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#### Abstract

We study the interaction of a multi-photon three-level atom with a single mode field in a cavity, taking explicitly into account the existence of forms of nonlinearities of both the field and the intensity-dependent atom-field coupling. The analytical forms of the emission spectrum is calculated using the dressed states of the system. The effects of photon multiplicities, mean photon number, detuning, Kerr-like medium and the intensity-dependent coupling functional on the emission spectrum are analyzed.
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## 1. Introduction

The spectrum of spontaneous emission of a V-configuration three-level atom, whose two upper levels are coupled by a classical field and their energy spacing is much larger than the spontaneous emission widths has been investigated [1]. It has been shown that the spontaneously generated interference can induce the spectrum to exhibit six peaks and depend on the phase of the classical field. The effects of a broadband squeezed vacuum on three-level atoms at different configurations ( $\Lambda, V$ and $\Xi$ configurations) have also been investigated [2-5]. Further work has also been done to study the resonance fluorescence spectra of three-level atoms interacting with two coherent lasers and two independent squeezed vacuum [3-5]. The fluorescence spectrum for a strongly driven three-level system in which one of the two photon transition is coupled to a finite-bandwidth squeezed vacuum field has been examined [4]. Quantum interference effects in resonance fluorescence and absorption spectra of a V-type three-level atom damped by a broadband squeezed vacuum, studied in [6].

In recent years, there has been tremendous progress in the ability to generate states of the electromagnetic field with manifestly quantum or nonclassical characteristics experimentally [7-9]. Squeezed states of light are nonclassical states for which the fluctuations in one of two quadrature phase amplitudes of the electromagnetic field
drop below the level of fluctuations associated with the vacuum state of the field. Squeezed states therefore provide a field which is in some sense quieter than the vacuum state and hence can be employed to improve measurement precision beyond the standard quantum limits.

The goal of this paper is to shed some light on the emission spectrum for a general three-level system. The model we shall consider is consisting of a single V-type three level atom interacting with a multi-photon one mode field in a perfect cavity, including acceptable kinds of nonlinearities of both the field and the intensitydependent atom-field coupling. To reach our goal it is more convenient to use exact expression for the unitary operator $U(t)$ in the frame of the dressed state formalism. This will be considered in Section 2. In Section 3 we employ the analytical results obtained to find an analytical expression for the emission spectrum by using the finite double-Fourier transform of the two-time field correlation function. By a numerical computation, we examine the influence of photon multiplicities, mean photon number, detuning parameters, the functional dependence of the coupling as well as the nonlinearity parameter on the emission spectrum in Section 4. Finally the conclusions are summarized in Section 5.

## 2. Formulation of the Problem

The Hamiltonian of the system in the rotating-wave app-
roximation is of the form $(\hbar=1)$

$$
\begin{align*}
H & =H_{0}+H_{i n}  \tag{1}\\
H_{0} & =\sum_{j=1}^{3} \omega_{j} \sigma_{j, j}+\Omega \hat{a}^{+} \hat{a} \tag{2}
\end{align*}
$$

The operators $\hat{a}$ and $\hat{a}^{+}$are the boson operators for the field satisfying $\left[\hat{a}, \hat{a}^{+}\right]=1$. Where $\omega_{1}, \omega_{2}$ and $\omega_{3}$ are the atomic levels energies $\left(\omega_{1}>\omega_{2}>\omega_{3}\right)$ and $\Omega$ is the field frequency, with the detuning parameters $\Delta_{1}$ and $\Delta_{2}$ (as shown in Figure 1) given by

$$
\begin{equation*}
\Delta_{1}=-k \Omega+\left(\omega_{1}-\omega_{3}\right), \Delta_{2}=-k \Omega+\left(\omega_{2}-\omega_{3}\right) \tag{3}
\end{equation*}
$$

The interaction part of the Hamiltonian in the presence of an arbitrary nonlinear medium, via multi-photon process $k$ can be written as

$$
\begin{align*}
H_{i n}= & \mathfrak{R}\left(\hat{a}^{\dagger} \hat{a}\right)+\lambda_{1}\left(\sigma_{13} f_{1}\left(\hat{a}^{\dagger} \hat{a}\right) \hat{a}^{k}+\hat{a}^{+k} f_{1}\left(\hat{a}^{\dagger} \hat{a}\right) \sigma_{31}\right) \\
& +\lambda_{2}\left(\sigma_{23} f_{2}\left(\hat{a}^{\dagger} \hat{a}\right) \hat{a}^{k}+\hat{a}^{+k} f_{2}\left(\hat{a}^{\dagger} \hat{a}\right) \sigma_{32}\right) . \tag{4}
\end{align*}
$$

$\mathfrak{R}\left(\hat{a}^{\dagger} \hat{a}\right)$ and $f\left(\hat{a}^{\dagger} \hat{a}\right)$ are Hermitian operators functions of photon number operators, such that $\lambda_{1} f_{1}\left(\hat{a}^{\dagger} \hat{a}\right)$ and $\lambda_{2} f_{2}\left(\hat{a}^{\dagger} \hat{a}\right)$ represents an arbitrary intensity-dependent atom-field coupling, while $\mathfrak{R}\left(\hat{a}^{\dagger} \hat{a}\right)$ denotes the one-mode field nonlinearity which can model Kerr-like medium nonlinearity as will be discussed later. The operators $\sigma_{i j}$ satisfy the following commutation relations $\left[\sigma_{i j}, \sigma_{k l}\right]=\sigma_{i l} \delta_{j \kappa}-\sigma_{\kappa j} \delta_{i l},\left[\hat{a}, \sigma_{i j}\right]=0$.

The initial state $\left|\Psi(0)_{A F}\right\rangle$ of the combined atom-field system may be written as

$$
\begin{equation*}
\left|\Psi(0)_{A F}\right\rangle=\left|\Psi(0)_{A}\right\rangle \otimes\left|\Psi(0)_{F}\right\rangle \tag{5}
\end{equation*}
$$

where $\left|\Psi(0)_{A}\right\rangle=|1\rangle\langle 1|$ the initial state of the atom and $\left|\Psi(0)_{F}\right\rangle=|\Theta\rangle\langle\Theta|$ is the initial state of the field. The initial state $|\Theta\rangle=\sum p^{(n)}|n\rangle$ where the probability amplitude $p^{(n)}$ is defined in the usual manner as $p^{n}=\langle n \mid \Theta\rangle$.

The time evolution between the atom and the field is defined by the unitary evolution operator generated by $H$. Thus $U(t)$ is given by:

$$
U(t) \equiv \exp (-i H t)
$$

This unitary operator $U(t)$ is written as

$$
\begin{align*}
U(t) & =\sum_{s=0}^{k-1} \exp \left(-i E_{03}^{(s)} t\right)\left|\Phi^{(s)}\right\rangle\left\langle\Phi^{(s)}\right| \\
& +\sum_{n=k}^{\infty} \sum_{j=1}^{3} \exp \left(-i E_{j}^{(n)} t\right)\left|\Psi_{j}^{(n)}\right\rangle\left\langle\Psi_{j}^{(n)}\right| \tag{6}
\end{align*}
$$

where $j=1,2,3$ and the eigenvalues

$$
E_{03}^{(s)}=\omega_{3}+\Omega s+\mathfrak{R}(s),(s=0,1, \cdots, k-1)
$$



Figure 1. Energy level diagram for a $V$-type three-level atom with $k$-photon detuning $\Delta_{1}, \Delta_{2}$.

$$
\begin{equation*}
E_{j}^{(n)}=-\frac{X_{1}}{3}+\frac{2}{3}\left(\sqrt{X_{1}^{2}-3 X_{2}}\right) \cos \left(\theta_{j}\right) \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
\theta_{j}=\left(\frac{1}{3} \cos ^{-1}\left[\frac{9 X_{1} X_{2}-2 X_{1}^{3}-27 X_{3}}{2\left(X_{1}^{2}-3 X_{2}\right)^{\frac{3}{2}}}\right]+(j-1) \frac{2 \pi}{3}\right) \tag{8}
\end{equation*}
$$

with

$$
\begin{align*}
& X_{1}=-\left(r_{1}+r_{2}+r_{3}\right) \\
& X_{2}=-\left[V_{1}^{2}+V_{2}^{2}-r_{1} r_{2}-r_{1} r_{3}-r_{2} r_{3}\right] \\
& X_{3}=r_{2} V_{1}^{2}+r_{1} V_{2}^{2}-r_{1} r_{2} r_{3} \\
& r_{1}=\omega_{1}+\Omega n+\mathfrak{R}(n)  \tag{9}\\
& r_{2}=\omega_{2}+\Omega n+\mathfrak{R}(n) \\
& r_{3}=\omega_{3}+\Omega(n+k)+\mathfrak{R}(n+k) \\
& V_{1}=\lambda_{1} f_{1}(n) \sqrt{\frac{(n+k)!}{n!}}, V_{2}=\lambda_{2} f_{2}(n) \sqrt{\frac{(n+k)!}{n!}}
\end{align*}
$$

and $\left|\Phi^{(s)}\right\rangle,\left|\Psi_{j}^{(n)}\right\rangle$ are the dressed states of the system associated with the eigenvalues $E_{03}^{(s)}$ and $E_{j}^{(n)},(j=1$, 2, 3).

$$
\begin{gather*}
\left|\Phi^{(s)}\right\rangle=|s, 3\rangle,(s=0,1, \cdots, k-1) \\
\left|\Psi_{j}^{(n)}\right\rangle=\alpha_{j}^{(n)}|n, 1\rangle+\beta_{j}^{(n)}|n, 2\rangle+\gamma_{j}^{(n)}|n+k, 3\rangle \tag{10}
\end{gather*}
$$

where

$$
\left(\begin{array}{c}
\alpha_{j}^{(n)}  \tag{11}\\
\beta_{j}^{(n)} \\
\gamma_{j}^{(n)}
\end{array}\right)=\frac{1}{M}\left(\begin{array}{c}
-V_{1}\left(r_{2}-E_{j}^{(n)}\right) \\
-V_{2}\left(r_{1}-E_{j}^{(n)}\right) \\
\left(r_{1}-E_{j}^{(n)}\right)\left(r_{2}-E_{j}^{(n)}\right)
\end{array}\right)
$$

$M=$

$$
\begin{equation*}
\sqrt{\left(r_{1}-E_{j}^{(n)}\right)^{2}\left(r_{2}-E_{j}^{(n)}\right)^{2}+V_{1}^{2}\left(r_{2}-E_{j}^{(n)}\right)^{2}+V_{2}^{2}\left(r_{1}-E_{j}^{(n)}\right)^{2}} \tag{12}
\end{equation*}
$$

Having obtained the explicit form of the unitary operator $U(t)$, the eigenvalues and the eigenfunctions for the system under consideration, we are therefore in a position to discuss any property related to the atom or the field.

## 3. The Physical Transient Spectrum

In this section we derive the physical transient spectrum $S(v)$ by calculating the Fourier transform of the time averaged dipole-dipole correlation function
$\left\langle\left(\sigma_{13}\left(t_{1}\right)+\sigma_{23}\left(t_{1}\right)\right)\left(\sigma_{31}\left(t_{2}\right)+\sigma_{32}\left(t_{2}\right)\right)\right\rangle$, The physical spectrum $S(v)$ of radiation field emitted by a cavity-bound atom is given by the expression [10].

$$
\begin{align*}
S(v)= & \Gamma \int_{0}^{T} \mathrm{~d} t_{1} \int_{0}^{T} \mathrm{~d} t_{2} \exp \left[-(\Gamma-i v)\left(T-t_{1}\right)-(\Gamma+i v)\left(T-t_{2}\right)\right] \\
& \times\left\langle\left(\sigma_{13}\left(t_{1}\right)+\sigma_{23}\left(t_{1}\right)\right)\left(\sigma_{31}\left(t_{2}\right)+\sigma_{32}\left(t_{2}\right)\right)\right\rangle . \tag{13}
\end{align*}
$$

where $T$ is the interaction time and $\Gamma$ is the bandwidth of the filter. After carrying out the various operations we get

$$
\begin{align*}
& S(v)=\Gamma \sum_{s=0}^{k-1} \sum_{j=1}^{3}\left|p^{(s)}\right|^{2}\left|\alpha_{j}^{(s)}\right|^{2} \Upsilon\left(E_{03}^{(s)}, E_{j}^{(s)}\right) \\
& \times\left[\left|\alpha_{j}^{(s)}\right|^{2}+\alpha_{j}^{*(s)} \beta_{j}^{(s)}+\alpha_{j}^{(s)} \beta_{j}^{*(s)}+\left|\beta_{j}^{(s)}\right|^{2}\right]  \tag{14}\\
& +\Gamma \sum_{n=k}^{\infty} \sum_{i=1}^{3} \sum_{j=1}^{3}\left|p^{(n)}\right|^{2}\left|\alpha_{j}^{(n)}\right|^{2}\left|\gamma_{i}^{(n-k)}\right|^{2} \Upsilon\left(E_{i}^{(n-k)}, E_{j}^{(n)}\right) \\
& \times\left[\left|\alpha_{j}^{(n)}\right|^{2}+\alpha_{j}^{*(n)} \beta_{j}^{(n)}+\alpha_{j}^{(n)} \beta_{j}^{*(n)}+\left|\beta_{j}^{(n)}\right|^{2}\right]
\end{align*}
$$

where

$$
\begin{equation*}
\Upsilon(x, y)=\left[\frac{1+\exp (-2 \Gamma T)-2 \exp (-\Gamma T) \cos (v+x-y) T}{\Gamma^{2}+(v+x-y)^{2}}\right] \tag{15}
\end{equation*}
$$

Thus the time averaged spectrum consists of resonant structures which arise from transitions among different dressed states. The final structure of the time averaged spectrum will depend on the form of the input photon distribution $p^{(n)}$. Due to the quantum interference between component states the oscillations in the cavity field become composed of different component states.

## 4. Results and Discussion

On the basis of the analytical solution presented in a
previous section, we shall study numerically the physical transient spectrum in a a squeezed coherent initial field. The photon number distribution for a squeezed coherent state [11] can be written as

$$
\begin{align*}
\left|P_{n}\right|^{2}= & s \frac{(\tanh r)^{n}}{2^{n} n!\cosh r}\left|H_{n}\left(\frac{\varepsilon}{\sqrt{2 \cosh r \sinh r}}\right)\right|^{2}  \tag{16}\\
& \times \exp \left[-|\varepsilon|^{2}+\tanh r \operatorname{Re}(\varepsilon)^{2}\right],
\end{align*}
$$

where, $\varepsilon=\alpha \cosh r+\alpha^{*} \sinh r, \alpha=|\alpha| \exp (i \varsigma)$ and $H_{n}$ is the Hermite polynomial. We suppose here the minor axis of the ellipse, representing the direction of squeezing, parallel to the coordinate of the field oscillator. The initial phase $\varsigma$ of $\alpha$ is the angle between the direction of coherent excitation and the direction of squeezing. The mean photon number of this field is equal to $\bar{n}=|\alpha|^{2}+\sinh ^{2} r$. Putting $r=0$ we get the photon distribution for an initial coherent state with $\bar{n}=|\alpha|^{2}$ whereas for $\alpha=0$ the photon distribution for an initial squeezed vacuum state with $\bar{n}=\sinh ^{2} r$ is recovered. The latter distribution is oscillatory with zeros for odd $n$.

By means of dressed atom states, and quantum beats we know that when the number $n$ changes by $k$ unit, this coupling describes the spontaneous emission of $k$ photon with a frequency close to $\Omega$. Since the dressed state $\left|\Psi_{3}^{(n-k)}\right\rangle$ is totally decoupled from the other dressed states, it can not be populated [12,13]. Then the field can only couple such transitions where the final states are either $\left|\Psi_{1}\right\rangle$ or $\left|\Psi_{2}\right\rangle$ but not $\left|\Psi_{3}\right\rangle \quad[12,14]$. So, there are only six possible allowed spontaneous decays from the three perturbed states of $E^{(n)}$ (where $E^{(n)}=\left\{\left|\Psi_{1}^{(n)}\right\rangle,\left|\Psi_{2}^{(n)}\right\rangle,\left|\Psi_{3}^{(n)}\right\rangle\right\}$ ) to lower multiplicities $E_{j}^{(n-k)}[15,16]$. Generally they are asymmetric, because the intensities of the symmetrically placed sidebands are not equal. While at exact resonance the spectrum becomes symmetric [16]. Due to the non population of the dressed state $\left|\Psi_{3}\right\rangle$ the two transitions $\left|\Psi_{3}\right\rangle \rightarrow\left|\Psi_{1}\right\rangle$ and $\left|\Psi_{3}\right\rangle \rightarrow\left|\Psi_{2}\right\rangle$ vanish [12-14]. Hence, the emission spectrum of $V$-type three-level atom for a single cavity field has four-peak structure. In what follows we shall consider the effect of men photon number, detuning parameters $\Delta_{1}, \Delta_{2}$, intensity dependent coupling $f_{i}(n)$ and the nonlinear Kerr medium parameter $\chi$ on the spectrum of the system under consideration.

### 4.1. Effect of Multiplicity and Mean Photon Number

For $k=1$ small $\bar{n}$ Rabi vacuum peaks dominate the spectrum see Figure 2.1(a). While by increasing the
mean photon number of the cavity field the effect of the vacuum state diminishes and we note that there is a central deep gap surrounded by two symmetric spikes beside a two symmetric peaks however with structure appear as one moves away from the center as shown in Figure 2.2(a). This is due to that the central two peaks located at $\left(v+E_{1}^{(n-k)}-E_{1}^{(n)}\right)$ and $\left(v+E_{2}^{(n-k)}-E_{2}^{(n)}\right)$ coalescence into each other, giving a single double peak at the center of the spectrum, while the other two peaks giving the symmetric sidebands around the central structure (see Figure 2.2(a)). With further increase in the mean photon number and hence the variance the spectrum not only become quite rich, and the gap depth and width decrease because the central two peaks coalescence into each other further but also, the sidebands move away from the central line, and its height decreases while it gets wider and wider as long as the mean photon number $\bar{n}$ increases. Hance, at sufficiently large mean photon number the central two peaks merge to a single peak leading to a three-peak structure. In Figure 2(b) where $k=2$ the situation is completely changed, we note the appearance of two wall separated central spikes surrounded by two symmetric groups of small spikes, which their heights having a maximum for the small middle spikes. Also, the central structure which observed at $k=1$ disappearing here. The two central spikes which nearest to the center becomes higher and narrower as the mean photon number increase. But for $k=3$ the spectra dived in to two symmetric groups of spikes located around the center. By increasing the values of $\bar{n}$ the spectrum is quite rich. Also, we can observe that the side peaks move away from the central line, and its
height decrease by increasing the mean photon number see Figure 2.2(c). Finally, as the photon multiplicities number increase, the number of allowed transition between the dressed states increase and hence number of peaks appearing in the spectrum increase as $k$ increase (compare frames in Figures 2.1 and 2.2).

### 4.2. Effect of Detuning

As we compare the figure Figure 3 and Figure 2.2 where the case of absence of detuning is considered, we generally may say that detuning adds asymmetry to the spectrum and the shape of the spectrum is changed on both sides of the central line. The left spikes is suppressed on changing $\Delta_{1}, \Delta_{2}$, while the right spikes is moving away from the resonant frequency and becomes higher as the values of the detuning parameters $\Delta_{1}, \Delta_{2}$ increase (compare frames 1, 2 in Figure 3. Also, the peaks at the left hand side decrease gradually, so that it disappear for a large values of the detuning parameters $\Delta_{1}, \Delta_{2}$ as shown in Figure 3.2. But, these phenomena takes place in a faster way as k decrease (compare frames a,b,c in Figure 3.2. Finally, not only the number of peaks, there position and there maximum heights depends on the detuning parameters $\Delta_{1}, \Delta_{2}$ but, also the photon number multiplicity $k$.

### 4.3. Effect of Kerr Medium

Now we will turn our attention to the effect on the spectrum $S(v)$ of the nonlinearity of the field with a Kerr-type medium due to the term $\mathfrak{R}(n)$ being taken in


Figure 2. The evolution of the function $S(v)$ in a perfect cavity as a function of $(v-k \Omega) / \sqrt{\lambda_{1} \lambda_{2}}$ with $\lambda_{1,2}=1, \quad \Delta_{1,2}=0$, $\chi=0, \Gamma=0.1, \varsigma=0, f_{1,2}(n)=1, T=100$ and (a) $k=1$; (b) $k=2$; (c) $k=3$ with (1) $r=1, a=1$; (2) $r=1.1, \alpha=\sqrt{5}$.


Figure 3. The same as Figure 2.2 but with, (1) $\Delta_{1}=5, \Delta_{2}=4$; (2) $\Delta_{1}=\Delta_{2}=20$.
the form $\chi n(n-1)$, where $\chi$ is related to the thirdorder nonlinear susceptibility. In fact the optical Kerr effect is one of the most extensively studied phenomenon in the field of nonlinear optics because of its applications. The addition of the Kerr-like medium parameter to the problem adds asymmetry to the spectrum that can be seen from comparison of the cases considered in Figure 4 with Figures 2.2. The right side peaks are suppressed while the left side peaks gain height and becomes narrower gradually as the values of $\chi$ increased see Figure 4.2. So that the right side hand peaks nearly disappear for a large values of $\chi$ see Figure 4.2. But this phenomena takes place in a slow way as k increase. We may conclude that, the effect of the Kerr-like medium is opposite to the effect of detuning. Furthermore, the effect of the nonlinear medium on the spectrum of the emitted light is the shift of the spectrum to the left and changing the amplitudes of the peaks depending on the value of $\chi, k$. The maximum height of peaks increase as $\chi$ increases for all values of k . While the maximum height of peaks decrease as k increases for all values of $\chi$.

### 4.4. Effect of Intensity Dependent Coupling Functional

In Figure 5 we study the effect of different functionals of intensity dependent coupling $f_{1}(n), f_{2}(n)$ on the emission spectrum $S(v)$. When $f_{1}(n)=f_{2}(n)=\sqrt{n+1}$ the range of the spectrum is extended due to the larger stepwise excitation than that for $f_{1}(n)=f_{2}(n)=1$. Also, the spectra divided into two groups of peaks which are symmetrically located around the central frequency for all values $k$ (see Figure 5.1. Furthermore, not only the maximum height of peaks decrease but, the number of
these peaks increases as $k$ increase. When we consider $f_{1}(n)=f_{2}(n)=\frac{1}{\sqrt{n+1}}$ the stepwise excitation becomes smaller than that in the case $f_{1}(n)=f_{2}(n)=1$. So that the sidebands become closer to each other, hence the number of peaks and the range of the spectrum decreases for all values of $k$ see Figure 5.2. For $k=1$ we get a situation similar to a Mollow spectrum (i.e only three peaks appears)which one gets in semiclassical fields see Figure 5.2(a). While for $k=2$ we note a deep gap between two higher wall spikes at the center surrounded by two lower side bands see Figure 5.2(b). For $k=3$ the two wall spikes which nearest to the center gain height (compare Figure 5.2(c) with Figure 2.2(c)). Finally, the spectrum can be controlled by choosing the right intensity-dependent coupling functional.

## 5. Conclusions

We have investigated the emission spectrum for a multiphoton V-type three-level atom, taking into account arbitrary forms of nonlinearities of both the field and the intensity-dependent atom-field coupling. The spectrum is calculated when the field initially in a squeezed coherent state. We have explored the influence of various parameters of the system on the emission spectrum. It is observed that

- For $k=1$ the spectrum of V-type three-level atom for the cavity field has four-peak structure. But for sufficiently large values of the mean photon number the spectrum tends to a three peak structure.
- As the photon multiplicities number increase, the number of allowed transition between the dressed states increase and hence number of peaks increase as $k$ icrease.


Figure 4. The same as Figure 2.2 but with, (1) $\chi=0.1$; (2) $\chi=0.8$.


Figure 5. The same as Figure 2.2 but (1) $f_{1}(n)=f_{2}(n)=\sqrt{n}$; (2) $\quad f_{1}(n)=f_{2}(n)=\frac{1}{\sqrt{n+1}}$.

- The peak position is associated with not only the photon number $(\bar{n})$ and the photon multiplicity number $k$ but also the intensity-dependent atom-field coupling constant $\lambda_{i} f_{i}(n)$.
- The heights of the spectrum components becomes shorter and the distances between them is larger as the mean photon number increased.
- The symmetry shown in the standard three-level atom model for the spectra is no longer present once Kerr effect or detuning is considered.
- The effect of detuning on the spectrum of the emitted light is twofold. The first effect is the shift of the spectrum to the right side. The second effect is the dependence of the amplitudes and heights of the peaks on $\Delta_{i}$.
- The Kerr medium has an effect opposite to the effect
of the detuning, where the earlier has shorter elements. Also, the heights and widths of the peaks not only depend on the photon multiplicity but also on the value of $\chi$. Consequently, changes in the detuning and the Kerr medium parameters can show in the spectra, and hence the heights of the peaks, their shifts and widths are altered compared with the case of resonance.
- The strong field effects can be produced by choosing the right parameters for these nonlinearities.
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#### Abstract

New approximate analytical solutions for steady flow in parallel-plates channels filled with porous materials governed by non-linear Brinkman-Forchheimer extended Darcy model for three different physical situations are presented. These results are compared with those obtained from an implicit finite-difference solution of the corresponding time dependent flow problem. It is seen that the time dependent flow solutions yield the almost same steady state values as obtained by using the new approximate analytical solutions
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## 1. Introduction

The behaviour of fluid flow in porous media has achieved considerable attention due to its important practical applications. Applications include packed-bed catalytic reactor, geothermal reservoir, drying of porous solids, shell-side flow model in shell-and tube heat exchanger, petroleum resources and many others. Reference [1] and [2] studied the mixed convection flow problems in porous media based on the model of Darcy law. For flow through the porous media with solid boundary, [3] proposed the classical boundary term in addition to Darcy's law. This Brinkman-extended Darcy model analyzed the no slip boundary condition at the wall and showed that although the wall shear resistance has little influence on the pressure drop, it has drastic effects on stream-wise velocity component and heat transfer rate at the interface between porous media and solid boundary.
In many modern applications, porous media are characterized by high velocities, i.e., the Reynolds number based on mean pore size is grater than unity. In such cases, it is necessary to account for deviation from linearity in the momentum equation for porous media. This deviation is accounted for by the Forchheimer term representing the quadratic drag which is essential for large particle Reynolds numbers. From the physical point quadratic drag appears in the momentum equation for porous media because of large filtration velocities, the form drag due to the solid obstacles becomes comparable with the surface drag due to friction [4].

Reference [5] also presented a closed form solution of the Brinkman-Forchheimer-extended Darcy momentum equation and the associated heat transfer equation for the case of fully developed flow with uniform heat flux at the boundary. They assumed a boundary-layer-type developed flow and as a consequence their solution is inaccurate when the inertia parameter is small and Darcy number approaches and exceeds the value of unity. Reference [6] reconsidered the analysis presented in [5] without invoking their boundary-layer assumption and derived a more general theoretical solution.

Recent results on the model (Brinkman-Forchheimer extended Darcy) presented are in [7-10]. In all the results presented above, no attempt was made to solve the nonlinear equations analytically.

In the present work, flow formation in a parallel plate channels filled with a fluid saturated porous media is analyzed analytically and numerically. The flow is described by the Brinkman-Forchheimer extended Darcy equation.

## 2. Mathematical Model

The physical problem under consideration consists of a steady laminar fully developed flow between two infinitely long horizontal parallel plates filled with porous material. The flow formation is caused either by pressure gradient or (and) by the movement of one of the bounding plates. The fluid is assumed to be Newtonian with uniform properties and the porous medium is isotropic
and homogeneous. The $x^{\prime}$-axis is taken along one of the plate while $y^{\prime}$-axis is normal to it. Under the above mentioned assumption and using the dimensionless parameters given in the nomenclature, the equation of motion in porous media which accounts for the boundary and non-linear inertia term is

$$
\begin{equation*}
\gamma \frac{\mathrm{d}^{2} u}{\mathrm{~d} y^{2}}-\frac{u}{D a}-\frac{C}{\sqrt[4]{D a^{n}}} u^{n}+G=0 \tag{1}
\end{equation*}
$$

The first term in the left-hand side of Equation (1) is the Brinkman term, second is the Darcy and third is the Forchheimer term ( $n=2$ ), hence the momentum transfer in the porous media is governed by steady BrinkmanForchheimer extended Darcy model.

The boundary conditions in dimensionless form are:

$$
\begin{array}{llll}
u=B & \text { at } & y=0 \\
u=0 & \text { at } & \mathrm{y}=1 \tag{2}
\end{array}
$$

The above equations have been rendered in dimensionless form by using the non-dimensional parameters defined in nomenclature.

## 3. Analytical Solutions

By introducing the assumption $\alpha=u^{n-1}$ into Equation (1) it becomes

$$
\begin{equation*}
\gamma \frac{\mathrm{d}^{2} u}{\mathrm{~d} y^{2}}-\frac{u}{D a}-\frac{C \alpha}{\sqrt[4]{D a^{n}}} u+G=0 \tag{3}
\end{equation*}
$$

Equation (3) has the solutions in Subsections 3.1-3.3.

### 3.1. Couette Flow [ $G=0.0$ and $B=1.0$ ]

$$
\begin{equation*}
u(y)=\frac{\operatorname{Sinh}(\lambda(1 .-y))}{\operatorname{Sinh}(\lambda)} \tag{4}
\end{equation*}
$$

where $\lambda=\frac{1}{\sqrt{\gamma}} \sqrt{\frac{1}{D a}+\frac{C \alpha}{\sqrt[4]{D a^{n}}}}$

### 3.2. Pressure Driven Flow [ $B=0$ and $\boldsymbol{G} \neq 0.0$ ]

$$
\begin{equation*}
u(y)=\frac{G}{\gamma \lambda^{2}}\left[\frac{\operatorname{Sinh}(\lambda y)-\operatorname{Sinh}(1 .-y)}{\operatorname{Sinh}(\lambda)}+1 .\right] \tag{5}
\end{equation*}
$$

3.3. Generalized Couette Flow [ $B=1.0$ and $G \neq$ 0.0]

$$
\begin{align*}
u(y)= & \frac{\operatorname{Sinh}(\lambda(1 .-y))}{\operatorname{Sinh}(\lambda)} \\
& -\frac{G}{\gamma \lambda^{2}}\left[\frac{\operatorname{Sinh}(\lambda(1 .-y))}{\operatorname{Sinh}(\lambda)}+\frac{\operatorname{Sinh}(\lambda y)}{\operatorname{Sinh}(\lambda)}-1 .\right] \tag{6}
\end{align*}
$$

The Equations (4) to (6) can be used to find the values of the dimensionless velocity $u$ as a function of dimensionless distance $y$ in the interval $[0,1]$ at the iteration $(i+1)$ in terms of value of $\lambda$ at the iteration $i$. It should be noted here that $\lambda$ is function of $\alpha$ which really stands for $u_{i}(y)$. Thus Equations (4) to (6) can be written in the following algorithmic form

$$
\begin{equation*}
u_{i+1}(y)=F\left(y, u_{i}(y)\right) \tag{7}
\end{equation*}
$$

## 4. Numerical Solution

The analytical solutions of the previous section are valid for steady state momentum transfer in porous medium containing Darcy, Brinkman and Forchheimer terms. To explore the limits of validity of these analytical solutions and to extend our investigation to time dependent momentum transfer in porous medium, numerical solution of the time dependent problem is obtained using implicit finite difference approach.

Consider the dimensionless form of time dependent momentum equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\gamma \frac{\partial^{2} u}{\partial y^{2}}-\frac{u}{D a}-\frac{C}{\sqrt[4]{D a^{n}}} u^{n}+G=0 \tag{8}
\end{equation*}
$$

The first term in the right-hand side of Equation (8) is the Brinkman term, second is the Darcy and third is the Forchheimer term $(n=2)$, hence the momentum transfer in the porous media is governed by time dependent Brinkman-Forchheimer extended Darcy model.

The initial and boundary conditions in dimensionless form for the present problem are:

$$
\begin{align*}
& u=0, \quad \text { for all } y \text { when } t \leq 0, \\
& \text { at } y=0: \quad u=B,  \tag{9}\\
& \text { at } y=1: \quad u=0, \quad \text { for } t>0
\end{align*}
$$

The equations above also have been rendered in dimensionless form by using the non-dimensional parameters defined in nomenclature.

The numerical solution of Equation (8) using the initial and boundary conditions (9) is obtained by discretization of the momentum Equation (8) into the finite deference equation at the grid points $(i, j)$. They are in order as follows:

$$
\begin{align*}
\frac{u(i, j)-u(i, j-1)}{\Delta t}= & \gamma \frac{u(i+1, j)-2 u(i, j)+u(i, j-1)}{(\Delta y)^{2}} \\
& -\frac{u(i, j)}{D a}-\frac{C(u(i, j))^{n}}{\sqrt[4]{D a^{n}}}+G \tag{10}
\end{align*}
$$

Here the index $i$ refers to $y$ and $j$ to $t$. The partial time derivative is approximated by the backward difference
formula, while the second-order partial space derivative is approximated by the central difference formula. The above equation is solved by Thomas algorithm by manipulating into a system of linear algebraic equations in the tri-diagonal form.
In each time step, the process of numerical integration for every dependent variable starts from the first neighboring grid point of the plate at $y=0$ and proceeds towards the another plate using the tri-diagonal form of the finite difference Equation (10) until it reaches at immediate grid point of the plate at $y=1$.

In each time step the velocity field is obtained. The process of computation is advanced until a steady state is approached by satisfying the following convergence criterion:

$$
\begin{equation*}
\frac{\sum\left|A_{i, j+1}-A_{i, j}\right|}{M|A|_{\max }}<10^{-6} \tag{12}
\end{equation*}
$$

with respect to velocity field.
Here $A_{i, j}$ represents the velocity field, $M$ is the number of interior grid points and $|A|_{\text {max }}$ is the maxi-
mum absolute value of $A_{i, j}$.
In the numerical computation special attention is needed to specify $\Delta t$ to get a steady state solution as rapidly as possible, yet small enough to avoid instabilities.

It is set, which is suitable for present computation, as

$$
\begin{equation*}
\Delta t=\operatorname{Stabr} \times(\Delta y)^{2} \tag{13}
\end{equation*}
$$

The parameter Stabr is determined by numerical experimentation in order to achieve convergence and stability of the solution procedure. Numerical experiments show that the value 2 is suitable for numerical computations.

## 5. Results and Discussion

For the Brinkman-Forchheimer extension of Darcy equation to model the flow in a porous media ( $n=2$ ), $B=1.0$, $\gamma=1.0, C=0.52, D a=0.01$, and $G=+10.0,0.0$ and -10.0, the solutions of Equation (1) have been compared with the implicit finite-difference solution of Equation (8) in Tables 1, 2 and 3, for Couette flow, pressure driven flow and generalized Couette flow respectively.

Table 1. $B=1.0, \gamma=1.0, D a=0.01, G=0.0 \& C=0.52$.

| $y$ | ANALYTICAL SOLUTION | NUMERICAL SOLUTION <br> (IMPLICIT FINITE-DIFFERENCE SOLUTION) |
| :---: | :---: | :---: |
| 0.0 | 1.00000 | 1.00000 |
| 0.1 | 0.36443 | 0.36457 |
| 0.2 | 0.13439 | 0.13381 |
| 0.3 | 0.04959 | 0.04923 |
| 0.4 | 0.01828 | 0.01813 |
| 0.5 | 0.00673 | 0.00668 |
| 0.6 | 0.00248 | 0.00246 |
| 0.7 | 0.00091 | 0.00090 |
| 0.8 | 0.00033 | 0.00032 |
| 0.9 | 0.00011 | 0.00010 |
| 1.0 | 0.00000 | 0.00000 |

Table 2. $B=0.0, \gamma=1.0, D a=0.01 \& C=0.52$.

| $G=10.0$ | $y$ | ANALYTICAL SOLUTION | NUMERICAL SOLUTION <br> (IMPLICIT FINITE-DIFFERENCE SOLUTION) |
| :---: | :---: | :---: | :---: |
| 0.0 | 0.00000 | 0.00000 |  |
|  | 0.1 | 0.06306 | 0.06296 |
|  | 0.2 | 0.08611 | 0.08606 |
|  | 0.3 | 0.09450 | 0.09448 |
|  | 0.4 | 0.09745 | 0.09744 |
|  | 0.5 | 0.09817 | 0.09816 |
|  | 0.6 | 0.09745 | 0.09744 |
|  | 0.7 | 0.09450 | 0.09448 |
|  | 0.8 | 0.06306 | 0.08606 |
|  | 0.9 | 0.00000 | 0.06296 |
|  |  |  | 0.00000 |


| $G=-10.0$ |  |  |  |
| :--- | :--- | :---: | :---: |
|  | 0.0 | 0.00000 | 0.00000 |
|  | 0.1 | -0.06335 | -0.06331 |
|  | 0.2 | -0.08676 | -0.08671 |
|  | 0.3 | -0.09536 | -0.09532 |
|  | 0.4 | -0.09840 | -0.09837 |
|  | 0.5 | -0.09915 | -0.09912 |
|  | 0.6 | -0.09840 | -0.09837 |
|  | 0.7 | -0.09536 | -0.09532 |
|  | 0.8 | -0.08676 | -0.08671 |
|  | 0.9 | -0.06335 | -0.06331 |
|  | 0.00000 | 0.00000 |  |

Table 3. $B=1.0, \gamma=1.0, D a=0.01 \& C=0.52$.

| $G=10.0$ | $y$ | ANALYTICAL SOLUTION | NUMERICAL SOLUTION (IMPLICIT FINITE-DIFFERENCE SOLUTION) |
| :---: | :---: | :---: | :---: |
|  | 0.0 | 1.00000 | 1.00000 |
|  | 0.1 | 0.42608 | 0.42646 |
|  | 0.2 | 0.21942 | 0.21891 |
|  | 0.3 | 0.14532 | 0.14313 |
|  | 0.4 | 0.11546 | 0.11527 |
|  | 0.5 | 0.10478 | 0.10470 |
|  | 0.6 | 0.09988 | 0.09983 |
|  | 0.7 | 0.09539 | 0.09536 |
|  | 0.8 | 0.08643 | 0.08637 |
|  | 0.9 | 0.06316 | 0.06306 |
|  | 1.0 | 0.00000 | 0.00000 |
| $G=-10.0$ |  |  |  |
|  | 0.0 | 1.00000 | 1.00000 |
|  | 0.1 | 0.30250 | 0.30234 |
|  | 0.2 | 0.04874 | 0.04808 |
|  | 0.3 | -0.04517 | -004548 |
|  | 0.4 | -0.07984 | -0.07992 |
|  | 0.5 | -0.09229 | -0.09229 |
|  | 0.6 | -0.09587 | -0.09584 |
|  | 0.7 | -0.09443 | -0.09439 |
|  | 0.8 | -0.08643 | -0.08637 |
|  | 0.9 | -0.06324 | -0.06320 |
|  | 1.0 | 0.00000 | 0.00000 |
| $G r=0.0$ |  |  |  |
|  | 0.0 | 1.00000 | 1.00000 |
|  | 0.1 | 0.36443 | 0.36457 |
|  | 0.2 | 0.13439 | 0.13381 |
|  | 0.3 | 0.04959 | 0.04923 |
|  | 0.4 | 0.01828 | 0.01813 |
|  | 0.5 | 0.00673 | 0.00668 |
|  | 0.6 | 0.00248 | 0.00246 |
|  | 0.7 | 0.00091 | 0.00090 |
|  | 0.8 | 0.00033 | 0.00032 |
|  | 0.9 | 0.00011 | 0.00010 |
|  | 1.0 | 0.00000 | 0.00000 |

From the results presented in Tables, it can be noticed that the approximate analytical solutions presented in this work, though it is simple, it gives good and accurate results, and hence it can be efficiently used to solve this class of nonlinear differential equation models.
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$D a=$ Darcy number, $\left(\frac{K}{H^{2}}\right)$
$u^{\prime}=$ velocity of the fluid
$u=$ dimensionless velocity of the fluid, $\left(\frac{u^{\prime} H}{v}\right)$
$t^{\prime}=$ dimensional time
$t=$ dimensionless time, $\left(\frac{t^{\prime} v}{H^{2}}\right)$
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#### Abstract

The main aim of this paper is to define and study of a new Horn's matrix function, say, the $p$ and $q$-Horn's matrix function of two complex variables. The radius of regularity on this function is given when the positive integers $p$ and $q$ are greater than one, an integral representation of ${ }^{p} \mathrm{H}_{2}^{q}\left(A, A^{\prime}, B, B^{\prime} ; C ; z, w\right)$ is obtained, recurrence relations are established. Finally, we obtain a higher order partial differential equation satisfied by the $p$ and $q$-Horn's matrix function.
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## 1. Introduction

Many special functions encountered in mathematical physics, theoretical physics, engineering and probability theory are special cases of hypergeometric functions [1]. Hypergeometric series in one and more variables occur naturally in a wide variety of problems in applied mathematics, statistics [2-4], and operations research and so on [5]. In [6,7], the hypergeometric matrix function has been introduced as a matrix power series and an integral representation. Moreover, Jódar and Cortés introduced, studied the hypergeometric matrix function $F(A, B ; C ; z)$, the hypergeometric matrix differential equation in [8] and the explicit closed form general solution of it has been given in [9]. Upadhyaya and Dhami have earlier studied the generalized Horn's functions of matrix arguments with real positive definite matrices as arguments [10] and this function $H_{7}$ also [11], while the author has earlier studied the Horn's matrix function $H_{2}$ of two complex variables under differential operators [7]. In [12, 13], extension to the matrix function framework of the classical families of $p$-Kummer's matrix functions and $p$ and $q$-Appell matrix functions have been proposed.
Our purpose here is to introduce and study an extension of the matrix functions of two variables. This paper is organized as follows: Section 2 contains the definition of the $p$ and $q$-Horn's matrix function of two variables, its radius of regularity and integral relation of the $p$ and $q$-Horn's matrix function is given. Some matrix recu-
rrence relations are established in Section 3. Finally, the effect of differential operator on this function is investigated and $p$ and $q$-Horn's matrix partial differential equation are obtained in Section 4.
Throughout this paper $D_{0}$ will denote the complex plane cut along the negative real axis. The spectrum of a matrix $A$ in $C^{N \times N}$, denoted by $\sigma(A)$ is the set of its eigenvalues of $A$. If $A$ is a matrix in $C^{N \times N}$, its twonorm denoted by $\|A\|_{2}$ is defined by [14]

$$
\|A\|_{2}=\sup _{x \neq 0} \frac{\|A x\|_{2}}{\|x\|_{2}}
$$

where for a vector $y$ in $C^{N},\|y\|_{2}=\left(y^{T} y\right)^{\frac{1}{2}}$ is the Euclidean norm of $y$.

If $f(z)$ and $g(z)$ are holomorphic functions of complex variables $z$, defined in an open set $\Omega$ of the complex plane, and if $A$ and $B$ are a matrix in $C^{N \times N}$ with $\sigma(A) \subset \Omega$ and $\sigma(B) \subset \Omega$ also and if $A B=B A$, then from the properties of the matrix functional calculus [15], it follows that

$$
\begin{equation*}
f(A) g(B)=g(B) f(A) . \tag{1.1}
\end{equation*}
$$

The reciprocal gamma function denoted by $\Gamma^{-1}(z)=\frac{1}{\Gamma(z)}$ is an entire function of the complex variable $z$. Then for any matrix $A$ in $C^{N \times N}$, the image of $\Gamma^{-1}(z)$ acting on $A$ denoted by $\Gamma^{-1}(A)$ is a welldefined
matrix. Furthermore, if
$A+n I$ is invertible for every
non negative integer $n$
where $I$ is the identity matrix in $C^{N \times N}$, then $\Gamma(A)$ is invertible, its inverse coincides with $\Gamma^{-1}(A)$ and one gets [8]

$$
\begin{align*}
& (A)_{n}=A(A+I) \cdots(A+(n-1) I) \\
& =\Gamma(A+n I) \Gamma^{-1}(A) ; n \geq 1 ;(A)_{0}=I . \tag{1.3}
\end{align*}
$$

Jódar and Cortés have proved in [16], that

$$
\begin{equation*}
\Gamma(A)=\lim _{n \rightarrow \infty}(n-1)!\left[(A)_{n}\right]^{-1} n^{A} . \tag{1.4}
\end{equation*}
$$

Let $P$ and $Q$ be two positive stable matrices in $C^{N \times N}$. The gamma matrix function $\Gamma(P)$ and the beta matrix function $B(P, Q)$ have been defined in [16], as follows

$$
\begin{equation*}
\Gamma(P)=\int_{0}^{\infty} e^{-t} t^{P-I} \mathrm{~d} t ; t^{P-I}=e^{(P-I) \ln t} \tag{1.5}
\end{equation*}
$$

and

$$
\begin{equation*}
B(P, Q)=\int_{0}^{1} t^{P-I}(1-t)^{Q-I} \mathrm{~d} t \tag{1.6}
\end{equation*}
$$

Let $P$ and $Q$ be commuting matrices in $C^{N \times N}$ such that the matrices $P+n I, Q+n I$ and $P+Q+n I$ are invertible for every integer $n \geq 0$. Then according to [8], we have

$$
\begin{equation*}
B(P, Q)=\Gamma(P) \Gamma(Q)[\Gamma(P+Q)]^{-1} \tag{1.7}
\end{equation*}
$$

$$
\begin{aligned}
\frac{1}{R} & =\limsup _{m+n \rightarrow \infty}\left(\frac{\left\|V_{m, n}\right\|}{\sigma_{m, n}}\right)^{\frac{1}{m+n}} \\
& =\limsup _{m+n \rightarrow \infty}\left(\frac{\left\|(A)_{m-n}\left(A^{\prime}\right)_{m}(B)_{n}\left(B^{\prime}\right)_{n}\left[(C)_{m}\right]^{-1}\right\|}{(p m)!(q n)!\sigma_{m, n}}\right)^{\frac{1}{m+n}} \\
= & \limsup _{m+n \rightarrow \infty} \|\left(\frac{(m-n)^{-A}(A)_{m-n}}{(m-n-1)!}(m-n-1)!(m-n)^{A} \frac{m^{-A^{\prime}}\left(A^{\prime}\right)_{m}}{(m-1)!}(m-1)!m^{A^{\prime}} \frac{n^{-B}(B)_{n}}{(n-1)!}(n-1)!n^{B} \frac{n^{-B^{\prime}}\left(B^{\prime}\right)_{n}}{(n-1)!}(n-1)!\right. \\
& \left.n^{B^{\prime}} \frac{m^{C}\left[(C)_{m}\right]^{-1}}{(m-1)!}(m-1)!m^{-C}\right) \|^{\frac{1}{m+n}}\left(\frac{1}{(p m)!(q n)!\sigma_{m, n}}\right)^{\frac{1}{m+n}} \\
= & \limsup _{m+n \rightarrow \infty} \|\left(\begin{array}{l}
\left.\Gamma(C) \Gamma^{-1}(A) \Gamma^{-1}\left(A^{\prime}\right) \Gamma^{-1}(B) \Gamma^{-1}\left(B^{\prime}\right)\right) \| \frac{1}{(m-n)^{A} m^{A^{\prime}-C} n^{B+B^{\prime}}}\left(\frac{(m-n-1)!(n-1)!(n-1)!}{(p m)!(q n)!\sigma_{m, n}}\right)^{\frac{1}{m+n}}
\end{array}\right.
\end{aligned}
$$

where $\sigma_{m, n}=\left\{\begin{array}{l}\left(\frac{m+n}{m}\right)^{\frac{m}{2}}\left(\frac{m+n}{n}\right)^{\frac{n}{2}}, m, n \neq 0 ; \\ 1, \quad m, n=0 .\end{array}\right.$
Using Stirling formula and take $m=\mu n$ is a positive integer, then

$$
\begin{aligned}
& \frac{1}{R} \leq \limsup _{n \rightarrow \infty}\left\|\left([n(\mu-1)]^{A}(\mu n)^{A^{\prime}-C} n^{B+B^{\prime}}\right)\right\|^{\frac{1}{\mid(\mu+1)}}\left(\frac{(\mu n-n-1)!(n-1)!(n-1)!}{(p \mu n)!(q n)!}\right)^{\frac{1}{n(\mu+1)}} \\
& =\limsup _{n \rightarrow \infty}\left(\frac{(\mu n-n-1)!(n-1)!(n-1)!}{(p \mu n)!(q n)!}\right)^{\frac{1}{n(\mu+1)}}=\limsup _{n \rightarrow \infty}\left(\frac{\sqrt{2 \pi(\mu n-n-1)}\left(\frac{\mu n-n-1}{e}\right)^{\mu n-n-1}}{\sqrt{2 \pi p \mu n}\left(\frac{p \mu n}{e}\right)^{p \mu n}} \frac{2 \pi(n-1)\left(\frac{n-1}{e}\right)^{2(n-1)}}{\sqrt{2 \pi q n}\left(\frac{q n}{e}\right)^{q n}}\right)^{\frac{1}{n(\mu+1)}} \\
& =\limsup _{n \rightarrow \infty}\left(\frac{(\mu n-n-1)^{\frac{\mu-1}{\mu+1}}(n-1)^{\frac{2}{\mu+1}}}{n^{\frac{q+p \mu}{\mu+1}} q^{\frac{q}{\mu+1}}(p \mu)^{\frac{p \mu}{\mu+1}}}\right)=0 .
\end{aligned}
$$

Summarizing, the following result has been established. As a conclusion, we get the following result.

Theorem 2.1. Let $A, A^{\prime}, B, B^{\prime}$ and $C$ be matrices in $C^{N \times N}$ such that $C+m I$ are invertible for all integer $m \geq 0$. Then, the $p$ and $q$-Horn's matrix function is an entire function in the case that, at least, one of the integers $p$ and $q$ are greater than one.
If $p=q=1$, then the function is convergence in $|z| \leq r,|w| \leq s$ and $(r+1) s=1$ in $[5,19]$.

## Integral form of the $\boldsymbol{p}$ and $\boldsymbol{q}$-Horn Matrix

## Function

Suppose that $A^{\prime}$ and $C$ are matrices in the space $C^{N \times N}$ of the square complex matrices, such that
$A^{\prime} C=C A^{\prime}, \quad A^{\prime}, C$ and $C-A^{\prime}$ are positive stable matrices.

By (1.3), (1.4) and (1.7) one gets

$$
\begin{align*}
& \left(A^{\prime}\right)_{m}\left[(C)_{m}\right]^{-1} \\
& =\Gamma\left(A^{\prime}+m I\right) \Gamma(C) \Gamma^{-1}\left(A^{\prime}\right) \Gamma^{-1}(C+m I)  \tag{2.2}\\
& =\Gamma^{-1}\left(A^{\prime}\right) \Gamma^{-1}\left(C-A^{\prime}\right) \Gamma(C) \int_{0}^{1} t^{A^{\prime}(m-1) I}(1-t)^{C-A^{\prime}-I} \mathrm{~d} t .
\end{align*}
$$

Substituting from (2.1) and (2.2), we see that

$$
\begin{aligned}
& { }^{p} \mathrm{H}_{2}^{q}\left(A, A^{\prime}, B, B^{\prime} ; C ; z, w\right) \\
= & \sum_{m, n=0}^{\infty} \frac{(A)_{m-n}(B)_{n}\left(B^{\prime}\right)_{n}}{(p m)!(q n)!} z^{m} w^{n} \\
& \cdot \Gamma^{-1}\left(A^{\prime}\right) \Gamma^{-1}\left(C-A^{\prime}\right) \Gamma(C) \int_{0}^{1} t^{A^{\prime}((m-1) I}(1-t)^{C-A^{\prime}-I} \mathrm{~d} t \\
= & \Gamma^{-1}\left(A^{\prime}\right) \Gamma^{-1}\left(C-A^{\prime}\right) \Gamma(C) \\
& \cdot \int_{0}^{1} t^{A^{\prime}-I}(1-t)^{C-A^{\prime}-I}{ }_{3}^{p} F_{0}^{q}\left(A, B, B^{\prime} ;-; z t, w\right) \mathrm{d} t .
\end{aligned}
$$

Therefore, the following result has been established.
Theorem 2.2. Let $A, A^{\prime}, B, B^{\prime}$ and $C$ be matrices in $C^{N \times N}$. Then the $p$ and $q$-Horn's matrix function of two complex variables satisfies the following integral form

$$
\begin{align*}
& { }^{p} \mathrm{H}_{2}^{q}\left(A, A^{\prime}, B, B^{\prime} ; C ; z, w\right) \\
= & \Gamma^{-1}\left(A^{\prime}\right) \Gamma^{-1}\left(C-A^{\prime}\right) \Gamma(C)  \tag{2.3}\\
& \cdot \int_{0}^{1} t^{A^{-I}-I}(1-t)^{C-A^{\prime}-I}{ }_{3}^{p} \mathrm{~F}_{0}^{q}\left(A, B, B^{\prime} ;-; z t, w\right) \mathrm{d} t
\end{align*}
$$

where

$$
{ }_{3}^{p} F_{0}^{q}\left(A, B, B^{\prime} ;-; z t, w\right)=\sum_{m, n=0}^{\infty} \frac{(A)_{m-n}(B)_{n}\left(B^{\prime}\right)_{n}}{(p m)!(q n)!}(z t)^{m} w^{n} .
$$

## 3. Matrix Recurrence Relations

Some recurrence relation are carried out on the $p$ and $q$-Horn's matrix function. In this connection the following contiguous functions relations follow, directly by increasing or decreasing one in original relation

$$
\begin{align*}
& { }^{p} \mathrm{H}_{2}^{q}(\mathrm{~A}+) \\
= & \sum_{m, n=0}^{\infty} \frac{(A+I)_{m-n}\left(A^{\prime}\right)_{m}(B)_{n}\left(B^{\prime}\right)_{n}\left[(C)_{m}\right]^{-1}}{(p m)!(q n)!} z^{m} w^{n} \\
= & \sum_{m, n=0}^{\infty} A^{-1}(A+(m-n) I) \\
& \cdot \frac{(A+I)_{m-n}\left(A^{\prime}\right)_{m}(B)_{n}\left(B^{\prime}\right)_{n}\left[(C)_{m}\right]^{-1}}{(p m)!(q n)!}  \tag{3.1}\\
= & \sum_{m, n=0}^{\infty} A^{-1}(A+(m-n) I) U_{m, n}(z, w)
\end{align*}
$$

and

$$
\begin{align*}
{ }^{p} \mathrm{H}_{2}^{q}(\mathrm{~A}-) & =\sum_{m, n=0}^{\infty} \frac{(A-I)_{m-n}\left(A^{\prime}\right)_{m}(B)_{n}\left(B^{\prime}\right)_{n}\left[(C)_{m}\right]^{-1}}{(p m)!(q n)!} z^{m} w^{n} \\
& =\sum_{m, n=0}^{\infty}(A-I)[(A+(m-n-1) I)]^{-1} U_{m, n}(z, w) . \tag{3.2}
\end{align*}
$$

Similarly

$$
\begin{align*}
& { }^{p} \mathrm{H}_{2}^{q}\left(A^{\prime}+\right)=\sum_{m, n=0}^{\infty} A^{\prime-1}\left(A^{\prime}+m I\right) U_{m, n}(z, w), \\
& { }^{p} \mathrm{H}_{2}^{q}\left(A^{\prime}-\right)=\sum_{m, n=0}^{\infty}\left(A^{\prime}-I\right)\left[\left(A^{\prime}+(m-1) I\right)\right]^{-1} U_{m, n}(z, w), \\
& { }^{p} \mathrm{H}_{2}^{q}(B+)=\sum_{m, n=0}^{\infty} B^{-1}(B+n I) U_{m, n}(z, w), \\
& { }^{p} \mathrm{H}_{2}^{q}(B-)=\sum_{m, n=0}^{\infty}(B-I)[(B+(n-1) I)]^{-1} U_{m, n}(z, w), \\
& { }^{p} \mathrm{H}_{2}^{q}\left(B^{\prime}+\right)=\sum_{m, n=0}^{\infty} B^{\prime-1}\left(B^{\prime}+n I\right) U_{m, n}(z, w), \\
& { }^{p} \mathrm{H}_{2}^{q}\left(B^{\prime}-\right)=\sum_{m, n=0}^{\infty}\left(B^{\prime}-I\right)\left[\left(B^{\prime}+(n-1) I\right)\right]^{-1} U_{m, n}(z, w), \\
& { }^{p} \mathrm{H}_{2}^{q}(\mathrm{C}+)=\sum_{m, n=0}^{\infty} C^{-1}(C+m I) U_{m, n}(z, w), \\
& { }^{p} \mathrm{H}_{2}^{q}(\mathrm{C}-)=\sum_{m, n=0}^{\infty}(C-I)[(C+(m-1) I)]^{-1} U_{m, n}(z, w) . \tag{3.3}
\end{align*}
$$

## 4. The $p$ and $q$-Horn's Matrix Function under the Differential Operator

Consider the differential operator $D$ on the $p$ and $q$-Horn's matrix function of two complex variables, defined in [7, 17] as

$$
D= \begin{cases}d_{1}+d_{2}, & m, n \geq 1 \\ 1, & \text { otherwise }\end{cases}
$$

where $d_{1}=z \frac{\partial}{\partial z}$ and $d_{2}=w \frac{\partial}{\partial w}$. This operator has the property $D z^{m} w^{n}=(m+n) z^{m} w^{n}$.

For the $p$ and $q$-Horn's matrix function the following relations hold

$$
\begin{align*}
& (D I+A){ }^{p} \mathrm{H}_{2}^{q} \\
& =\sum_{m, n=0}^{\infty}(A+(m+n) I) \\
& \quad \cdot \frac{(A)_{m-n}\left(A^{\prime}\right)_{m}(B)_{n}\left(B^{\prime}\right)_{n}\left[(C)_{m}\right]^{-1}}{(p m)!(q n)!} z^{m} w^{n}  \tag{4.1}\\
& =A^{p} \mathrm{H}_{2}^{q}(A+)+2 d_{2}{ }^{p} \mathrm{H}_{2}^{q}
\end{align*}
$$

and

$$
\begin{align*}
& \left(d_{1} I+A^{\prime}\right){ }^{p} \mathrm{H}_{2}^{q} \\
& =\sum_{m, n=0}^{\infty}\left(A^{\prime}+m I\right) \frac{(A)_{m-n}\left(A^{\prime}\right)_{m}(B)_{n}\left(B^{\prime}\right)_{n}\left[(C)_{m}\right]^{-1}}{(p m)!(q n)!} z^{m} w^{n} \\
& =A^{\prime p} \mathrm{H}_{2}^{q}\left(A^{\prime}+\right) \tag{4.2}
\end{align*}
$$

By the same way, we have

$$
\begin{align*}
& \left(d_{2} I+B\right)^{p} \mathrm{H}_{2}^{q}=B^{p} \mathrm{H}_{2}^{q}(B+), \\
& \left(d_{2} I+B^{\prime}\right)^{p} \mathrm{H}_{2}^{q}={B^{\prime}}^{p} \mathrm{H}_{2}^{q}\left(B^{\prime}+\right),  \tag{4.3}\\
& \left(d_{1} I+C-I\right)^{p} \mathrm{H}_{2}^{q}=(C-I)^{p} \mathrm{H}_{2}^{q}(C-) .
\end{align*}
$$

From (4.1), (4.2) and (4.3), we get

$$
\begin{align*}
\left(A-A^{\prime}-B\right)^{p} \mathrm{H}_{2}^{q} & =A^{p} \mathrm{H}_{2}^{q}(A+)+2 d_{2}^{p} \mathrm{H}_{2}^{q} \\
& -A^{\prime p} \mathrm{H}_{2}^{q}\left(A^{\prime}+\right)-B^{p} \mathrm{H}_{2}^{q}(B+),  \tag{4.4}\\
\left(A-A^{\prime}-B\right)^{p} \mathrm{H}_{2}^{q} & =A^{p} \mathrm{H}_{2}^{q}(A+)+2 d_{2}^{p} \mathrm{H}_{2}^{q} \\
- & A^{\prime p} \mathrm{H}_{2}^{q}\left(A^{\prime}+\right)-B^{\prime p} \mathrm{H}_{2}^{q}\left(B^{\prime}+\right) .
\end{align*}
$$

From (4.1), (4.3) and (4.4), we have

$$
\begin{align*}
(A-B-C)^{p} \mathrm{H}_{2}^{q} & =A^{p} \mathrm{H}_{2}^{q}(A+)+2 d_{2}^{p} \mathrm{H}_{2}^{q} \\
& -(C-I)^{p} \mathrm{H}_{2}^{q}(C-)+{ }^{p} \mathrm{H}_{2}^{q}-B^{p} \mathrm{H}_{2}^{q}(B+), \\
\left(A-B^{\prime}-C\right)^{p} \mathrm{H}_{2}^{q} & =A^{p} \mathrm{H}_{2}^{q}(A+)+2 d_{2}^{p} \mathrm{H}_{2}^{q} \\
& -(C-I)^{p} \mathrm{H}_{2}^{q}(C-)+{ }^{p} \mathrm{H}_{2}^{q}-B^{p} \mathrm{H}_{2}^{q}\left(B^{\prime}+\right) \tag{4.5}
\end{align*}
$$

Also from (4.2), (4.3) and (4.4), we see that

$$
\begin{align*}
& \left(A^{\prime}-C\right)^{p} \mathrm{H}_{2}^{q} \\
& =A^{\prime p} \mathrm{H}_{2}^{q}\left(A^{\prime}+\right)-(C-I)^{p} \mathrm{H}_{2}^{q}(C-)-{ }^{p} \mathrm{H}_{2}^{q}, \\
& \left(B-B^{\prime}\right)^{p} \mathrm{H}_{2}^{q}=B^{p} \mathrm{H}_{2}^{q}(B+)-B^{\prime p} \mathrm{H}_{2}^{q}\left(B^{\prime}+\right), \\
& \left(A^{\prime}-C-B+B^{\prime}\right)^{p} \mathrm{H}_{2}^{q} \\
& =A^{\prime p} \mathrm{H}_{2}^{q}\left(A^{\prime}+\right)-(C-I)^{p} \mathrm{H}_{2}^{q}(C-) \\
& \quad-{ }^{p} \mathrm{H}_{2}^{q}-B^{p} \mathrm{H}_{2}^{q}(B+)+B^{\prime p} \mathrm{H}_{2}^{q}\left(B^{\prime}+\right) . \tag{4.6}
\end{align*}
$$

Now, we append this section by introducing the differential operator $d_{1}=z \frac{\partial}{\partial z}$ and $d_{2}=w \frac{\partial}{\partial w}$ to the entire functions in successive manner as follows;

$$
\begin{aligned}
& {\left[d_{1}\left(d_{1}-\frac{1}{p}\right)\left(d_{1}-\frac{2}{p}\right) \ldots\left(d_{1}-\frac{p-1}{p}\right)+d_{2}\left(d_{2}-\frac{1}{q}\right)\left(d_{2}-\frac{2}{q}\right) \ldots\left(d_{2}-\frac{q-1}{q}\right)\right]{ }^{\mathrm{p}} \mathrm{H}_{2}^{\mathrm{q}}} \\
& =\sum_{m=1, n=0}^{\infty} m\left(m-\frac{1}{p}\right)\left(m-\frac{2}{p}\right) \ldots\left(m-\frac{p-1}{p}\right) \frac{(A)_{m-n}\left(A^{\prime}\right)_{m}(B)_{n}\left(B^{\prime}\right)_{n}\left[(C)_{m}\right]^{-1}}{(p m)!(q n)!} z^{m} w^{n} \\
& +\sum_{m=0, n=1}^{\infty} n\left(n-\frac{1}{q}\right)\left(n-\frac{2}{q}\right) \ldots\left(n-\frac{q-1}{q}\right) \frac{(A)_{m-n}\left(A^{\prime}\right)_{m}(B)_{n}\left(B^{\prime}\right)_{n}\left[(C)_{m}\right]^{-1}}{(p m)!(q n)!} z^{m} w^{n} \\
& =\frac{1}{p^{p}} \sum_{m=1, n=0}^{\infty} m p\left(\frac{p m-1}{p}\right)\left(\frac{p m-2}{p}\right) \ldots\left(\frac{p m-p+1}{p}\right) \frac{(A)_{m-n}\left(A^{\prime}\right)_{m}(B)_{n}\left(B^{\prime}\right)_{n}\left[(C)_{m}\right]^{-1}}{(p m)!(q n)!} z^{m} w^{n} \\
& +\frac{1}{q^{q}} \sum_{m=0, n=1}^{\infty} n q\left(\frac{q n-1}{q}\right)\left(\frac{q n-2}{q}\right) \ldots\left(\frac{q n-q+1}{q}\right) \frac{(A)_{m-n}\left(A^{\prime}\right)_{m}(B)_{n}\left(B^{\prime}\right)_{n}\left[(C)_{m}\right]^{-1}}{(p m)!(q n)!} z^{m} w^{n} \\
& =\frac{1}{p^{p}} \sum_{m=1, n=0}^{\infty} \frac{(A)_{m-n}\left(A^{\prime}\right)_{m}(B)_{n}\left(B^{\prime}\right)_{n}\left[(C)_{m}\right]^{-1}}{(p m-p)!(q n)!} z^{m} w^{n}+\frac{1}{q^{q}} \sum_{m=0, n=1}^{\infty} \frac{(A)_{m-n}\left(A^{\prime}\right)_{m}(B)_{n}\left(B^{\prime}\right)_{n}\left[(C)_{m}\right]^{-1}}{(p m)!(q n-q)!} z^{m} w^{n} \\
& =\frac{1}{p^{p}} \sum_{m, n=0}^{\infty} \frac{(A)_{m-n+1}\left(A^{\prime}\right)_{m+1}(B)_{n}\left(B^{\prime}\right)_{n}\left[(C)_{m+1}\right]^{-1}}{(p m)!(q n)!} z^{m+1} w^{n}+\frac{1}{q^{q}} \sum_{m, n=0}^{\infty} \frac{(A)_{m-n-1}\left(A^{\prime}\right)_{m}(B)_{n+1}\left(B^{\prime}\right)_{n+1}\left[(C)_{m}\right]^{-1}}{(p m)!(q n)!} z^{m} w^{n+1} \\
& =\frac{z}{p^{p}} \sum_{m, n=0}^{\infty}(A+(m-n+1) I)\left(A^{\prime}+m I\right)[(C+m I)]^{-1} \frac{(A)_{m-n+1}\left(A^{\prime}\right)_{m+1}(B)_{n}\left(B^{\prime}\right)_{n}\left[(C)_{m+1}\right]^{-1}}{(p m)!(q n)!} z^{m} w^{n} \\
& +\frac{w}{q^{q}} \sum_{m, n=0}^{\infty}[(A+(m-n-1) I)]^{-1}(B+n I)\left(B^{\prime}+n I\right) \\
& \frac{(A)_{m-n+1}\left(A^{\prime}\right)_{m}(B)_{n+1}\left(B^{\prime}\right)_{n+1}\left[(C)_{m}\right]^{-1}}{(p m)!(q n)!} z^{m} w^{n} \\
& =\frac{Z}{p^{p}} A A^{\prime}[(C)]^{-1 p} \mathrm{H}_{2}^{q}\left(A+, A^{\prime}+, B, B^{\prime} ; C+; z, w\right)+\frac{w}{q^{q}}[(A-I)]^{-1} B B^{\prime p} \mathrm{H}_{2}^{q}\left(A-, A^{\prime}, B+, B^{\prime}+; C ; z, w\right)
\end{aligned}
$$

i.e.,

$$
\begin{aligned}
& {\left[d_{1}\left(d_{1}-\frac{1}{p}\right)\left(d_{1}-\frac{2}{p}\right) \ldots\left(d_{1}-\frac{p-1}{p}\right)+d_{2}\left(d_{2}-\frac{1}{q}\right)\left(d_{2}-\frac{2}{q}\right) \ldots\left(d_{2}-\frac{q-1}{q}\right)\right]{ }^{p} \mathrm{H}_{2}^{q}} \\
& =\frac{z}{p^{p}} A A^{\prime}[(C)]^{-1 p} \mathrm{H}_{2}^{q}\left(A+, A^{\prime}+, B, B^{\prime} ; C+; z, w\right)+\frac{w}{q^{q}}[(A-I)]^{-1} B B^{\prime p} \mathrm{H}_{2}^{q}\left(A-, A^{\prime}, B+, B^{\prime}+; C ; z, w\right)
\end{aligned}
$$

We can written the ${ }^{p} \mathrm{H}_{2}^{q}\left(A, A^{\prime}, B, B^{\prime} ; C ; z, w\right)$, then

$$
\begin{aligned}
& {\left[d_{1}\left(d_{1}-\frac{1}{p}\right)\left(d_{1}-\frac{2}{p}\right) \ldots\left(d_{1}-\frac{p-1}{p}\right)\left(d_{1} I+C-I\right)+d_{2}\left(d_{2}-\frac{1}{q}\right)\left(d_{2}-\frac{2}{q}\right) \ldots\left(d_{2}-\frac{q-1}{q}\right)\left(d_{2} I-I\right)\right]{ }^{\mathrm{p}} \mathrm{H}_{2}^{\mathrm{q}}} \\
& =\frac{1}{p^{p}} \sum_{m=1, n=0}^{\infty} \frac{(C+(m-1) I)(A)_{m-n}\left(A^{\prime}\right)_{m}(B)_{n}\left(B^{\prime}\right)_{n}\left[(C)_{m}\right]^{-1}}{(p m-p)!(q n)!} z^{m} w^{n}+\frac{1}{q^{q}} \sum_{m=0, n=1}^{\infty} \frac{(n-1)(A)_{m-n}\left(A^{\prime}\right)_{m}(B)_{n}\left(B^{\prime}\right)_{n}\left[(C)_{m}\right]^{-1}}{(p m)!(q n-q)!} z^{m} w^{n} \\
& =\left[\frac{z}{p^{p}}(D I+A)\left(d_{1} I+A^{\prime}\right)-\frac{2 z}{p^{p}} d_{2}\left(d_{1} I+A^{\prime}\right)+\frac{w}{q^{q}}(D I+A) d_{2} I-\frac{w}{q^{q}}\left(d_{1} I+A^{\prime}\right) d_{2} I\right]{ }^{\mathrm{p}} H_{2}^{\mathrm{q}} .
\end{aligned}
$$

Therefore, the following result has been established.
Theorem 4.1. Let $A, A^{\prime}, B, B^{\prime}$ and $C$ be matrices
in $C^{N \times N}$. Then the ${ }^{p} \mathrm{H}_{2}^{q}\left(A, A^{\prime}, B, B^{\prime} ; C ; z, w\right)$ is a solution for the following differential equation

$$
\begin{align*}
& {\left[d_{1}\left(d_{1}-\frac{1}{p}\right)\left(d_{1}-\frac{2}{p}\right) \ldots\left(d_{1}-\frac{p-1}{p}\right)\left(d_{1} I+C-I\right)+d_{2}\left(d_{2}-\frac{1}{q}\right)\left(d_{2}-\frac{2}{q}\right) \ldots\left(d_{2}-\frac{q-1}{q}\right)\left(d_{2} I-I\right)\right.} \\
& \left.\quad-\frac{Z}{p^{p}}(D I+A)\left(d_{1} I+A^{\prime}\right)+\frac{2 z}{p^{p}} d_{2}\left(d_{1} I+A^{\prime}\right)-\frac{w}{q^{q}}(D I+A) d_{2} I+\frac{w}{q^{q}}\left(d_{1} I+A\right) d_{2} I\right]{ }^{p} \mathrm{H}_{2}^{q} \tag{4.7}
\end{align*}
$$

$=0$.
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#### Abstract

This paper researches the following inverse eigenvalue problem for arrow-like matrices. Give two characteristic pairs, get a generalized arrow-like matrix, let the two characteristic pairs are the characteristic pairs of this generalized arrow-like matrix. The expression and an algorithm of the solution of the problem is given, and a numerical example is provided.
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## 1. Introduction

The Inverse eigenvalue problem for matrices in the problems involved in the field of structural design, pattern recognition, parameter recognition, automatic control and so on, it has a good engineering background, and its research has obvious significance [1]. Many experts and scholars have addressed more extensively and in-depth studied, get a lot of conclusions about inverse eigenvalue problem for Jacobi matrices [2], but there is less research about the inverse eigenvalue problem for arrow- like matrices [3,4]. This paper researches the following inverse eigenvalue problem for generalized arrow-like matrices.

Generalized arrow-like matrices refer to the matrix as follows:

$$
J=\left(\begin{array}{cccccccc}
a_{1} & b_{1} & \cdots & b_{m-1} & b_{m} & & &  \tag{1}\\
c_{1} & a_{2} & & & & & & \\
\vdots & & \ddots & & & & & \\
c_{m-1} & & & a_{m} & & & & \\
c_{m} & & & & a_{m+1} & b_{m+1} & & \\
& & & & c_{m+1} & a_{m+2} & \ddots & \\
& & & & & \ddots & \ddots & b_{n-1} \\
& & & & & & c_{n-1} & a_{n}
\end{array}\right)
$$

So

$$
\begin{gather*}
x_{0}=x_{n+1}=y_{0}=y_{n+1}=b_{0}=b_{n}=c_{0}=c_{n}=0,  \tag{2}\\
D_{i}=\left|\begin{array}{cc}
x_{i} & y_{i} \\
x_{i+1} & y_{i+1}
\end{array}\right|(i=0,1, \cdots, n),  \tag{3}\\
E_{i}=\left|\begin{array}{ll}
x_{1} & x_{i} \\
y_{1} & y_{i}
\end{array}\right|(i=2,3, \cdots, m+1) \tag{4}
\end{gather*}
$$

$$
\begin{gather*}
a_{1} x_{1}+\mathrm{b}_{1} x_{2}+\cdots+b_{m-1} x_{m}+b_{m} x_{m+1}=\lambda x_{1},  \tag{5-1}\\
c_{1} x_{1}+a_{2} x_{2}=\lambda x_{2} \tag{5-2}
\end{gather*}
$$

$$
\begin{gathered}
c_{m-1} x_{1}+a_{m} x_{m}=\lambda x_{m}, \\
c_{m} x_{1}+a_{m+1} x_{m+1}+b_{m+1} x_{m+2}=\lambda x_{m+1}, \\
c_{m+1} x_{m+1}+a_{m+2} x_{m+2}+b_{m+2} x_{m+3}=\lambda x_{m+2},
\end{gathered}
$$

$x=\left(x_{1}, x_{2}, \cdots, x_{n}\right)^{\mathrm{T}} \in R^{n}, y=\left(y_{1}, y_{2}, \cdots, y_{n}\right)^{\mathrm{T}} \in R^{n}$.
Find the $n \times n$ real generalized arrow-like matrice $J$, such that $J x=\lambda x, J y=\mu y$.

The expression and an algorithm of the solution of the problem is given in Section 2, and a numerical example is provided in Section 3.

## 2. The Solution of Question IEPGAM

Because $(\lambda, x)$ and $(\mu, y)$ are two characteristic pairs of the generalized arrow-like matrices $J$, In it,
Let:

When $m=1, J$ becomes generalized Jacobi matrix [1]; when $m=n, J$ is an arrow-like matrice. This article studies the following characteristic value inverse:

Question IEPGAM. Given two real numbers
$\lambda, \mu(\lambda \neq \mu)$ and two nonzero real vectors

$$
\begin{gather*}
c_{n-2} x_{n-2}+a_{n-1} x_{n-1}+b_{n-1} x_{n}=\lambda x_{n-1}, \\
c_{n-1} x_{n-1}+a_{n} x_{n}=\lambda x_{n} . \\
a_{1} y_{1}+b_{1} y_{2}+\cdots+b_{m-1} y_{m}+b_{m} y_{m+1}=\mu y_{1},(6-1) \\
c_{1} y_{1}+a_{2} y_{2}=\mu y_{2}, \\
\ldots \\
c_{m-1} y_{1}+a_{m} y_{m}=\mu y_{m},  \tag{6-m+1}\\
c_{m} y_{1}+a_{m+1} y_{m+1}+b_{m+1} y_{m+2}=\mu y_{m+1},  \tag{6-m+2}\\
c_{m+1} y_{m+1}+a_{m+2} y_{m+2}+b_{m+2} y_{m+3}=\mu y_{m+2},  \tag{6-n-1}\\
\ldots  \tag{6-n}\\
c_{n-2} y_{n-2}+a_{n-1} y_{n-1}+b_{n-1} y_{n}=\mu y_{n-1}, \\
c_{n-1} y_{n-1}+a_{n} y_{n}=\mu y_{n} .
\end{gather*}
$$

- For inverse $b_{i}, c_{i}(i=m+1, m+2, \cdots, n-1)$,
$a_{i}(i=m+2, m+3, \cdots, n)$.
From (5) and (6), we can get

$$
\begin{align*}
c_{i-1} x_{i-1}+a_{i} x_{i}+b_{i} x_{i+1} & =\lambda x_{i}(i=m+2, m+3, \cdots, n)  \tag{7}\\
c_{i-1} y_{i-1}+a_{i} y_{i}+b_{i} y_{i+1} & =\mu y_{i}(i=m+2, m+3, \cdots, n) \tag{8}
\end{align*}
$$

In order to eliminate $a_{i}$, multiply by $y_{i}$ on both sides of (7), multiply by $x_{i}$ on both sides of (8), then cut on both sides, we can get

$$
\begin{equation*}
b_{i} D_{\mathrm{i}}=(\mu-\lambda) x_{i} y_{i}+c_{i-1} D_{i-1}(i=m+2, m+3, \cdots, n) \tag{9}
\end{equation*}
$$

To problem $A$, because $c_{i}=k b_{i},(i=2,3, \cdots, n-1)$, so (9) become

$$
\begin{align*}
b_{i} D_{i} & =(\mu-\lambda) x_{i} y_{i}+k b_{i-1} D_{i-1} \\
(i & =m+2, m+3, \cdots, n) \tag{10}
\end{align*}
$$

Let $i=n$, because $D_{n}=0$, so

$$
b_{n-1} D_{n-1}=\frac{x_{\mathrm{n}} y_{n}}{k}(\lambda-\mu)
$$

Let $i=n-1, \quad b_{n-2} D_{n-2}=(\lambda-\mu)\left[\frac{x_{n} y_{n}}{k^{2}}+\frac{x_{n-1} y_{n-1}}{k}\right]$;
$\qquad$
Let $i=m+2$,
$b_{m+1} D_{m+1}=(\lambda-\mu)\left[\frac{x_{n} y_{n}}{k^{n-(m+1)}}+\frac{x_{n-1} y_{n-1}}{k^{n-(m+2)}}+\cdots+\frac{x_{m+2} y_{m+2}}{k}\right]$
Under normal circumstances,

$$
\begin{equation*}
b_{j} D_{j}=(\lambda-\mu) \sum_{s=0}^{n-(j+1)} \frac{x_{n-s} y_{n-s}}{k^{n-(s+j)}}(j=m+1, m+2, \cdots, n-1) . \tag{11}
\end{equation*}
$$

If $D_{j} \neq 0(j=m+1, m+2, \cdots, n-1)$, then $x_{i}, y_{i}$ can not be zero at the same time, so

$$
\begin{equation*}
b_{j}=\frac{(\lambda-\mu)}{D_{j}} \sum_{s=0}^{n-(j+1)} \frac{x_{n-s} y_{n-s}}{k^{n-(s+j)}}(j=m+1, m+2, \cdots, n-1), \tag{12}
\end{equation*}
$$

$$
\begin{aligned}
& \mathrm{c}_{j}=k b_{j},(j=m+1, m+2, \cdots, n-1), \\
& a_{j}=\left\{\begin{array}{l}
\frac{\lambda x_{j}-c_{j-1} x_{j-1}-b_{j} x_{j+1}}{x_{j}}, x_{j} \neq 0 ; \\
\frac{\mu y_{j}-c_{j-1} y_{j-1}-b_{j} y_{j+1}}{y_{j}}, y_{j} \neq 0
\end{array}\right. \\
& (j=m+2, m+3, \cdots, n)
\end{aligned}
$$

- For inverse $a_{m+1}, c_{m}, b_{m}$.

From (5) and the $m+1$ equation of (6),

$$
\begin{gather*}
c_{m} E_{m+1}=(\lambda-\mu) x_{m+1} y_{m+1}+b_{m+1} D_{m+1}  \tag{15}\\
a_{m+1} E_{\mathrm{m}+1}=\mu x_{1} y_{m+1}-\lambda x_{m+1} y_{1}-b_{m+1} E_{\mathrm{m}+2}  \tag{16}\\
b_{m}=\frac{c_{m}}{k} \tag{17}
\end{gather*}
$$

- For inverse $c_{1}, c_{i}, b_{i}(i=2,3, \cdots, m-1)$,
$a_{i}(i=2,3, \cdots, m)$.
From (5) and 2 to $m$ equation of (6),

$$
\begin{align*}
& c_{i-1} x_{1}+a_{i} x_{i}=\lambda x_{i}(i=2,3, \cdots, m)  \tag{18}\\
& c_{i-1} y_{1}+a_{i} y_{i}=\mu y_{i}(i=2,3, \cdots, m) \tag{19}
\end{align*}
$$

From (18) and (19), we can get

$$
\begin{gather*}
c_{i-1} E_{\mathrm{i}}=(\lambda-\mu) x_{i} y_{i}(i=2,3, \cdots, m)  \tag{20}\\
a_{i} E_{\mathrm{i}}=\mu x_{1} y_{i}-\lambda x_{i} y_{1}(i=2,3, \cdots, m)  \tag{21}\\
\quad b_{i}=\frac{c_{i}}{k}(i=2,3, \cdots, m-1) \tag{22}
\end{gather*}
$$

- For inverse $a_{1}, b_{1}$.

From (5) and (6), we can get

$$
\begin{align*}
& a_{1} x_{1}+b_{1} x_{2}=\lambda x_{1}-\sum_{s=2}^{m} b_{s} x_{s+1}  \tag{23}\\
& a_{1} y_{1}+b_{1} y_{2}=\mu y_{1}-\sum_{s=2}^{m} b_{s} y_{s+1} \tag{24}
\end{align*}
$$

If $D_{1} \neq 0$, from (23) and (24), then we can get

$$
\begin{align*}
& a_{1}=\frac{\lambda x_{1} y_{2}-\mu x_{2} y_{1}-\sum_{s=2}^{m} b_{s}\left(x_{s+1} y_{2}-x_{2} y_{s+1}\right)}{D_{1}},  \tag{25}\\
& b_{1}=\frac{(\mu-\lambda) x_{1} y_{1}-\sum_{s=2}^{m} b_{s}\left(y_{s+1} x_{1}-y_{1} x_{s+1}\right)}{D_{1}} . \tag{26}
\end{align*}
$$

According to the above analysis, to question IEPGAM, we can get the follow theorem.

Theorem. If the following conditions are satisfied:

1) $D_{1} \neq 0$;
2) $D_{i} \neq 0(i=m+1, m+2, \cdots, n-1)$;
3) $E_{i} \neq 0(i=2,3, \cdots, m+1)$

Then question IEPGAM has the unique solution, and

$$
\begin{align*}
& b_{j}=\frac{(\lambda-\mu)}{D_{j}} \sum_{s=0}^{n-(j+1)} \frac{x_{n-s} y_{n-s}}{k^{n-(s+j)}}(j=m+1, m+2, \cdots, n-1)  \tag{27}\\
& a_{j}=\left\{\begin{array}{l}
\frac{\lambda x_{j}-c_{j-1} x_{j-1}-b_{j} x_{j+1}}{x_{j}}, x_{j} \neq 0 ; \\
\frac{\mu y_{j}-c_{j-1} y_{j-1}-b_{j} y_{j+1}}{y_{j}}, y_{j} \neq 0
\end{array},\right.  \tag{28}\\
& (j=m+2, m+3, \cdots, n) \\
& b_{m}=\frac{(\lambda-\mu) x_{m+1} y_{m+1}+b_{m+1} D_{m+1}}{k E_{m+1}},  \tag{29}\\
& a_{m+1}=\frac{\mu x_{1} y_{m+1}-\lambda x_{m+1} y_{1}-b_{m+1} E_{m+2}}{E_{m+1}},  \tag{30}\\
& b_{j}=\frac{(\lambda-\mu) x_{j+1} y_{j+1}}{k E_{j+1}}(i=2,3, \cdots, m-1),  \tag{31}\\
& b_{1}=\frac{(\mu-\lambda) x_{1} y_{1}-\sum_{s=2}^{m} b_{s}\left(y_{s+1} x_{1}-y_{1} x_{s+1}\right)}{D_{1}}  \tag{32}\\
& a_{j}=\frac{\mu x_{1} y_{j}-\lambda x_{j} y_{1}}{E_{j}}(j=2,3, \cdots, m),  \tag{33}\\
& a_{1}=\left\{\begin{array}{c}
\sum_{s=1}^{m} b_{s} x_{s+1} \\
\lambda-\frac{x_{1}}{m}, x_{1} \neq 0 ; \\
\mu-\frac{\sum_{s=1}^{m} b_{s} y_{s+1}}{y_{1}}, y_{j} \neq 0
\end{array}\right.  \tag{34}\\
& c_{j}=k b_{j},(i=2,3, \cdots, n-1),  \tag{35}\\
& c_{1}=\frac{(\lambda-\mu) x_{2} y_{2}}{E_{2}} . \tag{36}
\end{align*}
$$

## 3. Numerical Examples

Example 1. Give $\lambda=1, \mu=2, k=2, m=2, n=5$, $x=(1,1,1,1,1)^{\mathrm{T}}, y=(1,0,2,-1,0)^{\mathrm{T}}$.

It is easy to be calculated

$$
\begin{gathered}
D_{1}=-1 \neq 0, D_{2}=-3 \neq 0, D_{4}=1 \neq 0 \\
E_{2}=-1 \neq 0, E_{3}=1 \neq 0, E_{4}=-2
\end{gathered}
$$

From Theorem, the question IEPGAM has the unique solution. And

$$
\begin{gathered}
b_{3}=\frac{\lambda-\mu}{D_{3}}\left[\frac{x_{5} y_{5}}{k^{2}}+\frac{x_{4} y_{4}}{k}\right]=-\frac{1}{6} \\
b_{2}=\frac{1}{k E_{3}}\left[(\lambda-\mu) x_{3} y_{3}+b_{3} D_{3}\right]=-\frac{3}{4} \\
b_{4}=\frac{\lambda-\mu}{D_{4}}\left[\frac{x_{5} y_{5}}{k}\right]=0
\end{gathered}
$$

$$
\begin{gathered}
b_{1}=\frac{(\mu-\lambda) x_{1} y_{1}-b_{2}\left(y_{3} x_{1}-y_{1} x_{3}\right)}{D_{1}}=-\frac{7}{4} ; \\
c_{2}=k b_{2}=-\frac{3}{2}, \\
c_{3}=k b_{3}=-\frac{1}{3}, \\
c_{4}=k b_{4}=0, \\
c_{1}=\frac{(\lambda-\mu) x_{2} y_{2}}{E_{2}}=0 ; \\
a_{1}=\lambda-\frac{b_{1} x_{2}+b_{2} x_{3}}{x_{1}}=\frac{7}{2}, \\
a_{2}=\frac{\mu x_{1} y_{2}-\lambda x_{2} y_{1}}{E_{2}}=1, \\
a_{3}=\frac{\mu x_{1} y_{3}-\lambda x_{3} y_{1}-b_{3} E_{4}}{E_{3}}=\frac{8}{3}, \\
a_{4}=\frac{\lambda x_{4}-c_{3} x_{3}-b_{4} x_{5}}{x_{4}}=\frac{4}{3}, \\
a_{5}=\frac{\lambda x_{5}-c_{4} x_{4}-b_{5} x_{6}}{x_{5}}=1 .
\end{gathered}
$$

So

$$
J=\left(\begin{array}{ccccc}
\frac{7}{2} & \frac{-7}{4} & \frac{-3}{4} & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
\frac{-3}{2} & 0 & \frac{8}{3} & \frac{-1}{6} & 0 \\
0 & 0 & \frac{-1}{3} & \frac{4}{3} & 0 \\
0 & 0 & 0 & 0 & 1
\end{array}\right)
$$

and $\quad J x=\lambda x, J y=\mu y$.
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#### Abstract

MINRES-CN is an iterative method for solving systems of linear equations with conjugate-normal coefficient matrices whose conspectra are located on algebraic curves of a low degree. This method was proposed in a previous publication of author and KH. D. Ikramov. In this paper, the range of applicability of MIN-RES-CN is extended in new direction. These are conjugate normal matrices that are low rank perturbations of Symmetric matrices. Examples are given that demonstrate a higher efficiency of MINRES-CN for this class of systems compared to the well-known algorithm GMRES.
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## 1. Introduction and Preliminaries

Suppose that one needs to solve the system of linear equations

$$
\begin{equation*}
A x=b \tag{1}
\end{equation*}
$$

with a conjugate-normal $n \times n$-matrix $A$. In the context of this paper, conjugate-normality means that

$$
\begin{equation*}
A A^{*}=\overline{A^{*} A} \tag{2}
\end{equation*}
$$

A particular example of conjugate-normal matrices are symmetric matrices.

The method proposed in [1] is a minimum residual algorithm for the subspaces, which are the finite segments of the sequence

$$
\begin{equation*}
x, \bar{A} \bar{x}, A^{*} \bar{x}, \bar{A} A x, \bar{A} A^{T} x, A^{*} A^{T} x, \bar{A} A \bar{A} \bar{x}, \cdots, \tag{3}
\end{equation*}
$$

Unlike GMRES, this method, called MINRES-CN, is described by a recursion whose (fixed) length depends on the degree $m$ of $\Gamma$ (the conspectrum (you can see definition of conspectrum in [2]) of A belongs to an algebraic curve $\Gamma$ of a low degree)). For instance, the length of the recursion is six in the case $m=2$, which is given the most attention in [1].

## 2. Extension of Range

In this section, the range of applicability of MINRES-CN is extended in new direction.

We examine the behavior of MINRES-CN for new class of matrices $A$ that can be considered as low rank perturbations of Symmetric matrices.

Let us first recall that any square complex matrix $A$ can be uniquely represented in the form (see [3])

$$
\begin{equation*}
A=S+K, S=S^{T}, K=-K^{T} \tag{4}
\end{equation*}
$$

We consider the class of conjugate-normal matrices $A$ distinguished by the condition,

$$
\begin{equation*}
k=\operatorname{rank} K<\frac{k-1}{2} \tag{5}
\end{equation*}
$$

where $n$ is the order of $A$. The conspectrum of such a matrix belongs to the union of the real axis and (at most) $k$ lines that are parallel to the imaginary axis, i.e., to a degenerate algebraic curve whose degree does not exceed $k+1$. Hence, MINRES-CN is applicable to matrices of this type.

## 3. Numerical Results

Therefore, we can apply MINRES-CN to solving systems with conjugate normal coefficient matrices satisfying conditions (4) and (5).

The efficiency of the method is illustrated by several examples where band systems were solved. The performance of MINRES-CN2 (which is a specialization of MINRES-CN for conjugate normal matrices whose conspectra belong to a second-degree curve) in these examples is compared with that of the Matlab library program implementing GMRES.

In examples, we used the Matlab library function gmres for GMRES and a specially designed Matlab procedure for MINRES-CN2. The same stopping criterion
was used for both methods; namely,

$$
\begin{equation*}
\|r\|_{2}<\epsilon \tag{6}
\end{equation*}
$$

where $r$ is the current residual, while a positive scalar $\epsilon$ should be given by the user. For the example under discussion, we set $\epsilon=10^{-8}$.

In all of our experiments, the order of systems was 2000. The right hand sides were generated as pseudorandom vectors with components distributed uniformly on ( 0,1 ). The calculations were performed on a 2 Duo E630 OEM 1.86 GHz PC with core memory of 1024 Mb .
Example 3.1. Suppose that, $A=\left(a_{i j}\right)_{n \times n}$, where $a_{i j} \in[10,14]$, for $i=1,2, \cdots, n-2$, and $a_{n-1, n-1}=a_{n, n}=0, a_{n-1, n}=-11, a_{n, n-1}=11$ (where $A=S+$ $K$ and $\operatorname{rank} K=2$ ), another entries of matrix $A$ are zero. The conspectrum is located on the coordinate axes; i.e., it belong to the second-degree curve,

$$
\begin{equation*}
x y=0 \tag{7}
\end{equation*}
$$

It follows that a system with the matrix $A$ can be processed by MINRES-CN2.
MINRES-CN2 converges faster than GMRES (8 iteration steps and $t=0.02 \mathrm{~s}$ against 11 steps and $t=0.09 \mathrm{~s}$ ).

Example 3.2. Suppose that $A=\left(a_{i j}\right)_{n \times n}$, where $a_{i j} \in[10,14]$, for $i=1,2, \cdots, n-2$, and $a_{n-1, n-1}=a_{n, n}=12, a_{n-1, n}=-11, a_{n, n-1}=11$ (where $A=S$ $+K$ and $\operatorname{rank} K=2$ ), another entries of matrix $A$ are zero. The conspectrum is located on the real axis and the line $x=2$; i.e., it belong to the second-degree curve,

$$
(x-12) y=0 .
$$

It follows that a system with the matrix $A$ can be processed by MINRES-CN2.

MINRES-CN2 needs 10 steps and $t=0.02 \mathrm{~s}$, while GMRES requires 12 steps and the time 0.09 s .

Example 3.3. Suppose that $A=\left(a_{i j}\right)_{n \times n}$, where
$a_{i j} \in[40,45]$, for $i=1,2, \cdots, n-4$, and $a_{n-1, n}=-43, a_{n, n-1}=43, a_{n-3, n-4}=-41, a_{n-4, n-3}=41$ (where $A=S+K$ and $\operatorname{rank} K=4$ ), another entries of matrix $A$ are zero. The conspectrum is located on the coordinate axes; i.e., it belongs to the second-degree curve (7). It follows that a system with the matrix $A$ can be processed by MINRES-CN2. 7 iteration steps and $t=$ 0.02 s for MINRES-CN2 against 12 steps and $t=0.08 \mathrm{~s}$ for GMRES.
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#### Abstract

In the present paper, an attempt is made to obtain the degree of approximation of conjugate of functions (signals) belonging to the generalized weighted $W\left(L_{P}, \xi(t)\right),(p \geq 1)$-class, by using lower triangular matrix operator of conjugate series of its Fourier series.
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## 1. Introduction

Let $f$ be a $2 \pi$-periodic signal (function) and let $f \in L_{1}[0,2 \pi]=L_{1}$. Then the Fourier series of a function (signal) f at any point $x$ is given by

$$
\begin{align*}
f(x) & \approx \frac{a_{0}}{2}+\sum_{k=1}^{\infty}\left(a_{k} \cos k x+b_{k} \sin k x\right)  \tag{1.1}\\
& \equiv \sum_{k=0}^{\infty} u_{k}(f ; x),
\end{align*}
$$

with partial sums $s_{n}(f ; x)$-a trigonometric polynomial of degree (or order) $n$, of the first $(n+1)$ terms.
The conjugate series of Fourier series (1.1) of $f$ is given by

$$
\begin{equation*}
\sum_{k=1}^{\infty}\left(b_{k} \cos k x-a_{k} \sin k x\right) \equiv \sum_{k=1}^{\infty} v_{k}(f ; x) \tag{1.2}
\end{equation*}
$$

with partial sums $\tilde{s}_{n}(f ; x)$.
If $f$ is Lebesgue integrable and $p \geq 1, f \in \operatorname{Lip}(\xi(t), p)$, then

$$
2 \pi \tilde{f}(x)=-\int_{0}^{\pi} \psi(t) \cot (t / 2) \mathrm{d} t=-\lim _{h \rightarrow 0}{\underset{h}{h}}_{\pi}^{\psi} \psi(t) \cot (t / 2) \mathrm{d} t,
$$

exists for all $x$ Zygmund [1, p. 131], $\tilde{f}(x)$ is called the conjugate function of $f(x)$.
The matrix $\mathrm{T} \equiv\left(a_{n, k}\right)$, in which $a_{n, k}$ is the element in $n$-th row and $k$-th column is usually called the matrix of T. Matrices T such that $a_{n, k}=0$, for $k>n$, are called lower triangular.

Let $\mathrm{T} \equiv\left(a_{n, k}\right)$ be an infinite lower triangular matrix satisfying Töeplitz [2] conditions of regularity, i.e.
$\sum_{k=0}^{n}\left|a_{n, k}\right| \leq M$, where $M$ is a finite constant independent of $n$,

$$
\lim _{n \rightarrow \infty} a_{n, k}=0 \text {, for each } k>n \text { and } \lim _{n \rightarrow \infty} \sum_{k=0}^{n} a_{n, k}=1 .
$$

Let $\sum_{n=0}^{\infty} u_{n}$ be an infinite series whose $(k+1)^{\text {th }}$ partial sum $s_{k}=\sum_{n=0}^{k} u_{n}$.

The sequence-to-sequence transformation

$$
\tau_{n}=\sum_{k=0}^{\infty} a_{n, k} s_{k}=\sum_{k=0}^{\infty} a_{n, n-k} s_{n-k}, n=0,1,2, \cdots
$$

defines the sequence $\left\{\tau_{n}\right\}$ of lower triangular matrix summability means of sequence $\left\{s_{n}\right\}$ generated by the sequence of coefficients $\left(a_{n, k}\right)$. The transforms $\tau_{n}$ are called linear means or matrix means (determined by the matrix T) of the sequence $\left\{s_{n}\right\}$.

An infinite series $\Sigma u_{n}$ is said to be summable to $s$ by lower triangular matrix T-method, if $\lim _{n \rightarrow \infty} \tau_{n}$ exists and is equal to s Zygmund $[1, \mathrm{p} .74]$ and we write $\tau_{n} \rightarrow s(T)$, as $n \rightarrow \infty$ The summability matrix T or the sequence-to-sequence transformation $\tau_{n}$ is said to be regular, if $\lim _{n \rightarrow \infty} s_{n}=s \Rightarrow \lim _{n \rightarrow \infty} \tau_{n}=s$.
A function (signal) $f(x) \in \operatorname{Lip} \alpha$, for $0<\alpha \leq 1$, if $|f(x+t)-f(x)|=\mathrm{O}\left(t^{\alpha}\right)$.

A function (signal) $f(x) \in \operatorname{Lip}(\alpha, p)$ for $p \geq 1,0<\alpha \leq 1$, Fadden [3], if

$$
\left\{\int_{0}^{2 \pi}|f(x+t)-f(x)|^{p} \mathrm{~d} x\right\}^{1 / p}=\mathrm{O}\left(t^{\alpha}\right)
$$

Given a positive increasing function $\xi(t)$ and an integer $p \geq 1, f(x) \in \operatorname{Lip}(\xi(t), p)$, Khan [4], if

$$
\left\{\int_{0}^{2 \pi}|f(x+t)-f(x)|^{p} \mathrm{~d} x\right\}^{1 / p}=\mathrm{O}(\xi(t))
$$

In case $\xi(t)=t^{\alpha}, 0<\alpha \leq 1$, then $\operatorname{Lip}(\xi(t), p)$ coincides with the class $\operatorname{Lip}(\alpha, p)$. If $p \rightarrow \infty$ in $\operatorname{Lip}(\alpha, p)$ class then this class reduces to Lip $\alpha$.

For a given positive increasing function $\xi(t)$, an integer $p \geq 1, f(x) \in W\left(L_{p}, \xi(t)\right)$, Khan [4], if

$$
\left\{\int_{0}^{2 \pi}\left|\{f(x+t)-f(x)\} \sin ^{\beta} x\right|^{p} \mathrm{~d} x\right\}^{1 / p}=\mathrm{O}(\xi(t)),(\beta \geq 0)
$$

We note that, if $\beta=0$ then the generalized weighted $W\left(L_{p}, \xi(t)\right),(p \geq 1)$-class coincide with the class $\operatorname{Lip}(\xi(t), p)$.
Also we observe that

$$
\operatorname{Lip} \alpha \subseteq \operatorname{Lip}(\alpha, p) \subseteq \operatorname{Lip}(\xi(t), p) \subseteq W\left(L_{p}, \xi(t)\right)
$$

for $0<\alpha \leq 1, p \geq 1$, Mishra [5].
The $L_{p}$-norm is defined by

$$
\|f\|_{p}=\left(\int_{0}^{2 \pi}|f(x)|^{p} \mathrm{~d} x\right)^{1 / p}, p \geq 1
$$

The $L_{\infty}$ - norm of a function $f: R \rightarrow R$ is defined by

$$
\|f\|_{\infty}=\sup \{|f(x)|: x \in R\}
$$

and the degree of approximation $E_{n}(f)$ of a function $f: R \rightarrow R$ is given by

$$
E_{n}(f)=\operatorname{Min}_{n}\left\|f(x)-\tau_{n}(f ; x)\right\|_{p},
$$

in terms of $n$, where $\tau_{n}(f ; x)$ is a trigonometric polynomial of degree (order) $n$. This method of approximation is called trigonometric Fourier Approximation (tfa) Mishra [6]. Riesz-Hölder Inequality states that if $p$ and $q$ be non-negative extended real numbers such that $1 / p+1 / q=1$. If $f \in L^{p}[a, b]$ and $g \in L^{q}[a, b]$, then $f . g \in L^{1}[a, b]$ and

$$
\int_{a}^{b}|f g| \leq\|f\|_{p}\|g\|_{q}
$$

Equality holds if and only if, for some non-zero constants $A$ and $B$, we have $A|f|^{p}=B|g|^{q}$ a.e.

Second Mean Value theorem for integration states that if $G:[a, b] \rightarrow R$ is a positive monotonically decreasing function and $\phi:[a, b] \rightarrow R$ is an integrable function, then $\exists$ a number $x \in(a, b)$ such that

$$
\int_{a}^{b} G(t) \phi(t) \mathrm{d} t=G(a+0) \int_{a}^{x} \phi(t) \mathrm{d} t
$$

Here $G(a+0)$ stands for $\lim _{a+} G$, the existence of which follows from the conditions. Note that it is essential that the interval $(a, b]$ contains $b$. A variant not having this requirement is:

If $G:[a, b] \rightarrow R$ is a monotonic (not necessarily decreasing and positive) function and $\phi:[a, b] \rightarrow R$ is an integrable function, then $\exists$ a number $x \in(a, b)$ such that

$$
\int_{a}^{b} G(t) \phi(t) \mathrm{d} t=G(a+0) \int_{a}^{x} \phi(t) \mathrm{d} t+G(b-0) \int_{x}^{b} \phi(t) \mathrm{d} t
$$

We use the following notations:

$$
\begin{gathered}
\psi(t)=f(x+t)-f(x-t), \\
A_{n, k}=\sum_{r=k}^{n} a_{n, r}, A_{n, 0}=1, \forall n \geq 0, \\
M_{n}(t)=\frac{1}{2 \pi} \sum_{k=0}^{n} \frac{a_{n, k} \cos (k+1 / 2) t}{\sin (t / 2)}, \tau=[1 / t] \text {-the greatest }
\end{gathered}
$$ integer not exceeding of $1 / t$.

Furthermore $C$ will denote an absolute positive constant, not necessarily the same at each occurrence. Throughout this paper, we take $a_{n, k} \geq 0(0 \leq k \leq n)$, and $A_{n, 0}=1 \forall n$.

## 2. Main Result

It is well known that the theory of approximations i.e., tfa, which originated from a well known theorem of Weierstrass, has become an exciting interdisciplinary field of study for the last 130 years. These approximations have assumed important new dimensions due to their wide applications in signal analysis, in general and in digital signal processing [5] in particular, in view of the classical Shannon sampling theorem.

This has motivated by various investigators such as Qureshi ([7,8]), Khan ([4,9]) Chandra [10], Leindler [11] Mishra [5] discussed the degree of approximation of signals (functions) belonging to
$\operatorname{Lip} \alpha, \operatorname{Lip}(\alpha, p), \operatorname{Lip}(\xi(t), p)$ and $W\left(L_{p}, \xi(t)\right)$-classes by using Cesàro and Nörlund means of an infinite series. Qureshi $([12,13])$ have determined the degree of $\tilde{f}(x)$, conjugate of a function $f(x) \in \operatorname{Lip} \alpha$ and $\operatorname{Lip}(\alpha, p)$ by Nörlund means of conjugate series of a Fourier series.

The purpose of this paper is to determine the degree of approximation of $\tilde{f}(x)$, conjugate of a function $f(x) \in W\left(L_{p}, \xi(t)\right),(p \geq 1)$, by lower triangular matrix means.

We prove:
Theorem 2.1. Let $T \equiv\left(a_{n, k}\right)$ be an infinite regular
lower triangular matrix such that the elements $\left(a_{n, k}\right)$ be non-negative, non-decreasing with $k \leq n$. If $f: R \rightarrow R$ is a $2 \pi$-periodic, Lebesgue integrable and belonging to the generalized weighted $W\left(L_{p}, \xi(t)\right), p \geq 1$-class, then the degree of approximation of $\tilde{f}(x)$, conjugate of $f(x) \in W\left(L_{p}, \xi(t)\right)$, by lower triangular matrix means $\tilde{\tau}_{n}(f ; x)$ is given by

$$
\begin{equation*}
\left\|\tilde{\tau}_{n}(f ; x)-\tilde{f}(x)\right\|_{p}=O\left(n^{\beta+1 / p} \xi(1 / n)\right) \quad \forall n>0 \tag{2.1}
\end{equation*}
$$

provided $\xi(t)$ is positive increasing function of $t$ satisfying the following conditions

$$
\begin{align*}
& \left\{\int_{0}^{\pi / n}\left(\frac{t|\psi(t)|}{\xi(t)}\right)^{p} \sin ^{\beta p} t \mathrm{~d} t\right\}^{1 / p}=O\left(n^{-1}\right)  \tag{2.2}\\
& \left\{\int_{\pi / n}^{\pi}\left(\frac{\left.t^{-\delta} \mid \psi(t)\right) \mid}{\xi(t)}\right)^{p} \mathrm{~d} t\right\}^{1 / p}=O\left(n^{\delta}\right) \tag{2.3}
\end{align*}
$$

and

$$
\begin{equation*}
\frac{\xi(t)}{t} \text { is decreasing in } t \tag{2.4}
\end{equation*}
$$

where $\delta$ is an arbitrary number such that $q(1-\delta+\beta)-1>0, q$ the conjugate index of $p$ and conditions (2.2), (2.3) hold uniformly in $x$ and $p^{-1}+q^{-1}=1$.

Note 1. Condition (2.4) implies $\xi(\pi / n) \leq \pi \xi(1 / n)$, for $(\pi / n) \geq(1 / n)$

Note 2. Also for $\beta=0$ our Theorem (2.1) reduces to one of the theorem of Lal and Kushwaha [14].

## 3. Lemmas

In order to prove our Theorem 2.1, we require the following lemma.

Lemma 3.1. Under the conditions of our Theorem 2.1 on $\left(a_{n, k}\right)$, we have

$$
M_{n}(t)=O\left(\frac{A_{n, \tau}}{t}\right), \text { for } \frac{\pi}{n}<t \leq \pi
$$

Proof. For $\pi n^{-1}<t \leq \pi, \quad(\sin t)^{-1} \leq \pi / 2 t$, for $0<t \leq \pi / 2$, $\tau \leq n$, we have

$$
\begin{aligned}
& \left|M_{n}(t)\right| \\
& \begin{aligned}
&=\left|\frac{1}{2 \pi} \sum_{k=0}^{n-\tau-1} a_{n, k} \frac{\cos (k+1 / 2) t}{\sin (t / 2)}+\frac{1}{2 \pi} \sum_{k=n-\tau}^{n} a_{n, k} \frac{\cos (k+1 / 2) t}{\sin (t / 2)}\right| \\
& \leq \frac{1}{2 t}\left|\sum_{k=0}^{n-\tau-1} a_{n, k} \cos (k+1 / 2) t\right|+\frac{1}{2 t}\left|\sum_{k=n-\tau}^{n} a_{n, k} \cos (k+1 / 2) t\right| \\
& \leq \frac{1}{2 t}\left[2 a_{n, n-\tau-1} \max _{0 \leq r \leq n-\tau-1}\left|\sum_{k=0}^{r} \cos (k+1 / 2) t\right|\right. \\
&\left.\quad \quad+\sum_{k=n-\tau}^{n} a_{n, k}|\cos (k+1 / 2) t|\right] \\
&=\frac{1}{2 t}\left[O\left(\frac{a_{n, n-\tau-1}}{t}\right)+A_{n, \tau}\right]
\end{aligned}
\end{aligned}
$$

and

$$
\begin{aligned}
A_{n, \tau} & =\sum_{k=n-\tau}^{n} a_{n, k} \\
& =a_{n, n-\tau}+a_{n, n-\tau+1}+\cdots+a_{n, n} \\
& \geq a_{n, n-\tau-1}+a_{n, n-\tau-1} \cdots+a_{n, n-\tau-1} \\
& =(\tau+1) a_{n, n-\tau-1} \\
& =\left(\frac{1}{t}+1\right) a_{n, n-\tau-1} \\
& \geq\left(\frac{a_{n, n-\tau-1}}{t}\right)
\end{aligned}
$$

Therefore, $\left|M_{n}(t)\right|=O\left(\frac{A_{n, \tau}}{t}\right) \cdots$ This completes the proof of Lemma 3.1.

## 4. Proof of Theorem 2.1

The $k^{\text {th }}$ partial sum of the conjugate series of the Fourier series (1.2) is given by

$$
\begin{aligned}
& \begin{aligned}
\tilde{s}_{n}(f ; x)= & -\frac{1}{2 \pi} \int_{0}^{\pi} \cot (t / 2) \psi(t) \mathrm{d} t \\
& \quad \frac{1}{2 \pi} \int_{0}^{\pi} \frac{\cos (n+1 / 2) t}{\sin (t / 2)} \psi(t) \mathrm{d} t
\end{aligned} \\
& \tilde{S}_{n}(f ; x)-\left(-\frac{1}{2 \pi} \int_{0}^{\pi} \cot (t / 2) \psi(t) \mathrm{d} t\right) \\
& =\frac{1}{2 \pi} \int_{0}^{\pi} \frac{\cos (n+1 / 2) t}{\sin (t / 2)} \psi(t) \mathrm{d} t
\end{aligned}
$$

Then

$$
\begin{aligned}
& \sum_{k=0}^{n} a_{n, k}\left\{\tilde{s}_{n}(f ; x)-\left(-\frac{1}{2 \pi} \int_{0}^{\pi} \cot (t / 2) \psi(t) \mathrm{d} t\right)\right\} \\
& =\frac{1}{2 \pi} \int_{0}^{\pi}\left(\sum_{k=0}^{n} a_{n, k} \frac{\cos (n+1 / 2) t}{\sin (t / 2)}\right) \psi(t) \mathrm{d} t
\end{aligned}
$$

or,

$$
\begin{equation*}
\tilde{\tau}_{n}(f ; x)-\tilde{f}(x)=I_{1}+I_{2} \tag{4.1}
\end{equation*}
$$

Using Riesz-Hölder's inequality, condition (2.2), (2.4), note 1 , the fact that $(\sin t)^{-1} \leq \frac{\pi}{2 t}$, for $0<t \leq \pi / 2$,
$p^{-1}+q^{-1}=1$ and the second mean value theorem for integrals, we find

$$
\begin{align*}
\left|I_{1}\right| \leq & {\left[\int_{0}^{\pi / n}\left(\frac{t|\psi(t)|}{\xi(t)} \sin ^{\beta} t\right)^{p} \mathrm{~d} t\right]^{1 / p} } \\
& \cdot\left[\int_{0}^{\pi / n}\left\{\frac{\xi(t)}{t \sin ^{\beta} t}\left|M_{n}(t)\right|^{q} \mathrm{~d} t\right]^{1 / q}\right. \\
\leq & {\left[\int_{0}^{\pi / n}\left(\frac{t|\psi(t)|}{\xi(t)} \sin ^{\beta} t\right)^{p} \mathrm{~d} t\right]^{1 / p} } \\
& \cdot\left[\int_{0}^{\pi / n}\left\{\frac{\xi(t)|\cos (k+1 / 2) t|}{t \sin ^{\beta} t|\sin (t / 2)|}\right\}^{q} \mathrm{~d} t\right]^{1 / q} \\
= & O\left(\frac{1}{n}\right)\left[\int_{0}^{\pi / n} O\left\{\frac{\xi(t)}{t^{2} \sin ^{\beta} t}\right\}^{q} \mathrm{~d} t\right]^{1 / q} \\
= & O\left(\frac{1}{n}\right)\left[\left(\frac{\pi / n}{\sin (\pi / n)}\right)^{\beta q} \int_{h}^{\pi / n} O\left\{\frac{\xi(t)}{t^{2+\beta}}\right\}^{q} \mathrm{~d} t\right]^{1 / q} ; h \rightarrow 0 \\
= & O\left(\frac{1}{n}\right)\left[\int_{h}^{\pi / n}\left\{\frac{\xi(t)}{t^{2+\beta}}\right\}^{q} \mathrm{~d} t\right]^{1 / q} ; \quad h \rightarrow 0 \\
= & O\left(\frac{1}{n}\right) O\left(\xi\left(\frac{\pi}{n}\right)\right)\left[\left(\int_{h}^{\pi / n} t^{-(2+\beta) q} \mathrm{~d} t\right)^{1 / q}\right] \\
= & O\left(n^{-1} \xi\left(\frac{1}{n}\right)\right) O\left(n^{2+\beta-1 / q}\right) \\
= & \left.O\left(n^{\beta+1 / p} \xi\left(\frac{1}{n}\right)\right)\right)^{1 / 2} \tag{4.2}
\end{align*}
$$

Now by Riesz-Hölder's inequality, conditions (2.3), (2.4), note 1, Lemma 3.1, the fact that
$(\sin t)^{-1} \leq \frac{\pi}{2 t}$, for $0<t \leq \pi / 2, p^{-1}+q^{-1}=1$, we obtain

$$
\begin{aligned}
& \left|I_{2}\right|=\left|\int_{\pi / n}^{\pi}\right| \psi(t)| | M_{n}(t)|\mathrm{d} t| \\
& \leq\left\{\int_{\pi / n}^{\pi}\left|\frac{t^{-\delta}}{\psi(t) \sin ^{\beta} t}\right|^{p} \mathrm{~d} t\right\}^{p}\left\{\int_{\pi / n}^{1 / p}\left|\frac{\xi(t) M_{n}(t)}{t^{-\delta} \sin ^{\beta} t}\right|^{q} \mathrm{~d} t\right\}^{1 / q} \\
& =\left\{\int_{\pi / n}^{\pi}\left(\frac{t^{-\delta}|\psi(t)|\left|\sin ^{\beta} t\right|}{\xi(t)}\right)^{p} \mathrm{~d} t\right\}^{1 / p} \\
& \cdot\left\{\int_{\pi / n}^{\pi}\left(\frac{\xi(t)}{t^{-\delta} \sin ^{\beta} t} O\left(\frac{A_{n, \tau}}{t}\right)\right\}^{q} \mathrm{~d} t\right\}^{1 / q} \\
& =O\left(n^{\delta}\right)\left\{\int_{\pi / n}^{\pi}\left(\frac{\xi(t) A_{n, \tau}}{t^{-\delta+\beta+1}}\right)^{q} \mathrm{~d} t\right\}^{1 / q}
\end{aligned}
$$

Since $A$ has non-negative entries and row sums one,

$$
\begin{align*}
& =O\left(n^{\delta}\right)\left\{\int_{1 / \pi}^{\pi / n}\left(\frac{\xi(1 / y)}{y^{\delta-\beta-1}}\right)^{q} \frac{\mathrm{~d} y}{y^{2}}\right\}^{1 / q} \\
& =O\left(n^{\delta} \frac{\xi(\pi / n)}{\pi / n}\right)\left\{\int_{1 / \pi}^{\pi / n}\left(\frac{\mathrm{~d} y}{y^{\delta q-\beta q+2}}\right)\right\}^{1 / q} \\
& =O\left(n^{\delta+1} \xi\left(\frac{1}{n}\right)\right)\left\{\frac{\left(\frac{n}{\pi}\right)^{q(-\delta+\beta)-1}-\left(\frac{1}{\pi}\right)^{q(-\delta+\beta)-1}}{q(-\delta+\beta)-1}\right\}^{1 / q} \\
& =O\left(n^{\delta+1} \xi\left(\frac{1}{n}\right)\right) O\left(n^{-\delta+\beta-1 / q}\right) \\
& =O\left(n^{\beta+1-1 / q} \xi(1 / n)\right)=O\left(n^{\beta+1 / p} \xi(1 / n)\right) \tag{4.3}
\end{align*}
$$

Combining $I_{1}$ and $I_{2}$ yields

$$
\left|\tilde{\tau}_{n}(f ; x)-\tilde{f}(x)\right|=O\left(n^{\beta+1 / p} \xi(1 / n)\right)
$$

Now, using the $L_{p}$-norm, we get

$$
\begin{aligned}
\left\|\tilde{\tau}_{n}(f ; x)-\tilde{f}(x)\right\|_{p} & =\left\{\int_{0}^{2 \pi}\left|\tilde{\tau}_{n}(f ; x)-\tilde{f}(x)\right|^{p} \mathrm{~d} x\right\}^{1 / p} \\
& =O\left\{\int_{0}^{2 \pi}\left(n^{\beta+1 / p} \xi(1 / n)^{p} \mathrm{~d} x\right\}^{1 / p}\right. \\
& =O\left\{n^{\beta+1 / p} \xi(1 / n)\left(\int_{0}^{2 \pi} \mathrm{~d} x\right)^{1 / p}\right\} \\
& =O\left(n^{\beta+1 / p} \xi(1 / n)\right)
\end{aligned}
$$

This completes the proof of our Theorem 2.1.

## 5. Applications

The following corollaries can be derived from our Theorem 2.1.

Corollary 5.1. If $\beta=0$ and $\xi(t)=t^{\alpha}, 0<\alpha \leq 1$, then the generalized weighted class $W\left(L_{p}, \xi(t)\right)$ reduces to class $\operatorname{Lip}(\alpha, p)$ and the degree of approximation of a function $f(x) \in \operatorname{Lip}(\alpha, p)$ is given by $\left\|\tilde{\tau}_{n}(f ; x)-\tilde{f}(x)\right\|_{p}=O\left(n^{-\alpha+1 / p}\right)$.

Proof of corollary 5.1. From our Theorem 2.1 for $\beta=0$, we have

$$
\begin{aligned}
& \left\|\tilde{\tau}_{n}(f ; x)-\tilde{f}(x)\right\|_{p}=\left(\int_{0}^{2 \pi}\left|\tilde{\tau}_{n}(f ; x)-\tilde{f}(x)\right|^{p} \mathrm{~d} x\right)^{1 / p} \\
& =O\left(n^{1 / p} \xi(1 / n)\right)=O\left(\frac{1}{n^{\alpha-1 / p}}\right), p \geq 1 .
\end{aligned}
$$

This completes the proof of corollary 5.1.
Corollary 5.2. If $p \rightarrow \infty$ in corollary 5.1, then for
$0<\alpha<1,\left\|\tilde{\tau}_{n}(f ; x)-\tilde{f}(x)\right\|_{p}=O\left(n^{-\alpha}\right)$.
Corollary 5.3. If $a_{n, k}=p_{n-k} P_{n}^{-1}, P_{n} \neq 0, \xi(t)=t^{\alpha}$ then the degree of approximation of $\tilde{f}(x)$, conjugate of $f \in \operatorname{Lip}(\alpha, p)$ by Nörlund means
$\tilde{\tau}_{n}(f ; x)=P_{n}^{-1} \sum_{k=0}^{n} p_{n-k} \tilde{s}_{k}(f ; x)$ of the conjugate series of Fourier series is given by

$$
\left\|\tilde{\tau}_{n}(f ; x)-\tilde{f}(x)\right\|_{p}=O\left(n^{-\alpha+1 / p}\right)
$$

## Corollary 5.4. If

$a_{n, k}=p_{n-k} P_{n}^{-1}, P_{n} \neq 0, \xi(t)=t^{\alpha}, p \rightarrow \infty$ then the degree of approximation of $\tilde{f}(x)$, conjugate of
$f \in$ Lip $\alpha$ by Nörlund means $\tilde{\tau}_{n}=P_{n}^{-1} \sum_{k=0}^{n} p_{n-k} \tilde{s}_{k}$ of the conjugate series of Fourier series is given by

$$
\left\|\tilde{\tau}_{n}-\tilde{f}\right\|_{\infty}=\left\{\begin{array}{l}
O\left((n+1)^{-\alpha}\right), 0<\alpha<1  \tag{5.1}\\
O(\log (n+1) \pi e /(n+1)), \alpha=1
\end{array}\right.
$$

Corollary 5.5. If $a_{n, k}=p_{n-k} q_{k} R_{n}^{-1}$ such that $R_{n}=\sum_{k=0}^{n} p_{n-k} q_{k} \neq 0, R_{y} y^{-\alpha}$ is monotonic non-decreasing then the degree of approximation of $\tilde{f}(x)$, conjugate of a function $f \in \operatorname{Lip} \alpha$, by generalized Nörlund means $\tilde{\tau}_{n}(f ; x)=R_{n}^{-1} \sum_{k=0}^{n} p_{n-k} q_{k} \tilde{s}_{k}(f ; x)$ of the conjugate series (1.2) satisfies equation (5.1).

## 6. Remarks

Remark 6.1. Lal and Kushwaha [14]. The degree of approximation $\left\|\tilde{\tau}_{n}(f ; x)-\tilde{f}(x)\right\|_{p}=O\left(n^{-\alpha+1 / p}\right)$. determined by Qureshi [13, p. 561, L. 12] tends to $\infty$ if $0<\alpha<3^{-1}<1$ and $p=2$ and also for other values. Therefore, this deficiency has encouraged to investigate degree of approximation of conjugate of functions belonging to $\operatorname{Lip}(\alpha, p)$ considering $p^{-1}<\alpha<1$.
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#### Abstract

The present paper has been framed to study the influence of irregularity, initial stress and porosity on the propagation of torsional surface waves in an initially stressed anisotropic poro-elastic layer over a semi-infinite heterogeneous half space with linearly varying rigidity and density due to irregularity at the interface. The irregularity has been taken in the half-space in the form of a parabola. It is observed that torsional surface waves propagate in this assumed medium. In the absence of irregularity the velocity of torsional surface wave has been obtained. Further, it has been seen that for a layer over a homogeneous half space, the velocity of torsional surface waves coincides with that of Love waves.
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## 1. Introduction

The study of surface waves in a half-space is important to seismologists due to its possible applications in Geophysical prospecting and in understanding the cause and estimation of damage due to earthquakes. Surface waves carry the greatest amount of energy from shallow shocks and are of primary cause of destruction that can result from earthquakes. The propagation of surface waves in detail are well documented in the text book literature (Achenbach, J. D. [1], Ewing, W. M., Jardetzky, W. S., Press, F. [2], Bath, M. [3]). One type of surface wave may be available in non-homogeneous earth known as torsional surface waves. These waves are horizontally polarized but give a twist to the medium when it propagates. Although much information is available on the propagation of surface waves such as Rayleigh waves, Love waves and Stonely waves etc., the torsional wave has not drawn much attention and very little literature is available on the propagation of this wave. Some papers have been published on the propagation of torsional waves in elastic medium with different types of inhomogeneity. Lord Rayleigh [4] in his remarkable paper showed that the isotropic homogeneous elastic half-space does not allow a torsional surface wave to propagate, in this connection Georgiadis et al. [5] have examined the torsional surface wave in a linear gradient-elastic halfspace. Meissner [6] pointed out that in an inhomogeneous elastic half-space with quadratic variation of shear
modulous and density varying linearly with depth, torsional surface waves do exist. Vardoulakis, I. [7] has studied the problem on torsional surface waves in inhomogeneous elastic media. Also S. Dey et al. [8] studied the propagation of torsional waves in a homogeneous substratum over a heterogeneous half-space.

The study of porous medium in recent time has acquired prime interest. The layer of the earth usually of such materials and the medium is generally dealt under the name of poro-elastic medium. Investigation on propagation of waves in liquid saturated porous solids are relevant to geophysical prospecting methods, survey techniques are very useful in oil industry. While deriving the mechanics of such medium it is assumed that the pore sizes are small and macroscopially speaking their average distribution is uniform. The role of pore water in seismology has been emphasized in many studies. Biot [9] has established the theory of the propagation of elastic waves in a porous elastic solid saturated by a viscous fluid. Under the assumption of dynamic coupling between solid and fluid mass, Biot [10] has developed the mathematical theory for the propagation of elastic waves in a fluid saturated porous medium. Based on this theory, many problems of surface waves in poro-elastic materials have been studied in the past years by Buckingham, M. J. [11], Sharma, M. D. and Gogna, M. L. [12], Sharma, M. D., Kumar, R. and Gogna, M. L. [13], Sharma, M. D., Kumar, R. and Gogna, M. L. [14].

The development of initial stresses in the medium is
due to many reasons, for example resulting from the difference of temperature, process of quenching, shot peening and cold working, slow process of creep, differential external forces, gravity variations etc. These stresses have a pronounced influence on the propagation of waves as shown by Biot [15]. The earth is also an initially stressed medium. It is therefore of much interest to study the influence of these stresses on the propagation of torsional surface wave. The study of surface waves in an initially stressed medium is of interest not for theoretical taste only but for practical purposes too. Based on the pioneering work of Biot [15] on pre-stressed solids, various studies of body and surface wave propagation in the prestressed solids have been carried out by many researchers such as Chattopadhyay et al. [16], Kar, B. K. and Kalyani, V. K. [17] and Dey, S. and Addy, S. K. [18] .

The study of wave propagation in elastic medium with different irregularities is of great importance to seismologists as well as to geophysicists to understand and predict the seismic behavior at the different margins of earth. This fact leads us towards this study. The present paper discusses the possibility of existence of torsional surface wave in an initially stressed anisotropic poro-elastic layer over a semi-infinite heterogeneous half space with linearly varying rigidity and density due to irregularity at the interface. The irregularity has been taken in the halfspace in the form of a parabola. It is observed that torsional surface waves propagate in this assumed medium. Irregularity and initial stress play an important role in the seismic wave propagation. This paper has been framed out to show the effect of irregularity at the interface in the parabolic form and initial stress on the propagation of torsional surface wave. As the porosity parameter decreases, the half-space will become an elastic solid with less pores and the velocity of torsional surface waves decreases and ultimately vanishes when the medium is elastic solid. The effect of irregularity and the initial stresses are very prominent on the propagation of torsional surface waves. The presence of initial compressive stress reduces the velocity of torsional surface waves. As the initial compressive stress increases, the velocity of propagation decreases. It is also observed that in the limiting case if the porous medium changes to a liquid layer then a torsional surface wave don't exist. It is interesting to note that in a poro-elastic medium over a homogeneous half-space the torsional wave mode changes to Love wave mode. Parabolic irregularity is mostly found in the earth so the present study can help the seismologists to understand and predict the seismic behaviour at different margins of the earth.

## 2. Formulation of the Problem

Let us Consider a model which consists of a water satu-
rated porous layer $\mathrm{M}_{1}$ of thickness H with anisotropy of Weiskopf type under compressive initial stresses
$P^{\prime}=-s_{r r}^{\prime}$ along the radial direction and with one parabolic irregularity on the interface between the layer and a semi-infinite non-homogeneous elastic half-space $\mathrm{M}_{2}$ as shown in Figure 1. The heterogeneity has been considered both in density and rigidity. We assume that the irregularity is of the form of a parabola with span of length $2 m$ and depth $h$.

Assuming the origin of the cylindrical co-ordinate system at the middle point of the interface irregularity and the z -axis downward positive, the following variation in rigidity and density has been taken

1) for the layer, $\mu=\mu_{o}, \rho=\rho_{0}$
2) for the half-space, $\mu=\mu_{1}(1+a z), \rho=\rho_{1}(1+b z)$ where $\mu$ and $\rho$ are rigidity and density of the media respectively and $a, b$ are constants having dimensions that are inverse of length.

The equation of irregularity has been taken as

$$
z=\varepsilon F(r) \text {, where } F(r)=\left\{\begin{array}{l}
h\left(1-\frac{r^{2}}{m^{2}}\right) \text { for }|r| \leq m \\
0 \text { for }|r|>m
\end{array}\right.
$$

and $\varepsilon=\frac{h}{2 m}$ and $\varepsilon \ll 1$.

## 3. Solution of the Problem

### 3.1. Solution for Porous Layer

The dynamical equations of initially stressed poroelastic medium is obtained by suitably coupling Biot's [19] dynamical equations of an initially stressed medium with the equations of poro-elasticity given by Weiskopf [20] and Biot $[9,10]$. Those are

$$
\begin{align*}
& \frac{\partial s_{r r}^{\prime}}{\partial r}+\frac{1}{r} \frac{\partial s_{r \theta}^{\prime}}{\partial \theta}+\frac{\partial s_{r z}^{\prime}}{\partial z}+\frac{s_{r r}^{\prime}-s_{\theta \theta}^{\prime}}{r}-P^{\prime} \frac{\partial \omega_{\theta}^{\prime}}{\partial z} \\
& =\frac{\partial^{2}}{\partial t^{2}}\left(\rho_{r r} u_{r}^{\prime}+\rho_{r \theta} U_{r}^{\prime}\right)  \tag{1}\\
& \frac{\partial s_{r \theta}^{\prime}}{\partial r}+\frac{1}{r} \frac{\partial s_{\theta \theta}^{\prime}}{\partial \theta}+\frac{\partial s_{\theta z}^{\prime}}{\partial z}+\frac{2}{r} s_{r \theta}^{\prime}-P^{\prime} \frac{\partial \omega_{z}^{\prime}}{\partial r} \\
& =\frac{\partial^{2}}{\partial t^{2}}\left(\rho_{r r} v_{\theta}^{\prime}+\rho_{r \theta} V_{\theta}^{\prime}\right)  \tag{2}\\
& \frac{\partial s_{r z}^{\prime}}{\partial r}+\frac{1}{r} \frac{\partial s_{\theta z}^{\prime}}{\partial \theta}+\frac{\partial s_{z z}^{\prime}}{\partial z}+\frac{1}{r} s_{r z}^{\prime}-P^{\prime} \frac{\partial \omega_{\theta}^{\prime}}{\partial r} \\
& =\frac{\partial^{2}}{\partial t^{2}}\left(\rho_{r r} w_{z}^{\prime}+\rho_{r \theta} W_{z}^{\prime}\right) \tag{3}
\end{align*}
$$

and

$$
\begin{equation*}
\frac{\partial s^{\prime}}{\partial r}=\frac{\partial^{2}}{\partial t^{2}}\left(\rho_{r \theta} u_{r}^{\prime}+\rho_{\theta \theta} U_{r}^{\prime}\right) \tag{4}
\end{equation*}
$$



Figure 1. Geometry of the problem.

$$
\begin{align*}
& \frac{\partial s^{\prime}}{\partial \theta}=\frac{\partial^{2}}{\partial t^{2}}\left(\rho_{r \theta} v_{\theta}^{\prime}+\rho_{\theta \theta} V_{\theta}^{\prime}\right)  \tag{5}\\
& \frac{\partial s^{\prime}}{\partial z}=\frac{\partial^{2}}{\partial t^{2}}\left(\rho_{r \theta} w_{z}^{\prime}+\rho_{\theta \theta} W_{z}^{\prime}\right) \tag{6}
\end{align*}
$$

where $s_{i j}^{\prime}=$ incremental stress components;
$\left(u_{r}^{\prime}, v_{\theta}^{\prime}, w_{z}^{\prime}\right)=$ components of the displacement vector of the solid;
$\left(U_{r}^{\prime}, V_{\theta}^{\prime}, W_{z}^{\prime}\right)=$ components of the displacement vector of the liquid;
$s^{\prime}=$ stress in the liquid,
and

$$
\begin{align*}
& \omega_{r}^{\prime}=\frac{1}{2 r}\left[\frac{\partial w_{z}^{\prime}}{\partial \theta}-r \frac{\partial v_{\theta}^{\prime}}{\partial z}\right], \omega_{\theta}^{\prime}=\frac{1}{2}\left[\frac{\partial u_{r}^{\prime}}{\partial z}-\frac{\partial w_{z}^{\prime}}{\partial r}\right] \\
& \omega_{z}^{\prime}=\frac{1}{2 r}\left[\frac{\partial\left(r v_{\theta}^{\prime}\right)}{\partial r}-\frac{\partial v_{\theta}^{\prime}}{\partial \theta}\right] \tag{7}
\end{align*}
$$

are the components of the rotational vector $\omega^{\prime}$.
The stress-strain relations for the water saturated anisotropic porous layer under normal initial stress $P^{\prime}$ are

$$
\begin{align*}
& s_{r r}^{\prime}=\left(A+P^{\prime}\right) e_{r r}+\left(A-2 N+P^{\prime}\right) e_{\theta \theta}+\left(F+P^{\prime}\right) e_{z z}+Q_{\varepsilon} \\
& s_{\theta \theta}^{\prime}=(A-2 N) e_{r r}+A e_{\theta \theta}+F e_{z z}+Q_{\varepsilon} \\
& s_{z z}^{\prime}=F e_{r r}+F e_{\theta \theta}+C e_{z z}+Q_{\varepsilon} \\
& s_{r \theta}^{\prime}=2 N e_{r \theta}, s_{\theta z}^{\prime}=2 G e_{\theta z}, s_{r z}^{\prime}=2 G e_{z r} \tag{8}
\end{align*}
$$

where $A, F, C, N$ and $G$ are elastic constants of the medium. $N$ and $G$ are, in particular, shear moduli of the anisotropic layer in the radial and the z -direction respectively.

$$
\begin{align*}
& e_{r r}=\frac{\partial u_{r}^{\prime}}{\partial r}, e_{\theta \theta}=\frac{1}{r} \frac{\partial v_{\theta}^{\prime}}{\partial \theta}+\frac{u_{r}^{\prime}}{r}, e_{z z}=\frac{\partial w_{z}^{\prime}}{\partial z} \\
& e_{r \theta}=\frac{1}{2}\left[\frac{1}{r} \frac{\partial u_{r}^{\prime}}{\partial \theta}+\frac{\partial v_{\theta}^{\prime}}{\partial r}-\frac{v_{\theta}^{\prime}}{r}\right], e_{\theta z}=\frac{1}{2}\left[\frac{\partial v_{\theta}^{\prime}}{\partial z}+\frac{1}{r} \frac{\partial w_{z}^{\prime}}{\partial \theta}\right]  \tag{9}\\
& e_{z r}=\frac{1}{2}\left[\frac{\partial w_{z}^{\prime}}{\partial r}+\frac{\partial u_{r}^{\prime}}{\partial z}\right]
\end{align*}
$$

Further, $Q_{\varepsilon}$ being the measure of coupling between
the volume change of the solid and the liquid is a positive quantity. $\boldsymbol{s}^{\prime}$ is the stress vector due to the liquid. The stress vector $\boldsymbol{s}^{\prime}$ is related to the fluid pressure $\boldsymbol{P}$ by the relation

$$
\begin{equation*}
-s^{\prime}=f P \tag{10}
\end{equation*}
$$

where $f$ is porosity of the layer.
The mass coefficients $\rho_{r r}, \rho_{r \theta}$ and $\rho_{\theta \theta}$ are related to the densities $\rho, \rho_{s}, \rho_{w}$ of the layer, the solid and the water respectively by

$$
\begin{equation*}
\rho_{r r}+\rho_{r \theta}=(1-f) \rho_{s}, \rho_{r \theta}+\rho_{\theta \theta}=f \rho_{w} \tag{11}
\end{equation*}
$$

so that the mass density of the aggregate is

$$
\begin{equation*}
\rho^{\prime}=\rho_{s}+f\left(\rho_{w}-\rho_{s}\right) \tag{12}
\end{equation*}
$$

The above relation shows that in case the fluid of lighter density $\left(\rho_{\mathrm{w}}\right)$ is filled up in the solid matrix of density $\left(\rho_{s}\right)$ then the density of the aggregate $\left(\rho^{\prime}\right)$ will be less than the density of the solid $\left(\rho_{s}\right)$, there may be the case of heavier fluid such as mercury, molten metal etc. filled in the solid matrix, when the density of the aggregate will be more than that of solid. Further this relation shows that as the porosity factor $f$ decreases from 1 to 0 i.e. as the volume of pores decreases, the density of the aggregate tends to the density of the solid. It has been shown by Biot that the mass coefficients obey the following inequalities also

$$
\begin{equation*}
\rho_{r r}>0, \rho_{\theta \theta}>0, \rho_{r \theta}<0, \rho_{r r} \rho_{\theta \theta}-\rho_{r \theta}^{2}>0 \tag{13}
\end{equation*}
$$

For torsional surface waves propagating along the radial direction having displacement of the particles along $\theta$ direction we have,

$$
\left.\begin{array}{l}
u_{r}^{\prime}=0, w_{z}^{\prime}=0, v_{\theta}^{\prime}=v^{\prime}(r, z, t)  \tag{14}\\
U_{r}^{\prime}=0, W_{z}^{\prime}=0, V_{\theta}^{\prime}=V^{\prime}(r, z, t)
\end{array}\right\}
$$

The above displacements will produce $e_{\theta z}$ and $e_{r \theta}$ strain components and the other strain components will be zero. Hence the stress-strain relations are

$$
\begin{equation*}
s_{\theta z}^{\prime}=2 G e_{\theta z}, s_{r \theta}^{\prime}=2 N e_{r \theta} \tag{15}
\end{equation*}
$$

Using (15) in (1) to (6) the equations of motion, which are not automatically satisfied, are

$$
\begin{gather*}
\frac{\partial s_{r \theta}^{\prime}}{\partial r}+\frac{\partial s_{\theta z}^{\prime}}{\partial z}+\frac{2}{r} s_{r \theta}^{\prime}-P^{\prime} \frac{\partial \omega_{z}^{\prime}}{\partial r}=\frac{\partial^{2}}{\partial t^{2}}\left(\rho_{r r} v_{\theta}^{\prime}+\rho_{r \theta} V_{\theta}^{\prime}\right)  \tag{16}\\
\frac{\partial^{2}}{\partial t^{2}}\left(\rho_{r \theta} v_{\theta}^{\prime}+\rho_{\theta \theta} V_{\theta}^{\prime}\right)=0 \tag{17}
\end{gather*}
$$

Using stress-strain relations (8), (16) may be written as

$$
\begin{align*}
& \left(N-\frac{P^{\prime}}{2}\right)\left(\frac{\partial^{2} v_{\theta}^{\prime}}{\partial r^{2}}-\frac{v_{\theta}^{\prime}}{r^{2}}+\frac{1}{r} \frac{\partial v_{\theta}^{\prime}}{\partial r}\right)+G \frac{\partial^{2} v_{\theta}^{\prime}}{\partial z^{2}}  \tag{18}\\
& =\frac{\partial^{2}}{\partial t^{2}}\left(\rho_{r r} v_{\theta}^{\prime}+\rho_{r \theta} V_{\theta}^{\prime}\right)
\end{align*}
$$

From (17), we have

$$
\begin{gathered}
\rho_{r \theta} v_{\theta}^{\prime}+\rho_{\theta \theta} V_{\theta}^{\prime}=d^{\prime \prime}(\text { say }) \\
\therefore V_{\theta}^{\prime}=\frac{d^{\prime \prime}-\rho_{r \theta} v_{\theta}^{\prime}}{\rho_{\theta \theta}}
\end{gathered}
$$

Now,

$$
\begin{equation*}
\frac{\partial^{2}}{\partial t^{2}}\left(\rho_{r r} v_{\theta}^{\prime}+\rho_{r \theta} V_{\theta}^{\prime}\right)=d^{\prime} \frac{\partial^{2}\left(v_{\theta}^{\prime}\right)}{\partial t^{2}} \tag{19}
\end{equation*}
$$

where $d^{\prime}=\rho_{r r}-\frac{\rho_{r \theta}^{2}}{\rho_{\theta \theta}}$
Using (19) in (18), we get

$$
\begin{equation*}
\left(N-\frac{P^{\prime}}{2}\right)\left(\frac{\partial^{2} v_{\theta}^{\prime}}{\partial r^{2}}-\frac{v_{\theta}^{\prime}}{r^{2}}+\frac{1}{r} \frac{\partial v_{\theta}^{\prime}}{\partial r}\right)+G \frac{\partial^{2} v_{\theta}^{\prime}}{\partial z^{2}}=d^{\prime} \frac{\partial^{2} v_{\theta}^{\prime}}{\partial t^{2}} \tag{20}
\end{equation*}
$$

From Equation (20) it is clear that the velocity of the shear wave along radial(r) direction is $\left[\frac{N-\frac{P^{\prime}}{2}}{d^{\prime}}\right]^{\frac{1}{2}}$ and that along z-direction is $\left(\frac{G}{d^{\prime}}\right)^{\frac{1}{2}}$. Now the shear wave velocity $\beta^{\prime}$ in the porous medium along radial direction may be expressed as,
$\beta^{\prime}=\left[\frac{1-\zeta}{d} c_{\beta}^{2}\right]^{\frac{1}{2}}$, where $c_{\beta}=\sqrt{\frac{N}{\rho^{\prime}}}$ is the velocity of the shear wave in the corresponding initial stress free non-porous anisotropic elastic medium along the radial direction, $\zeta=\frac{P^{\prime}}{2 N}$ is the non-dimensional parameter due to the initial stress $P^{\prime}$ and the density ratio,

$$
d=\frac{d^{\prime}}{\rho^{\prime}}=\frac{1}{\rho^{\prime}}\left(\rho_{r r}-\frac{\rho_{r \theta}^{2}}{\rho_{\theta \theta}}\right)=\gamma_{11}-\frac{\gamma_{12}^{2}}{\gamma_{22}}
$$

where $\gamma_{11}=\frac{\rho_{r r}}{\rho^{\prime}}, \gamma_{12}=\frac{\rho_{r \theta}}{\rho^{\prime}}, \gamma_{22}=\frac{\rho_{\theta \theta}}{\rho^{\prime}}$ are the non-dimensional parameters for the material of the porous layer as obtained by Biot.

Introducing the non-dimensional radial and depth coordinates we have

$$
R=\frac{r}{L}, \xi=\xi_{0}+\frac{z}{L}
$$

$\xi_{0}$ being a constant and $\frac{1}{L}$ being wave number where $k=\frac{1}{L}$, the Equation (20) may be written as

$$
\begin{equation*}
\frac{\partial^{2} v_{\theta}^{\prime}}{\partial R^{2}}+\frac{1}{R} \frac{\partial v_{\theta}^{\prime}}{\partial R}-\frac{v_{\theta}^{\prime}}{R^{2}}+\frac{G}{N-\frac{P^{\prime}}{2}} \frac{\partial^{2} v_{\theta}^{\prime}}{\partial \xi^{2}}=\frac{d^{\prime} L^{2}}{N-\frac{P^{\prime}}{2}} \frac{\partial^{2} v_{\theta}^{\prime}}{\partial t^{2}} \tag{21}
\end{equation*}
$$

We assume a solution of Equation (21) of the form $v_{\theta}^{\prime}=v_{2}^{\prime}(\xi) J_{1}(R) \mathrm{e}^{i \omega t}$, where $J_{1}(R)$ is the Bessel function of the first kind and $v_{2}^{\prime}(\xi)$ is the solution of the following equation

$$
\begin{equation*}
\frac{\mathrm{d}^{2} v_{2}^{\prime}}{\mathrm{d} \xi^{2}}+q^{2} v_{2}^{\prime}=0 \tag{22}
\end{equation*}
$$

where $q^{2}=\frac{\left(\frac{\omega^{2} L^{2} d^{\prime}}{N-\frac{P^{\prime}}{2}}-1\right)}{\frac{G}{N-\frac{P^{\prime}}{2}}}$
The solution of Equation (22) may be taken as

$$
v_{2}^{\prime}(\xi)=A e^{i q \xi}+B e^{-i q \xi}
$$

Therefore, for the torsional surface wave propagating in the radial direction, the solution of Equation (21) may be taken as

$$
\begin{equation*}
v_{\theta}^{\prime}=J_{1}(R)\left(A e^{i q \xi}+B e^{-i q \xi}\right) e^{i \omega t} \tag{23}
\end{equation*}
$$

where $q^{2}=d v\left(\frac{c^{2}}{c_{\beta}^{2}}-\frac{1-\zeta}{d}\right)$, where $v=\frac{N}{G}, c=\omega L$ is the phase velocity of the torsional surface wave.

### 3.2. Solution for Non-Homogeneous Elastic Half Space

The lower medium is considered as non-homogeneous elastic half space. The Equaiton of motion may be written as

$$
\begin{equation*}
\frac{\partial \sigma_{r \theta}}{\partial r}+\frac{2}{r} \sigma_{r \theta}+\frac{\partial \sigma_{z \theta}}{\partial z}=\rho \frac{\partial^{2} v}{\partial t^{2}} \tag{24}
\end{equation*}
$$

where $\sigma_{r \theta}$ and $\sigma_{z \theta}$ are stress components in the half space, $v(r, \theta, z)$ is the displacement and $\rho$ is the density of the material of the half space.

The non-homogeneity in the medium are taken as

$$
\begin{equation*}
\mu=\mu_{1}(1+a z), \rho=\rho_{1}(1+b z) \tag{25}
\end{equation*}
$$

where, $\mu_{1}$ and $\rho_{1}$ are the values of $\mu$ and $\rho$ respectively at $z=0$, and $a, b$ are constants having dimensions that are inverse of length.

Using the stress-strain relations

$$
\begin{equation*}
\sigma_{r \theta}=\mu\left[\frac{\partial v}{\partial r}-\frac{v}{r}\right], \sigma_{z \theta}=\mu \frac{\partial v}{\partial z} \tag{26}
\end{equation*}
$$

and the relations (25), the Equation of motion (24) may be written as

$$
\begin{equation*}
\frac{\partial^{2} v}{\partial r^{2}}+\frac{1}{r} \frac{\partial v}{\partial r}-\frac{v}{r^{2}}+\frac{\partial^{2} v}{\partial z^{2}}+\frac{a}{1+a z} \frac{\partial v}{\partial z}=\frac{\rho_{1}(1+b z)}{\mu_{1}(1+a z)} \frac{\partial^{2} v}{\partial t^{2}} \tag{27}
\end{equation*}
$$

Introducing the non-dimensional co-ordinates

$$
R=\frac{r}{L} \text { and } \xi=\xi_{0}+\frac{Z}{L}
$$

Equation (27) takes the form as

$$
\begin{align*}
& \frac{\partial^{2} v}{\partial R^{2}}+\frac{1}{R} \frac{\partial v}{\partial R}-\frac{v}{R^{2}}+\frac{\partial^{2} v}{\partial \xi^{2}}+\frac{L a}{\left[1+a\left(\xi-\xi_{0}\right) L\right]} \frac{\partial v}{\partial \xi}  \tag{28}\\
& =\frac{\rho_{1} L^{2}}{\mu_{1}} \frac{1+b\left(\xi-\xi_{0}\right) L}{1+a\left(\xi-\xi_{0}\right) L} \frac{\partial^{2} v}{\partial t^{2}}
\end{align*}
$$

We assume a solution of Equation (28) of the form

$$
v=v_{2}(\xi) J_{1}(R) e^{i \omega t}
$$

where $v_{2}$ is the solution of the following equation

$$
\begin{align*}
& \frac{\mathrm{d}^{2} v_{2}}{\mathrm{~d} \xi^{2}}+\frac{a L}{1+a\left(\xi-\xi_{0}\right) L} \frac{\mathrm{~d} v_{2}}{\mathrm{~d} \xi} \\
& +\left[\frac{c^{2}}{c_{1}^{2}} \frac{1+b\left(\xi-\xi_{0}\right) L}{1+a\left(\xi-\xi_{0}\right) L}-1\right] v_{2}=0 \tag{29}
\end{align*}
$$

In the above, $c=\omega L$ is the phase velocity of the torsional surface wave and $c_{1}=\sqrt{\frac{\mu_{1}}{\rho_{1}}}$, velocity of shear wave in an initially stress-free elastic medium and $J_{1}(R)$ is the Bessel function of the first kind.
Substituting $v_{2}(\xi)=\frac{L^{-\frac{1}{2}} \phi(\xi)}{[1}$ in the Equa-
tion (29) to eliminate the term $\frac{\mathrm{d} v_{2}}{\mathrm{~d} \xi}$,

> we obtain $\phi^{\prime \prime}(\xi)+\left[\frac{a^{2}}{4\left\{\frac{1}{L}+a\left(\xi-\xi_{0}\right)\right\}^{2}}+\frac{c^{2}}{c_{1}^{2}} \frac{\frac{1}{L}+b\left(\xi-\xi_{0}\right)}{\frac{1}{L}+a\left(\xi-\xi_{0}\right)}-1\right] \phi(\xi)$ $=0$

Using $\phi(\xi)=\psi(\eta)$ in (30), where
$\eta=\frac{2 p}{a}\left[\frac{1}{L}+a\left(\xi-\xi_{0}\right)\right]$ we get

$$
\begin{equation*}
\psi^{\prime \prime}(\eta)+\left[\frac{1}{4 \eta^{2}}+\frac{s}{\eta}-\frac{1}{4}\right] \psi(\eta)=0 \tag{31}
\end{equation*}
$$

where $s=\frac{c^{2}(a-b) L}{2 c_{1}^{2} p a^{2} L^{2}}, p^{2}=1-\frac{b}{a} \frac{c^{2}}{c_{1}^{2}}$
Equation (31) is Whittaker's equation.
We are interested in the solution of Equation (31) which is bounded and vanishes as $z \rightarrow \infty$, therefore we search for the solution which gives $v(z) \rightarrow 0$ as $z \rightarrow \infty$. This condition is equivalent to $\lim _{\eta \rightarrow \infty} \psi(\eta) \rightarrow 0$.
Therefore the solution of Equation (31) satisfying the above condition may be written as

$$
\begin{equation*}
v=\frac{D_{1} W_{s, 0}(\eta)}{L^{\frac{1}{2}}\left(\frac{a \eta}{2 p}\right)^{\frac{1}{2}}} J_{1}(R) e^{i \omega t} \tag{32}
\end{equation*}
$$

## 4. Boundary Conditions and Dispersion <br> Equation

The boundary conditions are as follows

1) $\mu_{0}\left(\frac{\partial v_{\theta}^{\prime}}{\partial z}\right)=0$ at $z=-H$
2) $v_{\theta}^{\prime}=v$ at $z=\varepsilon F(r)$
3) $\left(\sigma_{r \theta}\right)_{0}=\left(\sigma_{r \theta}\right)_{1}$ at $z=\varepsilon F(r)$
where

$$
\begin{gathered}
\left(\sigma_{r \theta}\right)_{0}=l \mu_{0} \frac{\partial v_{\theta}^{\prime}}{\partial \theta}+n \mu_{0} \frac{\partial v_{\theta}^{\prime}}{\partial z} \\
\left(\sigma_{r \theta}\right)_{1}=l \mu_{1} \frac{\partial v}{\partial \theta}+n \mu_{1} \frac{\partial v}{\partial z}
\end{gathered}
$$

and $(l, 0, n)$ are components of unit normal (to the interface at $z=0$ ).

$$
\begin{aligned}
& \quad l=0, n=1 \text { at } z=-H \\
& l=-\frac{\varepsilon F^{\prime}}{\sqrt{1+\varepsilon^{2} F^{\prime 2}}}, n=\frac{1}{\sqrt{1+\varepsilon^{2} F^{\prime 2}}} ; \\
& \text { at } z=\varepsilon F(r)
\end{aligned}
$$

where $F^{\prime}=\frac{\mathrm{d} F}{\mathrm{~d} r}$
The boundary condition (3) may be written as

$$
\begin{aligned}
& \mu_{0}\left(\frac{\partial v_{\theta}^{\prime}}{\partial r}-\frac{v_{\theta}^{\prime}}{r}\right)\left(-\frac{\varepsilon F^{\prime}}{\sqrt{1+\varepsilon^{2} F^{\prime 2}}}\right)+\frac{1}{\sqrt{1+\varepsilon^{2} F^{\prime 2}}} \mu_{0} \frac{\partial v_{\theta}^{\prime}}{\partial z} \\
& =\mu_{1}\left(\frac{\partial v}{\partial r}-\frac{v}{r}\right)\left(-\frac{\varepsilon F^{\prime}}{\sqrt{1+\varepsilon^{2} F^{\prime 2}}}\right)+\frac{1}{\sqrt{1+\varepsilon^{2} F^{\prime 2}}} \mu_{1} \frac{\partial v}{\partial z}
\end{aligned}
$$

at $\quad z=\varepsilon F(r)$
Now, using boundary conditions (1), (2) and (3) respectively we get

$$
\begin{array}{r}
A e^{i q\left(\xi_{0}-\frac{H}{L}\right)}-B e^{-i q\left(\xi_{0}-\frac{H}{L}\right)}=0 \\
A e^{i q \xi}+B e^{-i q \xi}=\frac{D_{1} W_{s, 0}(\eta)}{(1+a \varepsilon F(r))^{\frac{1}{2}}} \\
A M_{1} \mathrm{e}^{i q \xi}-B N_{1} \mathrm{e}^{-i q \xi}=D_{1} K_{1} \tag{35}
\end{array}
$$

where

$$
\begin{align*}
K_{1}=\frac{\mu_{1}}{\mu_{0}} & \frac{W_{s, 0}(\eta)}{(1+a \varepsilon F(r))^{1 / 2}}\left(\frac{2 r h \varepsilon}{m^{2}}\right)\left\{\frac{1}{L} J_{1}^{\prime}\left(\frac{r}{L}\right)-\frac{1}{r} J_{1}(R)\right\} \\
& +\left(\frac{2 p}{a L}\right)^{s} J_{1}(R) e^{-p / a L(1+a \varepsilon F(r))}(1+a z)^{s-\frac{1}{2}} \\
& \left\{\frac{a^{2} L}{8 p} \frac{(s-0.5)^{2}(s+0.5)(3.5-s)}{(1+a \varepsilon F(r))^{2}}\right. \\
& -\frac{a^{3} L^{2}}{8 p^{2}} \frac{(s-0.5)^{2}(s-1.5)^{2}(2.5-s)}{(1+a \varepsilon F(r))^{3}} \\
& +\frac{a(s-0.5)(s+1.5)}{2(1+a \varepsilon F(r))}-\frac{p}{L} \\
& \left.\left.-\frac{a^{2} L}{2 p} \frac{(s-0.5)^{3}}{(1+a \varepsilon F(r))^{2}}\right\}\right] \tag{36}
\end{align*}
$$

Now, eliminating $A, B$ and $D_{1}$ from Equations (33), (34) and (35) we get

$$
\left|\begin{array}{llr}
e^{i q\left(\xi_{0}-\frac{H}{L}\right)} & -e^{-i q\left(\xi_{0}-\frac{H}{L}\right)} & 0  \tag{37}\\
e^{i q \xi} & e^{-i q \xi} & -\frac{W_{\mathrm{s}, 0}(\eta)}{(1+a \varepsilon F(r))^{\frac{1}{2}}} \\
M_{1} e^{i q \xi} & N_{1}-e^{-i q \xi} & -K_{1}
\end{array}\right|=0
$$

Expanding the Whittaker function $W_{s, 0}(\eta)$ up to linear terms in $\eta$, Equation (37) reduces to

$$
\begin{equation*}
\operatorname{tank} q(\varepsilon F(r)+\mathrm{H})=\frac{1}{q}\left[R_{1}-\frac{\mu_{1}}{\mu_{0}} \frac{R_{2}}{R_{3}}\right] \tag{38}
\end{equation*}
$$

where

$$
\begin{aligned}
& R_{1}=\frac{-2 r h \varepsilon}{m^{2}}\left(1-\frac{\mu_{1}}{\mu_{0}}\right)\left(\frac{R}{4}+\frac{R^{3}}{96}+\frac{R^{5}}{1536}\right), \\
& R_{2}=\left(\frac{a^{2} L^{2}}{8 p} \frac{(s-0.5)^{2}(s+0.5)(3.5-s)}{(1+a \varepsilon F(r))^{2}}\right. \\
&-\frac{a^{3} L^{3}}{8 p^{2}} \frac{(s-0.5)^{2}(s-1.5)^{2}(2.5-s)}{(1+a \varepsilon F(r))^{3}} \\
&\left.+\frac{a L(s-0.5)(s+1.5)}{2(1+a \varepsilon F(r))}-p-\frac{a^{2} L^{2}}{2 p} \frac{(s-0.5)^{3}}{(1+a \varepsilon F(r))^{2}}\right) \\
& R_{3}=\left(1-\frac{a L}{2 p} \frac{(s-0.5)^{2}}{(1+\varepsilon F(r))}+\frac{a^{2} L^{2}}{8 p^{2}} \frac{(s-0.5)^{2}(s-1.5)^{2}}{(1+\varepsilon F(r))^{2}}\right) .
\end{aligned}
$$

## 5. Particular Cases

If the medium is non-porous then $f \rightarrow 0$ and $\rho_{s} \rightarrow \rho^{\prime}$ which leads to $\gamma_{11}+\gamma_{12} \rightarrow 1$ and $\gamma_{11}+\gamma_{12} \rightarrow 0$ and hence $\left(\gamma_{11}-\frac{\gamma_{12}^{2}}{\gamma_{22}}\right) \rightarrow 1$ giving $d \rightarrow 1$.

Again if $f \rightarrow 1$ then $\rho_{w} \rightarrow \rho^{\prime}$ and the medium becomes fluid. In this case, the velocity of shear wave in the medium can not exist when $d=\left(\gamma_{11}-\frac{\gamma_{12}^{2}}{\gamma_{22}}\right) \rightarrow 0$.

Therefore, for a non-porous solid $d=1$, for fluid $d=0$ and for porous solid filled with liquid $0<d<1$.

### 5.1. Case I

If $\varepsilon \rightarrow 0, h \rightarrow 0$ i.e. in the absence of irregularity in the half space, then (38) reduces to

$$
\tan (k q H)=\frac{\mu_{1} p}{\mu_{0} q} \frac{\left[1-\frac{a L}{2 p}(s-0.5)(s+1.5)+\frac{a^{2} L^{2}}{8 p^{2}}(s-0.5)^{2}(s+2.5)(s-1.5)-\frac{a^{3} L^{3}}{8 p^{3}}(s-0.5)^{2}(s-1.5)^{2}(s-2.5)\right]}{1-\frac{a L}{2 p}(s-0.5)^{2}+\frac{a^{2} L^{2}}{8 p^{2}}(s-0.5)^{2}(s-1.5)^{2}}
$$

which is the same velocity equation in initially stressed anisotropic heterogeneous poroelastic medium as obtained by Dey \& Sarkar (2002).

### 5.2. Case II

If $\varepsilon \rightarrow 0, a \rightarrow 0, b \rightarrow 0$ i.e. when half space is free
from irregularity and also half space is homogeneous then from (38) we get

$$
\tan (k q H)=\frac{\mu_{1} p}{\mu_{0} q}
$$

where $p^{2}=1-\frac{c^{2}}{c_{1}^{2}}, q^{2}=d v\left(\frac{c^{2}}{c_{\beta}^{2}}-\frac{1-\zeta}{d}\right)$
which is the dispersion equation of Love wave in an initially stressed poro-elastic medium.

### 5.3. Case III

If $P^{\prime} \neq 0, a \rightarrow 0, b \rightarrow 0$ i.e. in the presence of normal initial stress and when the half-space is homogeneous then Equation (38) reduces to

$$
\begin{aligned}
& \tan [k q(\varepsilon F(r)+H)]=\frac{\mu_{1} p}{\mu_{0} q} \\
& \text { where } p^{2}=1-\frac{c^{2}}{c_{1}^{2}} \text { and } q^{2}=d v\left(\frac{c^{2}}{c_{\beta}^{2}}-\frac{1-\zeta}{d}\right)
\end{aligned}
$$

which is the velocity equation of Love wave in this case.

### 5.4. Case IV

If $P^{\prime}=0, a \rightarrow 0, b \rightarrow 0$ i.e. in the absence of normal initial stress and when the half-space is homogeneous then from (38) we get

$$
\begin{aligned}
& \tan [k q(\varepsilon F(r)+H)]=\frac{\mu_{1} p}{\mu_{0} q} \\
& \text { where } p^{2}=1-\frac{c^{2}}{c_{1}^{2}} \text { and } q^{2}=d v\left(\frac{c^{2}}{c_{\beta}^{2}}-\frac{1}{d}\right)
\end{aligned}
$$

### 5.5. Case V

If $\quad \varepsilon \rightarrow 0, a \rightarrow 0, b \rightarrow 0, \zeta \rightarrow 0, d \rightarrow 1$ and $N=G$ i.e. when the half-space is homogeneous and free from irregularity and also when the layer is initial stress free, isotropic and non-porous then (38) reduces to

$$
\tan (k q H)=\frac{\mu_{1} p}{\mu_{0} q}
$$

where

$$
\begin{gathered}
p^{2}=1-\frac{c^{2}}{c_{1}^{2}}, q^{2}=\frac{c^{2}}{c_{\beta}^{2}}-1 \\
\text { or, } \tan \left[\left(\frac{c^{2}}{c_{\beta}^{2}}-1\right)^{\frac{1}{2}} k H\right]=\frac{\mu_{1}}{\mu_{0}} \frac{\left(1-\frac{c^{2}}{c_{1}^{2}}\right)^{\frac{1}{2}}}{\left(\frac{c^{2}}{c_{\beta}^{2}}-1\right)^{\frac{1}{2}}}
\end{gathered}
$$

which is the well-known classical result of Love wave.

## 6. Numerical Computation and Discussion

To study the consolidated effect of porosity, irregularity and initial stresses on the propagation of the torsional surface waves, the numerical computation of velocity
$c^{2} / c_{\beta}^{2}$ has been made from (38) under different values of $d, a L, b L, N / G, h / H, \quad \mu_{1} / \mu_{0}, r / m, h / m, k m$, $\varepsilon, \zeta$ and $c_{\beta}^{2} / c_{1}^{2}=0.5$. The results are presented in Figures 2 to 5 .

Figure 2 gives the dispersion curves for increasing values of kH at different sizes of the irregularity and compares the results in the medium with and without initial stresses. The curve numbers 1,2 and 3 are for an initially stress-free medium, and the curve numbers 4,5 and 6 are for the initially stressed medium with $\zeta=0.4$. The figure shows that the effect of the irregularity and the initial stresses are very prominent on the propagation of torsional surface waves. The presence of initial com-


Figure 2. Torsional wave dispersion curves at different initial stresses and at different sizes of irregularity $\mu_{1} / \mu_{0}=0.4$, $N / G=0.3, d=0.6, a / k=0.1, b / k=0.1, \varepsilon=0.1, r / m=0.02$, $h / m=0.03, k m=0.01$.


Figure 3. Variation of velocity of torsional wave with respect to initial compressive stress for $\boldsymbol{k H}=0.72, N / G=2, d$ $=0.6, a L=0.1, b L=0.1, h / H=0.3, \varepsilon=0.1, r / m=0.01, h / m=$ $0.02, k m=0.01, \mu_{1} / \mu_{0}=0.4$.


Figure 4. Variation of velocity of torsional wave with respect to porosity for $\boldsymbol{k H}=0.72, N / G=2, \zeta=0.6, a L=0.1, b L$ $=0.1, h / H=0.3, \varepsilon=0.1, r / m=0.01, h / m=0.02, \mathrm{~km}=0.01$, $\mu_{1} / \mu_{0}=0.4$.


Figure 5. Effect of initial stress on the velocity of torsional wave for $\mu_{1} / \mu_{0}=0.4, N / G=0.3, d=0.6, a / k=0.1, b / k=0.1, \varepsilon$ $=0.1, r / m=0.02, h / m=0.03, k m=0.01, h / H=0.3$.
pressive stress reduces the velocity of torsional surface waves. The presence of the liquid-filled pore in the medium also reduces the velocity.

Figure 3 gives a variation of velocity of torsional surface waves for the variation of $\zeta$. The curve confirm that as the initial stress parameter increases, the velocity decreases.
Figure 4 gives a variation of velocity of torsional surface waves for the variation of porosity. The curve confirm that as the porosity increases, the velocity decreases.
Figure 5 gives the dispersion curves at different values of $k H$. This shows that as $k H$ increases, the velocity drops down. Hence it is expected that after certain
thickness of the layer, the torsional surface wave will not propagate in the medium. This figure also confirms that as the initial compressive stress increases, the velocity of propagation decreases.
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$s^{\prime}$ : Stress in the liquid
$\omega_{r}^{\prime}, \omega_{\theta}^{\prime}, \omega_{z}^{\prime}$ : Components of the rotational vector $\omega^{\prime}$ in radial, circumferential and axial directions respectively.
$\omega$ : Circular frequency
$k$ : Wave number
$f$ : Porosity of the layer
$c$ : Phase velocity of the torsional surface wave
$c_{1}$ : Velocity of shear wave in an initially stress-free elastic medium.
$R$ : Dimensionless quantity.
$A, B$ and $D_{1}$ : Arbitrary constant
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#### Abstract

In this paper, a family of high-order compact finite difference methods in combination preconditioned methods are used for solution of the Diffusion-Convection equation. We developed numerical methods by replacing the time and space derivatives by compact finite- difference approximations. The system of resulting nonlinear finite difference equations are solved by preconditioned Krylov subspace methods. Numerical results are given to verify the behavior of high-order compact approximations in combination preconditioned methods for stability, convergence. Also, the accuracy and efficiency of the proposed scheme are considered.
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## 1. Introduction

Recently, various powerful mathematical methods such as the homotopy perturbation method, variational iteration method, Adomian decomposition method and others [1-3] have been proposed to obtain approximate solutions in partial differential equations (PDEs). The 2-D parabolic differential equations appeared in many scientific fields of engineering and science such as neutron diffusion, heat transfer and fluid flow problems. Many computational models give rise to large sparse linear systems. For such systems iterative methods are usually preferred to direct methods which are expensive both in memory and computing requirements. Krylov subspace methods are one of the widely used and successful classes of numerical algorithms for solving large and sparse systems of algebraic equations but the speed of these methods are slow for problems which arise from typical applications. In order to be effective and obtaining faster convergence, these methods should be combined with a suitable preconditioner. The convergence rate generally depends on the condition number of the corresponding matrix. Since the preconditioner plays a critical role in preconditioned Krylov subspace methods, many preconditioner have been proposed and studied [4-6]. The ADI
method is a preconditioner [7,8] that can be effective for the 2-D problems but this method is not effective for more general tri-block diagonal systems. Bhuruth and Evans [9] proposed BLAGE method as a preconditioner for a class of non-symmetric linear systems. Based on author's observations, there is not a comprehensive study for comparison of preconditioning techniques to solve linear systems. In this paper, we accomplish a comprehensive study for different preconditioners in combination with Krylov subspace methods for solving linear systems arising from the compact finite difference schemes [10, 11] for 2-D parabolic equation

$$
\begin{equation*}
\alpha u_{x x}+\beta u_{y y}=f\left(x, y, t, u, u_{x}, u_{y}, u_{t}\right) \tag{1.1}
\end{equation*}
$$

is defined in the region $W=\{x \mid 0<x, y<1, t \succ 0\}$, where $\alpha, \beta$ are positive constants. The initial conditions are:

$$
\begin{equation*}
u(x, y, 0)=u_{0}(x, y), \quad 0 \leq x, y \leq 1 \tag{1.2}
\end{equation*}
$$

and boundary conditions consists of

$$
\begin{gather*}
u(0, y, t)=h_{0}(y, t), \quad u(1, y, t)=h_{1}(y, t), \quad t \succ 0  \tag{1.3}\\
u(x, 0, t)=g_{0}(x, t), \quad u(x, 1, t)=g_{1}(x, t), \quad t \succ 0 \tag{1.4}
\end{gather*}
$$

The resulting block tri-diagonal linear system of equations is solved by using Krylov subspace methods.

Krylov subspace methods are one of the widely used and successful classes of numerical algorithms for solving large and sparse systems of algebraic equations but the speed of these methods are slow for problems which arise from typical applications [12-15]. In order to be effective and obtaining faster convergence, these methods should be combined with a suitable preconditioner. The rate of convergence generally depends on the condition number of the corresponding matrix. Since the preconditioner plays a critical role in preconditioned Krylov subspace methods, many preconditioners have been proposed and studied $[6,16-18$ ] amongst the ADI preconditioner.

In this paper, we accomplish a comprehensive study for different preconditioners in combination with Krylov subspace methods for solving linear systems arising from the compact high-order approximations. The resulting block tri-diagonal linear system of equations is solved by using Krylov subspace methods.

The outline of the paper is as follows:
In Section 2, we briefly introduce Krylov subspace methods and in Section 3, we consider some available preconditioners. In Section 4, we consider DiffusionConvection problem arising from the compact high-order approximations. We present the results of our comparative study in the final section.

## 2. Krylov Subspace Methods

Consider the linear system

$$
\begin{equation*}
A x=b \tag{2.1}
\end{equation*}
$$

where $A$ is a large sparse non-symmetric matrix. Let $x_{0}$ present an arbitrary initial guess to $x$ and $r_{0}=b-A x_{0}$ be a corresponding residual vector. An iterative scheme for solving (2.1) is called a Krylov subspace method if for any choice of w , it produces approximate solutions of the form $x=x_{0}+w$.

In Section 4, we solve our problem with well-known Krylov subspace methods such as Generalized minimal residual method GMRES (m), Quasi minimal residual method (QMR), Bi-Conjugate Gradient method (BiCG), Conjugate gradient squared method (CGS) and Bi-Conjugate Gradient Stabilized method (BiCGSTAB) for more complete explanation refer to [13-15].

## 3. Preconditioner

The convergence rate of iterative methods highly depends on the eigen-value distribution of the coefficient matrix. A criterion for the width of the spectrum is the Euclidean condition number for SPD matrices is

$$
\begin{equation*}
K=\|A\|_{2}\left\|A^{-1}\right\|_{2} \approx \lambda_{\max }(A) / \lambda_{\min }(A) \tag{3.1}
\end{equation*}
$$

with $\gamma=(\sqrt{K}-1)(\sqrt{K}+1)$, the distance to the exact solution $x^{*}$ in the $i^{\text {th }}$ iteration is bounded by

$$
\begin{equation*}
\left\|x^{i}-x^{*}\right\|_{2} \leq 2 \sqrt{K} \gamma^{i}\left\|x^{0}-x^{*}\right\|_{2}, \tag{3.2}
\end{equation*}
$$

the right hand side of (3.2) increases with growing condition number. Hence, lower condition numbers usually accelerate the speed of convergence. Hence we will attempt to transform the linear system into another equivalent system in the sense that it has the same solution, but has more favorable spectral properties. A preconditioner is a matrix that effects such as a transformation. If the preconditioner be as $M=M_{1} M_{2}$ then the preconditioned system is as

$$
\begin{equation*}
M_{1}^{-1} A M_{2}^{-1}\left(M_{2} x\right)=M_{1}^{-1} b \tag{3.3}
\end{equation*}
$$

the matrices $M_{1}$ and $M_{2}$ are called the left and right preconditioners, respectively. Now, we briefly describe preconditioners that we use for solving linear systems and matrix $A$ is block tri-diagonal.

### 3.1. Preconditioner Based on Relaxation Technique

Let $A=D+L+U$ such that $D, L$ and $U$ are diagonal, lower and upper triangular block matrices, respectively. A splitting of the coefficient matrix is as $A=M-N$ where the stationary iteration for solving a linear system is as

$$
\begin{equation*}
x_{k+1}=M^{-1} N x_{k}+M^{-1} b \tag{3.4}
\end{equation*}
$$

If the preconditioner $M$ is defined as $M=D$, then this preconditioner is called Jacobi. Also, if $M$ is defined as $M=\frac{1}{\omega}(D+\omega L)$ then we have SOR preconditioner where for $\omega=1$, we have Gauss-Seidel preconditioner. If $M$ is defined as $M=\frac{1}{\omega(2-\omega)}(D+\omega L) D^{-1}(D+\omega U)$, we get SSOR preconditioner. In the above notation, $\omega$ is called the relaxation parameter. We have chosen matrix $M$ in Jacobi, G-S and SOR methods as a left preconditioner and in SSOR preconditioner, we have chosen $M_{1}=\frac{1}{\omega(2-\omega)}(D+\omega L)$ as a left preconditioner and $M_{2}=D^{-1}(D+\omega U)$ as a right preconditioner. Also, we take $\omega_{\text {opt }}=\frac{2}{1+\sqrt{1-\rho_{J}^{2}}}[6]$.

### 3.2. ADI Preconditioner

Let $A=H+V$ and matrix $A$ is in the form

$$
A=\left(\begin{array}{ccccc}
B_{1} & C_{1} & & & \\
A_{2} & B_{2} & C_{2} & & \\
& \ddots & \ddots & \ddots & \\
& & A_{n-1} & B_{n-1} & C_{n-1} \\
& & & A_{n} & B_{n}
\end{array}\right)
$$

where
$A_{i}=\operatorname{tridiag}\left\{a_{1 i}, b_{1 i}, c_{1 i}\right\}, B_{i}=\operatorname{tridiag}\left\{a_{2 i}, b_{2 i}, c_{2 i}\right\}$ and $C_{i}=\operatorname{tridiag}\left\{a_{3 i}, b_{3 i}, c_{3 i}\right\}$ of order $N \times N$ where $H$ and $V$ are given in the form $H=\left\{0.5 B_{i}, b_{3 i}, b_{1 i}\right\}$,
$V=\left\{0.5 B_{i}, a_{1 i}, c_{1 i}, a_{3 i}, c_{3 i}\right\}$. The alternative direction implicit method [19] for solving the linear system $A x=b$ is in following form:

$$
\begin{gather*}
\left(H+r_{1} I\right) u^{(k+1 / 2)}=b-\left(V-r_{1} I\right) u^{(k)},  \tag{3.5}\\
\left(V+r_{2} I\right) u^{(k+1)}=b-\left(H-r_{2} I\right) u^{(k+1 / 2)}, \tag{3.6}
\end{gather*}
$$

The ADI preconditioner is defined as $M=\left(H+r_{1} I\right)\left(V+r_{2} I\right)$ and $M_{1}=\left(H+r_{1} I\right)$ and $M_{2}=\left(V+r_{2} I\right)$ where Parameters $r_{1}$ and $r_{2}$ are acceleration parameters. Young and Varga [20,21] proved that the optimum value for $r_{1}$ and $r_{2}$ is $\sqrt{\alpha \beta}$ where $\alpha \leq \mu_{\mathrm{i}}, v_{\mathrm{i}} \leq \beta$ and $\mu_{i}, v_{i}$ are eigen-values of matrices H and V respectively.

### 3.3. BLAGE Preconditioner

The block alternating group explicit (BLAGE) method [22,23] was originally introduced as analogue of the alternating group explicit (AGE) method [24]. The BLAGE uses fractional splitting technique that is applied in two half steps on linear systems with block tri-diagonal matrices of order $N^{2} \times N^{2}$ and in the form

$$
A=\left(\begin{array}{ccccc}
B_{1} & C_{1} & & & \\
A_{2} & B_{2} & C_{2} & & \\
& \ddots & \ddots & \ddots & \\
& & A_{n-1} & B_{n-1} & C_{n-1} \\
& & & A_{n} & B_{n}
\end{array}\right)
$$

where $A_{i}, B_{i}$ and $C_{i}$ are tri-diagonal matrices of order $N \times N$. The splitting of matrix $\boldsymbol{A}$ is sum of matrices $G_{1}$ and $G_{2}$ in which $A=G_{1}+G_{2}$ where $G_{1}$ and $G_{2}$ are of the form

$$
G_{1}=\left(\begin{array}{cccccc}
B_{1}^{\prime} & & & & & \\
& B_{2}^{\prime} & C_{2} & & & \\
& A_{3} & B_{3}^{\prime} & & & \\
& & & \ddots & & \\
& & & & B_{n-1}^{\prime} & C_{n-1} \\
& & & & A_{n} & B_{n}^{\prime}
\end{array}\right)
$$

and

Tabale 1. Number of iterations with GMRES.

| h | no pre | Jacobi | SOR | SSOR | ADI | BLAGE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $1 / 20$ | 75 | 54 | 36 | 21 | 33 | 26 |
| $1 / 40$ | 124 | 89 | 61 | 36 | 61 | 51 |
| $1 / 60$ | 119 | 87 | 60 | 35 | 65 | 54 |
| $1 / 80$ | 139 | 102 | 58 | 37 | 76 | 63 |
| $1 / 100$ | 162 | 119 | 58 | 40 | 87 | 72 |

Tabale 2. Number of iterations with QMR.

| h | no pre | Jacobi | SOR | SSOR | ADI | BLAGE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $1 / 20$ | 79 | 56 | 48 | 22 | 40 | 34 |
| $1 / 40$ | 152 | 96 | 99 | 33 | 72 | 55 |
| $1 / 60$ | 162 | 109 | 95 | 39 | 77 | 61 |
| $1 / 80$ | 189 | 137 | 67 | 34 | 97 | 77 |
| $1 / 100$ | 225 | 149 | 63 | 39 | 102 | 79 |

Tabale 3. Number of iterations with CGS.

| H | no pre | Jacobi | SOR | SSOR | ADI | BLAGE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $1 / 20$ | 62 | 36 | 28 | 14 | 27 | 18 |
| $1 / 40$ | 81 | 50 | 43 | 18 | 40 | 35 |
| $1 / 60$ | 93 | 56 | 37 | 20 | 42 | 34 |
| $1 / 80$ | 114 | 74 | 41 | 26 | 57 | 47 |
| $1 / 100$ | 146 | N | 42 | 31 | 73 | 49 |

Tabale 4. Number of iterations with BiCG.

| h | no pre | Jacobi | SOR | SSOR | ADI | BLAGE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $1 / 20$ | 85 | 57 | 52 | 22 | 41 | 34 |
| $1 / 40$ | 152 | 99 | 97 | 36 | 72 | 55 |
| $1 / 60$ | 162 | 108 | 86 | 39 | 77 | 67 |
| $1 / 80$ | 190 | 137 | 67 | 34 | 95 | 73 |
| $1 / 100$ | 223 | 131 | 67 | 39 | 99 | 87 |

Tabale 5. Number of iterations with BiCGSTAB.

| h | no pre | Jacobi | SOR | SSOR | ADI | BLAGE |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $1 / 20$ | 62 | 46 | 23 | 15 | 31 | 17 |
| $1 / 40$ | 81 | 60 | 36 | 21 | 43 | 25 |
| $1 / 60$ | 86 | 54 | 38 | 19 | 45 | 30 |
| $1 / 80$ | 103 | 72 | 37 | 22 | 52 | 41 |
| $1 / 100$ | 135 | 95 | 36 | 26 | 65 | 49 |

Convection-diffusion problem


Figure 1. The 3D error of the compact fite diffence scheme with time $\boldsymbol{T}=10$.


Figure 2. Convergence plot of GMRES.


Figure 3. Convergence plot of GMRES (15).


Figure 4. Convergence plot of QMR.


Figure 5. Convergence plot of CGS.


Figure 6. Convergence plot of BiCG.


Figure 7. Convergence plot of BiCGSTAB.


Figure 8. Distribution of eigen-values in SSOR preconditioner.


Figure 9. Distribution of eigen-values in ADI Preconditioner.


Figure 10. Distribution of eigen-values in BLAGE preconditioner.

## 5. Conclusions

A high-order compact scheme in combination preconditioner was applied successfully to Diffusion- Convection equation. We study comparison of different preconditioners in combination Krylov subspace methods. Highorder approximation are designed by the need to produce more stable schemes which are efficient with respect to the operation number and that do not experience difficulties near boundaries. The numerical results which is given in the previous section demonstrate the good accuracy of this scheme and efficiency of preconditioned Krylov subspace methods. We got to this conclusion that the ADI preconditioner is effective for model problems rather than other. So we propose using ADI preconditioner in combination with Krylov subspace methods for solving non-symmetric systems because this preconditioner needs to less computing time and have the less iteration number than other. Also, we propose the BiCGSTAB method because of the need to less iteration number, simplicity in implementation, flat convergence and to save in comp tational time.
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#### Abstract

The analytical and numerical solutions of the response of an inclined cable subjected to external and parametric excitation forces is studied. The method of perturbation technique are applied to obtained the periodic response equation near the simultaneous principal parametric resonance in the presence of 2:1 internal resonance of the system. All different resonance cases are extracted. The effects of different parameters and worst resonance case on the vibrating system are investigated. The stability of the system are studied by using frequency response equations and phase-plane method. Variation of the parameters $\alpha_{2}, \alpha_{3}, \beta_{2}, \gamma_{2}, \eta_{2}, \gamma_{3}, \eta_{3}$, $f_{2}$ leads to multi-valued amplitudes and hence to jump phenomena. The simulation results are achieved using MATLAB 7.6 programs.
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## 1. Introduction

Cable structures play an important role in many engineering fields, such as civil, ocean and electric engineering. Arafat and Nayfeh [1] studied the motion of shallow suspended cables with primary resonance excitation. The method of multiple scales is applied to study nonlinear response of this suspended cables and its stability and the dynamic solutions. Some interesting work on the nonlinear dynamics of cables to the harmonic excitations can be found in the review articles by Rega [2,3]. Nielsen and Kierkegaard [4] investigated simplified models of inclined cables under super and combinatorial harmonic excitation and gave analytical and purely numerical results. Zheng, Ko and Ni [5] considered the super-harmonics and internal resonance of a suspended cable with almost commensurable natural frequencies. Zhang and Tang [6] investigated the chaotic dynamics and global bifurcations of the suspended inclined cable under combined parametric and external excitations. Nayfeh et al. [7] investigated the nonlinear nonplanar responses of suspended cables to external excitations. The equations
of motion governing such systems contain quadratic and cubic nonlinearities, which may result in $2: 1$ and $1: 1$ internal resonances. Chen and Xu [8] investigated the global bifurcations of the inclined cable subjected to a harmonic excitation leading to primary resonances with the external damping by using averaging method. Kamel and Hamed [9], studied the nonlinear behavior of an inclined cable subjected to harmonic excitation near the simultaneous primary and 1:1 internal resonance using multiple scale method. Abe [10] investigated the accuracy of nonlinear vibration analyses of a suspended cable, which possesses quadratic and cubic nonlinearities, with $1: 1$ internal resonance. The nonlinear dynamics of suspend cable structures have been studied with 2:1 internal resonances by the authors [11,12]. Experimental studies of this problem have been conducted by Alaggio and Rega [13] and Rega and Allagio [14], however explicit stability regions for the semi-trivial solution have not been calculated analytically. Here, we use a modal model to compute the instability boundary for a range of excitation frequencies close to the 2:1 resonance for an inclined cable, including nonlinear modal interaction. The out-of-plane
dynamic stability of inclined cables subjected to in-plane vertical support excitation is investigated by GonzalezBuelga et al. [15]. Perkins [16] examined the effect of one support motion on the three-dimensional nonlinear response. Using the Galerkin method, he constructed a two-degree-of-freedom model to analyze the 2:1 internal resonance. Lee and Perkins [17] extended the work to include second-order perturbations and multiple internal resonances. Still, the focus was on the $2: 1$ internal resonance, whereas the excitation was changed to a harmonically varying load per unit length acting in the static equilibrium plane. Lee and Perkins [18] also used a three-degree-of-freedom model to simulate non-linear response of suspended, inclined cables driven by planar excitation and determined the existence and stability of four classes of periodic solutions.

Eissa and Sayed [19-21] and Sayed [22], studied the effects of different active controllers on simple and spring pendulum at the primary resonance via negative velocity feedback or its square or cubic. Sayed and Hamed [23] studied the response of a two-degree-of-freedom system with quadratic coupling under parametric and harmonic excitations. The method of multiple scale perturbation technique is applied to solve the non-linear differential equations and obtain approximate solutions up to and including the second-order approximations. Sayed and Kamel [24,25] investigated the effects of different controllers on the vibrating system and the saturation control to reduce vibrations due to rotor blade flapping motion. The stability of the obtained numerical solution is investigated using both phase plane methods and frequency response equations. Amer and Sayed [26], studied the response of one-degree-of freedom, non-linear system under multi-parametric and external excitation forces simulating the vibration of the cantilever beam. Variation of some parameters leads to multi-valued amplitudes and hence to jump phenomena. Sayed et al. [27], investigated the non-linear dynamics of a two-degree-of freedom vibration system including quadratic and cubic non-linearities subjected to external and parametric excitation forces. The stability of the system is investigated using both frequency response curves and phase-plane trajectories. The effects of different parameters of the system are studied numerically.

This work deals with model having two-degree-offreedom nonlinear system subjected to external and parametric excitation forces describes the vibrations of an inclined cable. The method of multiple scales perturbation is applied to obtain modulation response equations near the simultaneous principal parametric resonance in the presence of $2: 1$ internal resonance ( $\Omega_{2} \cong 2 \omega_{2}$ and $\omega_{1} \cong 2 \omega_{2}$ ). The stability of the proposed analytic nonlinear solution near the above case is studied and the stabil-
ity condition is determined. The effect of different parameters on the steady state response of the vibrating system is studied and discussed from the frequency response curves. The numerical solution and chaotic responses of the nonlinear system of an inclined cable for some different parameters are also studied. A comparison with previously published work is included.

## 2. Mathematical Analysis

Our attention is focused on an elastic-sag hanging at fixed supports and excited by harmonic and parametric distributed vertical forcing in plane. The two-degree-offreedom describing the nonlinear dynamics of cable shown in Figure 1, can be written as:

$$
\begin{align*}
& \ddot{x}+2 c_{1} \dot{x}+\omega_{1}^{2} x+\alpha_{2} x^{2}+\beta_{2} y^{2}+\gamma_{2} x^{3}+\eta_{2} x y^{2}=0  \tag{1}\\
& \ddot{y}+2 c_{2} \dot{y}+\omega_{2}^{2} y+\alpha_{3} x y+\gamma_{3} y^{3}+\eta_{3} x^{2} y  \tag{2}\\
& \quad=f_{1} \cos \Omega_{1} t+y f_{2} \cos \Omega_{2} t
\end{align*}
$$

where $x$ and $y$ denote in-plane and out-of-plane displacements, respectively, and dots denote derivatives with respect to the time $t$. The parameters $c_{1}$ and $c_{2}$ are the viscous damping coefficients, $\omega_{1}$ and $\omega_{2}$ are the natural frequencies associated with in-plane and out-ofplane modes $\Omega_{1}$ and $\Omega_{2}$ are the excitation frequencies, $f_{1}$ and $f_{2}$ are the excitation forces amplitude, $\alpha_{2}, \beta_{2}, \gamma_{2}$, $\eta_{2}, \alpha_{3}, \gamma_{3}$ and $\eta_{3}$ are the coefficients of nonlinear parameters. The linear viscous damping forces, the exciting forces and nonlinear parameters are assumed to be

$$
\begin{aligned}
& c_{1}=\varepsilon^{2} \hat{c}_{1}, c_{2}=\varepsilon^{2} \hat{c}_{2}, f_{n}=\varepsilon^{2} \hat{f}_{n}, \gamma_{s}=\varepsilon^{2} \hat{\gamma}_{s}, \hat{\eta}_{s}=\varepsilon^{2} \hat{\eta}_{s}, \\
& \hat{\alpha}_{s}=\varepsilon \hat{\alpha}_{s}, \beta_{2}=\varepsilon \hat{\beta}_{2} \\
& n=1,2 \quad s=2,3
\end{aligned}
$$

where $\varepsilon$ is a small perturbation parameter and $0<\varepsilon \ll 1$. For the convenience of the analysis of Equations (1)-(2), the non-dimensional parameter $\varepsilon$ is introduced. We can obtain

$$
\begin{align*}
& \ddot{x}+2 \varepsilon^{2} \hat{c}_{1} \dot{x}+\omega_{1}^{2} x+\varepsilon\left(\hat{\alpha}_{2} x^{2}+\hat{\beta}_{2} y^{2}\right)  \tag{3}\\
& +\varepsilon^{2}\left(\hat{\gamma}_{2} x^{3}+\hat{\eta}_{2} x y^{2}\right)=0 \\
& \ddot{y}+2 \varepsilon^{2} \hat{c}_{2} \dot{y}+\omega_{2}^{2} y+\varepsilon \hat{\alpha}_{3} x y+\varepsilon^{2}\left(\hat{\gamma}_{3} y^{3}+\hat{\eta}_{3} x^{2} y\right) \\
& =\varepsilon^{2}\left(\hat{f}_{1} \cos \Omega_{1} t+y \hat{f}_{2} \cos \Omega_{2} t\right) \tag{4}
\end{align*}
$$

The parameters $\hat{\alpha}_{2}, \hat{\alpha}_{3}, \hat{\beta}_{2}$ are of the order of 1 and the parameters $\hat{c}_{1}, \hat{c}_{2}, \hat{\gamma}_{2}, \hat{\gamma}_{3}, \hat{\eta}_{2}, \hat{\eta}_{3}, \hat{f}_{1}, \hat{f}_{2}$ are of the order of 2. The approximate solution of Equations (3)-(4) can be obtained using the method of multiple scales [28]. Let

$$
\begin{align*}
x(t ; \varepsilon)= & x_{0}\left(T_{0}, T_{1}, T_{2}\right)+\varepsilon x_{1}\left(T_{0}, T_{1}, T_{2}\right) \\
& +\varepsilon^{2} x_{2}\left(T_{0}, T_{1}, T_{2}\right) \tag{5}
\end{align*}
$$



Figure 1. A schematic of inclined cable under combined excitations.

$$
\begin{align*}
y(t ; \varepsilon)= & y_{0}\left(T_{0}, T_{1}, T_{2}\right)+\varepsilon y_{1}\left(T_{0}, T_{1}, T_{2}\right) \\
& +\varepsilon^{2} y_{2}\left(T_{0}, T_{1}, T_{2}\right) \tag{6}
\end{align*}
$$

where, $T_{n}=\varepsilon^{n} t(n=0,1,2)$ are the fast and slow time scales respectively. In terms of $T_{0}, T_{1}$ and $T_{2}$, the time derivatives transform according to

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t}=D_{0}+\varepsilon D_{1}+\varepsilon^{2} D_{2}  \tag{7}\\
& \frac{\mathrm{~d}^{2}}{\mathrm{~d} t^{2}}=D_{0}^{2}+2 \varepsilon D_{0} D_{1}+\varepsilon^{2}\left(D_{1}^{2}+2 D_{0} D_{2}\right)
\end{align*}
$$

where $D_{n}=\partial / \partial T_{n}$. Substituting Equations (5)-(6) and (7) into Equations (3)-(4) and equating the coefficients of similar powers of $\varepsilon$ in both sides, we obtain the differential equations as follows:

Order ( $\varepsilon^{0}$ ) :

$$
\begin{align*}
& \left(D_{0}^{2}+\omega_{1}^{2}\right) x_{0}=0  \tag{8}\\
& \left(D_{0}^{2}+\omega_{2}^{2}\right) y_{0}=0 \tag{9}
\end{align*}
$$

Order $\left(\varepsilon^{1}\right)$ :

$$
\begin{gather*}
\left(D_{0}^{2}+\omega_{1}^{2}\right) x_{1}=-2 D_{0} D_{1} x_{0}-\hat{\alpha}_{2} x_{0}^{2}-\hat{\beta}_{2} y_{0}^{2}  \tag{10}\\
\left(D_{0}^{2}+\omega_{2}^{2}\right) y_{1}=-2 D_{0} D_{1} y_{0}-\hat{\alpha}_{3} x_{0} y_{0} \tag{11}
\end{gather*}
$$

Order $\left(\varepsilon^{2}\right)$ :

$$
\begin{gather*}
\left(D_{0}^{2}+\omega_{1}^{2}\right) x_{2}=-D_{1}^{2} x_{0}-2 D_{0} D_{1} x_{1}-2 D_{0} D_{2} x_{0} \\
-2 \hat{c}_{1} D_{0} x_{0}-2 \hat{\alpha}_{2} x_{0} x_{1}-2 \hat{\beta}_{2} y_{0} y_{1}  \tag{12}\\
-\hat{\gamma}_{2} x_{0}^{3}-\hat{\eta}_{2} x_{0} y_{0}^{2} \\
\left(D_{0}^{2}+\omega_{2}^{2}\right) y_{2}=-D_{1}^{2} y_{0}-2 D_{0} D_{1} y_{1}-2 D_{0} D_{2} y_{0} \\
-2 \hat{c}_{2} D_{0} y_{0}-\hat{\alpha}_{3}\left(x_{0} y_{1}+y_{0} x_{1}\right)-\hat{\gamma}_{3} y_{0}^{3}  \tag{13}\\
-\hat{\eta}_{3} y_{0} x_{0}^{2}+\hat{f}_{1} \cos \Omega_{1} T_{0}+y_{0} \hat{f}_{2} \cos \Omega_{2} T_{0}
\end{gather*}
$$

The solution of Equations (8)-(9) can be expressed in the complex form:

$$
\begin{align*}
& x_{0}=A\left(T_{1}, T_{2}\right) \exp \left(i \omega_{1} T_{0}\right)+c c  \tag{14}\\
& y_{0}=B\left(T_{1}, T_{2}\right) \exp \left(i \omega_{2} T_{0}\right)+c c \tag{15}
\end{align*}
$$

where $c c$ denotes the complex conjugate of the preceding terms and $A, B$ are complex functions in $T_{1}$ and $T_{2}$ which determined through the elimination of secular and small-divisor terms from the first and second-order of approximations.

In this case, we analyze the case where $\Omega_{2} \cong 2 \omega_{2}$ and $\omega_{1} \cong 2 \omega_{2}$. To describe quantitatively the nearness of the resonances, we introduce the detuning parameters $\sigma_{1}$ and $\sigma_{2}$ according to $\Omega_{2}=2 \omega_{2}+\varepsilon \hat{\sigma}_{1}, \omega_{1}=2 \omega_{2}+\varepsilon \hat{\sigma}_{2}$. Substituting Equations (14)-(15) into Equations (10)-(11) and eliminating the secular terms leads to the solvability conditions for the first-order expansion as:

$$
\begin{align*}
2 i \omega_{1} D_{1} A+\hat{\beta}_{2} B^{2} \exp \left(-i \hat{\sigma}_{2} T_{1}\right) & =0  \tag{16}\\
2 i \omega_{2} D_{1} B+\hat{\alpha}_{3} A \bar{B} \exp \left(i \hat{\sigma}_{2} T_{1}\right) & =0 \tag{17}
\end{align*}
$$

After eliminating the secular terms, the particular solutions of Equations (10)-(11) are given by:

$$
\begin{array}{r}
x_{1}=\frac{\hat{\alpha}_{2}}{3 \omega_{1}^{2}} A^{2} \exp \left(2 i \omega_{1} T_{0}\right)-\frac{\hat{\alpha}_{2}}{\omega_{1}^{2}} A \bar{A}-\frac{\hat{\beta}_{2}}{\omega_{1}^{2}} B \bar{B}+c c \\
y_{1}=-\frac{\hat{\alpha}_{3}}{\left[\omega_{2}^{2}-\left(\omega_{1}+\omega_{2}\right)^{2}\right]} A B \exp \left(i\left(\omega_{1}+\omega_{2}\right) T_{0}\right)+c c \tag{19}
\end{array}
$$

Now substituting Equations (14)-(15) and Equations (18)-(19) into Equations (12)-(13), the following are obtained

$$
\begin{align*}
& \left(D_{0}^{2}+\omega_{1}^{2}\right) x_{2}= \\
& \left(-D_{1}^{2} A-2 i \omega_{1} \hat{c}_{1} A-2 i \omega_{1} D_{2} A+\Gamma_{1} A B \bar{B}+\Gamma_{2} A^{2} \bar{A}\right) \exp \left(i \omega_{1} T_{0}\right) \\
& +N S T+c c \tag{20}
\end{align*}
$$

$\left(D_{0}^{2}+\omega_{2}^{2}\right) y_{2}=$
$\left(-D_{1}^{2} B-2 i \omega_{2} \hat{c}_{2} B-2 i \omega_{2} D_{2} B+\Gamma_{3} A \bar{A} B+\Gamma_{4} \bar{B} B^{2}\right) \exp \left(i \omega_{2} T_{0}\right)$ $+\frac{1}{2} \hat{f}_{2} \bar{B} \exp \left(i\left(\Omega_{2}-\omega_{2}\right) T_{0}\right)+N S T+c c$
where

$$
\begin{gathered}
\Gamma_{1}=\left\{\frac{2 \hat{\beta}_{2} \hat{\alpha}_{3}}{\omega_{2}^{2}-\left(\omega_{1}+\omega_{2}\right)^{2}}+\frac{4 \hat{\alpha}_{2} \hat{\beta}_{2}}{\omega_{1}^{2}}-2 \hat{\eta}_{2}\right\}, \\
\Gamma_{2}=\left\{\frac{10 \hat{\alpha}_{2}^{2}}{3 \omega_{1}^{2}}-3 \hat{\gamma}_{2}\right\}, \\
\Gamma_{3}=\left\{\frac{\hat{\alpha}_{3}^{2}}{\left[\omega_{2}^{2}-\left(\omega_{1}+\omega_{2}\right)^{2}\right]}+\frac{2 \hat{\alpha}_{2} \hat{\alpha}_{3}}{\omega_{1}^{2}}-2 \hat{\eta}_{3}\right\}, \\
\Gamma_{4}=\left\{\frac{2 \hat{\beta}_{2} \hat{\alpha}_{3}}{\omega_{1}^{2}}-3 \hat{\gamma}_{3}\right\}
\end{gathered}
$$

and NST stands for non-secular terms. Eliminating the
secular terms leads to the solvability conditions for the second-order expansion

$$
\begin{gather*}
2 i \omega_{1} D_{2} A=-D_{1}^{2} A-2 i \omega_{1} \hat{c}_{1} A+\Gamma_{1} A B \bar{B}+\Gamma_{2} A^{2} \bar{A}  \tag{22}\\
2 i \omega_{2} D_{2} B= \\
+D_{1}^{2} B-2 i \omega_{2} \hat{c}_{2} B+\Gamma_{3} A \bar{A} B  \tag{23}\\
+\Gamma_{4} \bar{B} B^{2}+\frac{1}{2} \hat{f}_{2} \bar{B} \exp \left(i \hat{\sigma}_{1} T_{1}\right)
\end{gather*}
$$

## Stability Analysis of Nonlinear Solutions

From Equation (7), multiplying both sides be $2 i \omega_{1}$, $2 i \omega_{2}$ we get

$$
\begin{array}{r}
2 i \omega_{1} \frac{\mathrm{~d} A}{\mathrm{~d} t}=\varepsilon 2 i \omega_{1} D_{1} A+\varepsilon^{2} 2 i \omega_{1} D_{2} A \\
2 i \omega_{2} \frac{\mathrm{~d} B}{\mathrm{~d} t}=\varepsilon 2 i \omega_{2} D_{1} B+\varepsilon^{2} 2 i \omega_{2} D_{2} B \tag{25}
\end{array}
$$

To analyze the solutions of Equations (16)-(17) and Equations (22)-(23), we express $A$ and $B$ in the polar form

$$
\begin{equation*}
A\left(T_{1}, T_{2}\right)=(a / 2) e^{i \gamma_{1}}, B\left(T_{1}, T_{2}\right)=(b / 2) e^{i \gamma_{2}} \tag{26}
\end{equation*}
$$

where $a, b$ and $\gamma_{s}(s=1,2)$ are the steady state amplitudes and phases of the motion respectively. Substituting Equations (26), (16)-(17) and Equations (22)-(23) into Equations (24)-(25) and equating the real and imaginary parts we obtain the following equations describing the modulation of the amplitudes and phases:

$$
\begin{gather*}
\dot{a}=-c_{1} a+\left\{\frac{\beta_{2}}{4 \omega_{1}}+\frac{\sigma_{2} \beta_{2}}{8 \omega_{1}^{2}}\right\} b^{2} \sin \theta_{2}  \tag{27}\\
a \dot{\gamma}_{1}=\left\{\frac{\beta_{2}}{4 \omega_{1}}+\frac{\sigma_{2} \beta_{2}}{8 \omega_{1}^{2}}\right\} b^{2} \cos \theta_{2}  \tag{28}\\
-\left\{\frac{\Gamma_{5}}{8 \omega_{1}}+\frac{\beta_{2} \alpha_{3}}{16 \omega_{1}^{2} \omega_{2}}\right\} a b^{2}-\frac{\Gamma_{6}}{8 \omega_{1}} a^{3} \\
\dot{b}=-c_{2} b+\left\{\frac{\sigma_{2} \alpha_{3}}{8 \omega_{2}^{2}}-\frac{\alpha_{3}}{4 \omega_{2}}\right\} a b \sin \theta_{2}+\frac{f_{2}}{4 \omega_{2}} b \sin \theta_{1}  \tag{29}\\
b \dot{\gamma}_{2}=  \tag{30}\\
\left\{\frac{\alpha_{3}}{4 \omega_{2}}-\frac{\sigma_{2} \alpha_{3}}{8 \omega_{2}^{2}}\right\} a b \cos \theta_{2}+\Gamma_{9} a^{2} b \\
- \\
\Gamma_{10} b^{3}-\frac{f_{2}}{4 \omega_{2}} b \cos \theta_{1}
\end{gather*}
$$

where

$$
\begin{align*}
& \Gamma_{9}=\left\{\frac{\alpha_{3}^{2}}{32 \omega_{2}^{3}}-\frac{\Gamma_{7}}{8 \omega_{2}}\right\}, \Gamma_{10}=\left\{\frac{\beta_{2} \alpha_{3}}{32 \omega_{1} \omega_{2}^{2}}+\frac{\Gamma_{8}}{8 \omega_{2}}\right\} \\
& {\left[\Gamma_{5}, \Gamma_{6}, \Gamma_{7}, \Gamma_{8}\right]=\left[\varepsilon^{2} \Gamma_{1}, \varepsilon^{2} \Gamma_{2}, \varepsilon^{2} \Gamma_{3}, \varepsilon^{2} \Gamma_{4}\right]}  \tag{31}\\
& \text { and } \theta_{1}=\hat{\sigma}_{1} T_{1}-2 \gamma_{2}, \theta_{2}=\hat{\sigma}_{2} T_{1}+\gamma_{1}-2 \gamma_{2}
\end{align*}
$$

Form the system of Equations (27)-(30) to have stationary solutions, the following conditions must be satisfied:

$$
\begin{equation*}
\dot{a}=\dot{b}=\dot{\theta}_{1}=\dot{\theta}_{2}=0 \tag{32}
\end{equation*}
$$

It follows from Equation (31) that

$$
\begin{equation*}
\dot{\gamma}_{2}=\frac{1}{2} \sigma_{1}, \dot{\gamma}_{1}=\sigma_{1}-\sigma_{2} \tag{33}
\end{equation*}
$$

Hence, the steady state solutions of Equations (27)-(30) are given by

$$
\left.\begin{array}{c}
c_{1} a-\left\{\frac{\beta_{2}}{4 \omega_{1}}+\frac{\sigma_{2} \beta_{2}}{8 \omega_{1}^{2}}\right\} b^{2} \sin \theta_{2}=0 \\
a\left(\sigma_{1}-\sigma_{2}\right) \\
-\left\{\frac{\beta_{2}}{4 \omega_{1}}+\frac{\sigma_{2} \beta_{2}}{8 \omega_{1}^{2}}\right\} b^{2} \cos \theta_{2}+\frac{\Gamma_{6}}{8 \omega_{1}} a^{3} \\
\\
+\left\{\frac{\Gamma_{5}}{8 \omega_{1}}+\frac{\beta_{2} \alpha_{3}}{16 \omega_{1}^{2} \omega_{2}}\right\} a b^{2}=0  \tag{37}\\
c_{2} b-\left\{\frac{\sigma_{2} \alpha_{3}}{8 \omega_{2}^{2}}-\frac{\alpha_{3}}{4 \omega_{2}}\right\} a b \sin \theta_{2}-\frac{f_{2}}{4 \omega_{2}} b \sin \theta_{1}=0 \\
\frac{1}{2} b \sigma_{1}
\end{array}+\left\{\frac{\sigma_{2} \alpha_{3}}{8 \omega_{2}^{2}}-\frac{\alpha_{3}}{4 \omega_{2}}\right\} a b \cos \theta_{2}-\Gamma_{9} a^{2} b\right\}
$$

Solving the resulting algebraic equations for the fixed points of the practical case where $a \neq 0, b \neq 0$, that is non-planar motions, we obtain the following frequency response equations

$$
\begin{align*}
& a^{2}\left(\sigma_{1}-\sigma_{2}\right)^{2}+c_{1}^{2} a^{2}+K_{1}^{2} a^{2} b^{4}+K_{2}^{2} a^{6}-K_{3} b^{4} \\
&+2\left(\sigma_{1}-\sigma_{2}\right) K_{1} a^{2} b^{2}+2\left(\sigma_{1}-\sigma_{2}\right) K_{2} a^{6}  \tag{38}\\
&+2 K_{1} K_{2} a^{4} b^{2}=0 \\
& \frac{1}{4} b^{2} \sigma_{1}^{2}+c_{2}^{2} b^{2}+\Gamma_{9}^{2} a^{4} b^{2}+\Gamma_{10}^{2} b^{6}-\Gamma_{9} \sigma_{1} b^{2} a^{2} \\
&+ \Gamma_{10} \sigma_{1} b^{4}-2 \Gamma_{9} \Gamma_{10} a^{2} b^{4}-K_{4} a^{2} b^{2}-\frac{f_{2}^{2}}{16 \omega_{2}^{2}} b^{2}  \tag{39}\\
&-\frac{K_{4} f_{2}}{2 \omega_{2}} a b^{2} \cos \left(\theta_{1}-\theta_{2}\right)=0
\end{align*}
$$

where

$$
K_{1}=\left\{\frac{\Gamma_{5}}{8 \omega_{1}}+\frac{\beta_{2} \alpha_{3}}{16 \omega_{1}^{2} \omega_{2}}\right\}, K_{2}=\frac{\Gamma_{6}}{8 \omega_{1}}, K_{3}=\left\{\frac{\beta_{2}}{4 \omega_{1}}+\frac{\sigma_{2} \beta_{2}}{8 \omega_{1}^{2}}\right\}
$$

and $K_{4}=\left\{\frac{\sigma_{2} \alpha_{3}}{8 \omega_{2}^{2}}-\frac{\alpha_{3}}{4 \omega_{2}}\right\}$.
The stability of the obtained fixed points for the simul-
taneous primary, principal parametric and 2:1 internal resonance case is determined and studied as follows: one lets

$$
\begin{align*}
& a=a_{10}+a_{11}, b=b_{10}+b_{11}  \tag{40}\\
& \text { and } \theta_{s}=\theta_{s 0}+\theta_{s 1}
\end{align*}
$$

where $a_{10}, b_{10}$ and $\theta_{s 0}$ are the solutions of Equations (34)-(37) and $a_{11}, b_{11}, \theta_{s 1}$ are perturbations which are assumed to be small compared to $a_{10}, b_{10}$ and $\theta_{s 0}$. Substituting Equation (40) into Equations (27)-(30), using Equations (34)-(37) and keeping only the linear terms in $a_{11}, b_{11}, \theta_{s 1}$ we obtain:

$$
\begin{align*}
& \dot{a}_{11}=-c 1 a 11+\left\{K_{3} b_{10}^{2} \cos \theta_{20}\right\} \theta_{21}  \tag{41}\\
& +\left\{2 K_{3} b_{10} \sin \theta_{20}\right\} b_{11} \\
& \dot{\theta}_{21} \\
& = \\
& =\left\{\frac{\left(\sigma_{2}-\sigma_{1}\right)}{a_{10}}-\frac{K_{1} b_{10}^{2}}{a_{10}}-\frac{3 \Gamma_{6} a_{10}}{8 \omega_{1}}+K_{4} \cos \theta_{20}-2 \Gamma_{9} a_{10}\right\} a_{11} \\
& +\left\{-K_{4} a_{10} \sin \theta_{20}-\frac{K_{3} b_{10}^{2}}{a_{10}} \sin \theta_{20}\right\} \theta_{21} \\
& +\left\{\begin{array}{l}
\frac{\sigma_{1}}{2 b_{10}}+\frac{2 K_{3} b_{10}}{a_{10}} \cos \theta_{20}-2 K_{1} b_{10}+\frac{K_{4} a_{10}}{b_{10}} \cos \theta_{20}
\end{array}\right. \\
& \left.-\frac{\Gamma_{6} a_{10}^{2}}{b_{10}}+3 \Gamma_{10} b_{10}+\frac{f_{2}}{4 \omega_{2}} \cos \theta_{10}\right\} b_{11}  \tag{42}\\
& -\left\{\frac{f_{2}}{2 \omega_{2}} \sin \theta_{10}\right\} \theta_{11} \\
& \dot{b}_{11}=\left\{K_{4} b_{10} \sin \theta_{20}\right\} a_{11}  \tag{43}\\
& \quad+\left\{-c_{2}+K_{4} a_{10} \sin \theta_{20}+\frac{f_{2}}{4 \omega_{2}} \sin \theta_{10}\right\} b_{11}
\end{align*}
$$

The system of Equations (41)-(44) are first order autonomous ordinary differential equations and the stability of a particular fixed point with respect to an infinitesimal disturbance proportional to $\exp (\lambda t)$ is determined by eigenvalues of the Jacobian matrix of the right hand sides of Equations (41)-(44). The zeros of the char-
acteristic equation are given by

$$
\begin{equation*}
\lambda^{4}+L_{1} \lambda^{3}+L_{2} \lambda^{2}+L_{3} \lambda+L_{4}=0 \tag{45}
\end{equation*}
$$

where, $L_{1}, L_{2}, L_{3}$ and $L_{4}$ are functions of the parameters $\left(a, b, \omega_{1}, \omega_{2}, c_{1}, c_{2}, \alpha_{2}, \alpha_{3}, \beta_{2}, \eta_{2}, \eta_{3}, \gamma_{2}, \gamma_{3}, f_{2}, \theta_{1}, \sigma_{1}, \sigma_{2}\right)$. According to the Routh-Hurwitz criterion the necessary and sufficient conditions for all the roots of Equation (45) to possess negative real parts are:

$$
\begin{equation*}
L_{1}>0, L_{1} L_{2}-L_{3}>0, L_{3}\left(L_{1} L_{2}-L_{3}\right)-L_{1}^{2} L_{4}>0, L_{4}>0 \tag{46}
\end{equation*}
$$

The system is stable if the eigenvalues have negative real parts, otherwise is unstable. In the frequency response curves, solid/dotted lines denote stable/ unstable periodic responses, respectively.

## 3. Results and Discussion

The response of the two-degree-of-freedom nonlinear system under both parametric and external excitations is studied. The solution of this system is determined up to and including the second order approximation by applying the multiple time scale perturbation. The steady state solution and its stability are determined and representative numerical results are included. The stability zone and effects of the different parameters are discussed using frequency response curve. The stability of the numerical solution is studied also using the phase-plane method. Some of the resulting resonance cases are confirmed applying well-known numerical techniques. The effects of the some different parameters on the vibrating system behavior are investigated and discussed.

### 3.1. Numerical Solution

Figure 2 shows that the response of the inclined cable for the non-resonant at the practical values of the parameters $c_{1}=0.0002, c_{2}=0.03, \alpha_{2}=0.2, \beta_{2}=0.5, \gamma_{2}=$ $0.3, \eta_{2}=0.5, \alpha_{3}=0.03, \eta_{3}=0.05, \gamma_{3}=0.04, f_{1}=2, f_{2}=$ $0.01, \Omega_{1}=2.75, \Omega_{2}=3.2, \omega_{1}=1.2, \omega_{2}=1.5$. It can be seen from this figure that the steady state amplitude is about 0.005 with dynamic chaotic behavior for the inplane mode and about 0.18 with multi-limit cycle for the out-of-plane mode. The amplitudes decreasing with increasing time and tend to steady state motion and have stable solution. The worst resonance case is also confirmed numerically as shown in Figure 3. From this figure, it can be notice that the maximum steady state amplitude of the in-plane mode is about 130 times that of basic case with multi-limit cycle, while the maximum amplitude of out-of-plane mode is about 4 times of the basic case with chaotic motion.

Effects of external and parametric excitation forces $f_{1}$ and $f_{2}$.


Figure 2. Non-resonance system behavior (basic case) $\boldsymbol{\Omega}_{1} \neq$ $\omega_{1} \neq \omega_{2}$.


Figure 3. Simultaneous principal parametric resonance in the presence of $2: 1$ internal resonance ( $\Omega_{2} \cong 2 \omega_{2}$ and $\omega_{1} \cong 2 \omega_{2}$ ).

For increasing the amplitude of the external or parametric excitation forces $f_{1}$ or $f_{2}$, we observe that the modes of vibration have increasing magnitudes and there exist chaotic dynamic motion as shown in Figures 4 and 5.

### 3.2. Frequency Response Curves

The frequency response Equations (38)-(39) are nonlinear algebraic equations in the amplitudes of the system $a$ (in-plane mode) and $b$ (out-of-plane mode). The stability of a fixed point solution is studied by examination of the eigenvalues of Equation (45). The numerical results of Equations (38) and (39) are plotted in Figures 6-8.

Figure 6, show the frequency response curves of the two modes of inclined cable against detuning parameter $\sigma_{1}$. From the geometry of the figures we observe that the amplitudes have two branches and these branches are bent to the right, the bending leads to multi-valued solutions and hence the effective nonlinearity is hardening type. In Figure 6(a), there are two branches of nontrivial solution such that the left branch stable and the right branch lose stability as $\sigma_{1} \leq 0.4$. Figure $\mathbf{6 ( b )}$ ), show that the steady state amplitudes are increasing for increasing


Figure 4. Effects of increasing value of external excitation force $f_{1}=5$.


Figure 5. Effects of increasing value of parametric excitation force $f_{2}=3$.
parametric excitation force $f_{2}$. The region of instability for two modes is increasing for increasing $f_{2}$. For in creasing nonlinear parameter $\beta_{2}$ (i.e. $\beta_{2}=1$ ) as shown in Figure 6(c), we show that the regions of definition are decreasing and the two branches of the steady state amplitude curve are contracted and give one continuous curve which is stable and response amplitude of the inplane mode is increased. Figure $\mathbf{6 ( d )}$ show that the response amplitudes of the inclined cable are increasing for


Figure 6. (a): Frequency response curves for amplitudes against $\sigma_{1}$; (b): Frequency response curve for increasing parametric excitation force $f_{2}=3.0$; (c): Frequency response curve for increasing nonlinear parameter $\boldsymbol{\beta}_{2}=1.0$; (d): Frequency response curve for decreasing nonlinear parameter $\eta_{3}=0.1$; (e): Frequency response curve for increasing nonlinear parameter $\gamma_{2}=1.8$; (f): Frequency response curve for negative value of nonlinear parameter $\gamma_{3}=\mathbf{- 0 . 4}$.
decreasing nonlinear parameter $\eta_{3}$ and the regions of multi-valued and instability of two modes are increasing. The regions of instability solutions are increasing for increasing nonlinear parameter $\gamma_{2}$ as shown in Figure $\mathbf{6 ( e )}$. Figure 6(f) shows that for negative value of nonlinear parameter $\gamma_{3}$ the response amplitudes are increasing and the stability solution are decreasing with increasing region of multi-valued.
Figure 7, represent the variation of the amplitudes of the inclined cable against the detuning parameter $\sigma_{2}$. In Figure 7(a), we see that each mode of the inclined cable has one continuous curve and single valued solution and it is symmetric about the origin and it is noticed that the in-plane mode reaches maximum value at $\sigma_{2}=0$ and the out-of-plane mode reaches minimum value at the same value of $\sigma_{2}$. Also, it intersects in two points and these modes have stable and unstable solutions. From Figure 7(b), we observe that for increasing parametric excitation force $f_{2}$ the symmetric branch moves up with increased magnitudes and the region of stability is increased. For increasing nonlinear parameter $\gamma_{3}$, we note that the amplitudes of the two modes of the inclined cable have decreasing magnitudes and increasing stable solutions, as shown in Figure 7(c). The steady state amplitudes of the two modes are increasing for decreasing nonlinear parameter $\eta_{3}$ as shown in Figure 7(d). Also,
the region of stability solutions is increased. From Figure 7(e) we observe that the steady state amplitudes $a$ and $b$ of the two modes are increasing for decreasing value of nonlinear parameters $\alpha_{3}$ respectively with increasing stable solutions. The stability solution is decreasing as the nonlinear parameter $\alpha_{2}$ is increase and the curves are shifted to the right and has hardening phenomena and there exists jump phenomena, as shown in Figure 7(f).

Figure 8 represent force-response curves for the nonlinear solution of the case of simultaneous principal parametric resonance in the presence of 2:1 internal resonances. In this figure the amplitudes of the inclined cable are plotted as a function of the parametric excitation force $f_{2}$. Figure 8 shows that the response amplitudes of the inclined cable have a continuous curve and the curve has stable and unstable solutions.

## 4. Comparison with Published Work

In comparison with the previous work [8], we have the global bifurcation of this inclined cable leading to primary resonances and $1: 1$ internal resonance is investigated. A new global perturbation technique is employed to analyze Shilnikov type homoclinic orbits and chaotic dynamics in the inclined cable. Kamel and Hamed [9],


Figure 7. (a): Frequency response curves for simultaneous principal parametric resonance in the presence of 2:1 internal resonance $\Omega_{2} \cong 2 \omega_{2}$ and $\omega_{1} \cong 2 \omega_{2}$; (b): Frequency response curve for parametric excitation force $f_{2}$; (c): Frequency response curve for nonlinear parameter $\gamma_{3}$; (d): Frequency response curve for nonlinear parameter $\boldsymbol{\eta}_{3}$; (e): Frequency response curve for nonlinear parameter $\alpha_{3} ;(\mathbf{f})$ : Frequency response curve for nonlinear parameter $\boldsymbol{\alpha}_{\mathbf{2}}$.


Figure 8. Force response curves for ( $\left.\Omega_{2} \cong 2 \omega_{2}, \omega_{1} \cong 2 \omega_{2}\right)$.
studied the nonlinear behavior of an inclined cable subjected to harmonic excitation near the simultaneous primary and 1:1 internal resonance by using multiple scale method.
In this paper, periodic and chaotic response of a discretization two-degree-of-freedom model of a suspended inclined cable, containing a 2:1 internal resonance, sub-
ject to harmonic external and parametric excitation are obtained. The stable/unstable periodic solutions are determined using the method of multiple scale and are presented through frequency response plots. Chaotic responses are determined by numerical integration of the governing ordinary differential equations of motion. Variation of the parameters $\alpha_{2}, \alpha_{3}, \beta_{2}, \gamma_{2}, \eta_{2}, \gamma_{3}, \eta_{3}, f_{2}$ leads
to multi-valued amplitudes and hence to jump phenomena.

## 5. Conclusions

Cables are very efficient structural members and hence have been widely used in many long-span structures, including suspension, roofs and guyed towers. The nonlinear dynamic response of the nonlinear system subjected to external and parametric excitations is investigated. The method of multiple scales is applied to obtain the solution of the considered system up to second order approximation. The numerical solutions and chaotic response of this nonlinear system are investigated. The stability of the proposed analytic nonlinear solution is studied at worst resonance case which is the simultaneous principal parametric resonance in the presence of 2:1 internal resonances. The modulation equations of the amplitudes and phases are obtained and steady state solutions are determined. The effects of some nonlinear parameters on the steady state response of the vibrating cable leading to multi-valued solutions. From the analysis the following may be concluded.

1) For the resonance case $\Omega_{2} \cong 2 \omega_{2}, \omega_{1} \cong 2 \omega_{2}$ we note that the steady state amplitude is increased to about $130 \%$ compared to basic case with multi-limit cycle, and it is better to avoid this resonance case as working conditions for the system.
2) The steady state amplitude of the system are increasing for increasing external or parametric excitation force, and for large values of the system become unstable.
3) Variation of $\alpha_{2}, \alpha_{3}, \beta_{2}, \gamma_{2}, \eta_{2}, \gamma_{3}, \eta_{3}, f_{2}$ leads to multi-valued amplitudes and hence jump phenomena.
4) For increasing parametric excitation force $f_{2}$ or negative value of the nonlinear parameter $\gamma_{3}$ we observe that the steady state amplitudes of the two modes are increasing with increasing instability solutions.
5) Increasing of the nonlinear parameters $\eta_{3}$ or $\gamma_{3}$ can reduce the amplitude of the system and obtain the effect of reduction of the amplitude.
6) Variation of the parameter $\alpha_{2}$ leads to multi-valued amplitudes and hence to jump phenomena.
7) For increasing parametric excitation force $f_{2}$ or decreasing nonlinear parameter $\alpha_{3}$ we show that the steady state amplitudes of the two modes are increasing.

For increasing nonlinear parameter $\eta_{3}$ we note that the steady state amplitudes of the two modes are decreasing with decrease of the stability solutions.
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#### Abstract

In this paper, in order to extend the lattice Boltzmann method to deal with more nonlinear equations, a onedimensional (1D) lattice Boltzmann scheme with an amending function for the nonlinear Klein-Gordon equation is proposed. With the Taylor and Chapman-Enskog expansion, the nonlinear Klein-Gordon equation is recovered correctly from the lattice Boltzmann equation. The method is applied on some test examples, and the numerical results have been compared with the analytical solutions or the numerical solutions reported in previous studies. The $L_{2}, L_{\infty}$ and Root-Mean-Square (RMS) errors in the solutions show the efficiency of the method computationally.
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## 1. Introduction

Nonlinear phenomena modeled by partial differential equation appear in many areas of scientific fields such as solid state physics, plasma physics, fluid dynamics, mathematical biology and chemical kinetics. The nonlinear Klein-Gordon equation has attracted much attention in studying solutions and condensed mater physics, in investigating the interaction of solitons in a collisionless plasma, the recurrence of initial states, and in examining the nonlinear wave equations [1,2]. In the last few decades, many powerful methods, such as the inverse scattering method, Baklund transformation, the auxiliary equation method [3,4], the Wadati trace method, Hirota bilinear forms, the tanh-sech method, the sine-cosine method, Jacobi elliptic functions, and the Riccati equation expansion method were used to investigate these types of equations (see [5] and references therein). A variety of finite difference scheme have been presented (see [6] and references therein) and the alternative approaches using spectral and pseudo-spectral methods have recently been presented $[7,8]$. To avoid the mesh generation, meshless techniques have attracted the attention of researchers in recent years. The radial basis function (RBF) as a truly meshless method was used to solve nonlinear Klein-Gordon equation in [9].

Recently, unlike convectional numerical methods which
search for the macroscopic equation, the lattice Boltzmann method (LBM) has achieved much success in studying nonlinear equations and the evolution of complex systems [ 10,11$]$. By choosing appropriate collision or equilibrium distribution, the lattice Boltzmann model is able to recover the PDE of interest. This method is a new technique based on a mesoscopic kinetic equation for the particle distribution functions. Compared with the conventional numerical methods, the LBM provides many of the advantages, including geometrical flexibility, clear physical pictures, ease in incorporating complex boundary conditions, simplicity of programming and numerical efficiency. Recently, it has been developed to simulate linear and nonlinear PDE such as Laplace equation [12], Poisson equation [13,14], the shallow water equation [15], Burgers equation [16], Korteweg-de Vires equation [17], Wave equation [18,19], reaction-diffusion equation [20,21], convection-diffusion equation [22-24].
In this paper, the initial-value problem of the one-dimensional nonlinear Klein-Gordon equations is given by the following equation,

$$
\begin{equation*}
u_{t t}+\alpha u_{x x}+g(u)=f(x, t) \tag{1}
\end{equation*}
$$

where $u=u(x, t)$ represents the wave displacement at position $x$ and time $t, \alpha$ is a known constant and $g(u)$ is the nonlinear force.

The present work is motivated by the desire to extend
the lattice Boltzmann method to deal with evolution models characterized by nonlinear wave dispersion. By using Taylor expansion and the Chapman-Enskog expansion, the second-order nonlinear Klein-Gordon equation can be recovered from the present model correctly. The local equilibrium distribution function and the amending function are obtained. To make a comparison between numerical solutions and analytical ones, four Klein-Gordon equations with quadratic or cubic nonlinearity are considered. From the simulations, we find that the numerical results are in excellent agreement with the analytical solutions. This indicates that the present method is an efficient and flexible approach for practical application.

The organization of the paper as follows. In Section 2, the lattice Boltzmann model is described. Numerical examples are simulated in Section 3. Summary and conclusion are presented in Section 4.

## 2. The Lattice Boltzmann Model

The lattice Boltzmann model used on this study is the three-velocity lattice Bhatnagar-Gross-Krook (LBGK) model. The directions of the discrete velocity are defined as $c_{i}(i=0,1,2)$

$$
\left[c_{0}, c_{1}, c_{2}\right]=[0,-c, c] .
$$

where $c$ is a constant. The lattice Boltzmann equation with an amending function is given as follow

$$
\begin{align*}
& f_{i}\left(x+c_{i} \Delta t, t+\Delta t\right)-f_{i}(x, t) \\
& =-\frac{1}{\tau}\left[f_{i}(x, t)-f_{i}^{e q}(x, t)\right]+\Delta t F_{i}(x, t) \tag{2}
\end{align*}
$$

where $f_{i}(x, t)$ and $f_{i}^{e q}(x, t)$ are defined as the distribution and equilibrium distribution function, respectively. $F_{i}(x, t)$ is an amending function and $\tau$ is the dimensionless relaxation time. $\Delta x=c_{i} \Delta t$ and $\Delta t$ are the lattice spacing and time step, respectively.

Unlike for the normal LBM, the first derivative of the macroscopic variable $u(x, t)$ meets the following conservation laws

$$
\begin{equation*}
\sum_{i} f_{i}(x, t)=\sum_{i} f_{i}^{e q}(x, t)=\frac{\partial u(x, t)}{\partial t} \tag{3}
\end{equation*}
$$

Then, through choosing appropriate local equilibrium distributions, we can retrieve the corresponding macroscopic equation correctly.

Indeed, applying the Taylor expansion to left-hand side of Equation (2) and retaining terms up to $\mathcal{O}\left(\Delta t^{3}\right)$, we get

$$
\begin{gather*}
\Delta t\left(c_{i} \frac{\partial}{\partial x}+\frac{\partial}{\partial t}\right) f_{i}+\frac{\Delta t^{2}}{2}\left(c_{i} \frac{\partial}{\partial x}+\frac{\partial}{\partial t}\right)^{2} f_{i}  \tag{4}\\
+\mathcal{O}\left(\Delta t^{3}\right)=-\frac{1}{\tau}\left(f_{i}-f_{i}^{e q}\right)+\Delta t F_{i}
\end{gather*}
$$

The macroscopic equation can be recovered in the multi-scale analysis using a small expansion parameter $\varepsilon$ which is proportional to the ration of the lattice spacing to the characteristic macroscopic length. To do this, the Chapman-Enskog expansion in time and space is applied:

$$
\begin{align*}
& f_{i}=f_{i}^{e q}+\varepsilon f_{i}^{(1)}+\varepsilon^{2} f_{i}^{(2)}, F_{i}=\varepsilon^{2} F_{i}^{(2)} \\
& \frac{\partial}{\partial t}=\varepsilon \frac{\partial}{\partial t_{1}}+\varepsilon^{2} \frac{\partial}{\partial t_{2}}, \frac{\partial}{\partial x}=\varepsilon \frac{\partial}{\partial x_{1}} \tag{5}
\end{align*}
$$

where $f_{i}^{(k)}$ and $F_{i}^{(2)}$ are the non-equilibrium distribution functions and non-equilibrium amending function, which satisfy the solvability conditions

$$
\begin{align*}
& \sum_{i} f_{i}^{(k)}=0(k \geq 1) \\
& \sum_{i} F_{i}^{(2)}=F^{(2)} \tag{6}
\end{align*}
$$

Substituting Equation (5) into (4), we have

$$
\begin{align*}
& \left(\varepsilon c_{i} \frac{\partial}{\partial x_{1}}+\varepsilon \frac{\partial}{\partial t_{1}}+\varepsilon^{2} \frac{\partial}{\partial t_{2}}\right)\left(f_{i}^{e q}+\varepsilon f_{i}^{(1)}+\varepsilon^{2} f_{i}^{(2)}\right) \\
& +\frac{\Delta t}{2}\left(\varepsilon c_{i} \frac{\partial}{\partial x_{1}}+\varepsilon \frac{\partial}{\partial t_{1}}+\varepsilon^{2} \frac{\partial}{\partial t_{2}}\right)^{2}\left(f_{i}^{e q}+\varepsilon f_{i}^{(1)}+\varepsilon^{2} f_{i}^{(2)}\right)(7  \tag{7}\\
& =-\frac{1}{\tau}\left(\varepsilon f_{i}^{(1)}+\varepsilon^{2} f_{i}^{(2)}\right)+\varepsilon^{2} F_{i}^{(2)}
\end{align*}
$$

Comparing the two sides of Equation (7) and treating terms in order of $\varepsilon$ and $\varepsilon^{2}$ gives

$$
\begin{align*}
& \mathcal{O}(\varepsilon):\left(c_{i} \frac{\partial}{\partial x_{1}}+\frac{\partial}{\partial t_{1}}\right) f_{i}^{e q}=-\frac{1}{\tau \Delta t} f_{i}^{(1)}  \tag{8}\\
& \mathcal{O}\left(\varepsilon^{2}\right): \quad \frac{\partial}{\partial t_{2}} f_{i}^{e q}+\left(c_{i} \frac{\partial}{\partial x_{1}}+\frac{\partial}{\partial t_{1}}\right) f_{i}^{(1)} \\
& +\frac{\Delta t}{2}\left(c_{i} \frac{\partial}{\partial x_{1}}+\frac{\partial}{\partial t_{1}}\right)^{2} f_{i}^{e q}=-\frac{1}{\tau \Delta t} f_{i}^{(2)}+F_{i}^{(2)} \tag{9}
\end{align*}
$$

Applying Equation (8) to the left side of Equation (9), we can rewrite Equation (9) as

$$
\begin{array}{r}
\frac{\partial}{\partial t_{2}} f_{i}^{e q}+\left(1-\frac{1}{2 \tau}\right)\left(c_{i} \frac{\partial}{\partial x_{1}}+\frac{\partial}{\partial t_{1}}\right) f_{i}^{(1)}  \tag{10}\\
=-\frac{1}{\tau \Delta t} f_{i}^{(2)}+F_{i}^{(2)}
\end{array}
$$

In order to recover Equation (1), we must give appropriate local equilibrium distribution function. We choose $f_{i}^{e q}$ such that,

$$
\begin{gather*}
\sum_{i} f_{i}^{e q}=\frac{\partial u(x, t)}{\partial t} \\
\sum_{i} c_{i} f_{i}^{e q}=0, \sum_{i} c_{i} c_{i} f_{i}^{e q}=c_{s}^{2} u(x, t) \tag{11}
\end{gather*}
$$

where $c_{s}^{2}=c^{2} / 3$ is called the lattice Boltzmann sound speed. Equation (11) leads to three linear equations for $f_{i}^{\text {eq }}(x, t)$. Solving these equations determines the equilibrium distribution functions

$$
\begin{align*}
& f_{0}^{e q}(x, t)=\frac{\partial u(x, t)}{\partial t}-\frac{u(x, t)}{3} \\
& f_{1}^{e q}(x, t)=\frac{u(x, t)}{6}  \tag{12}\\
& f_{2}^{e q}(x, t)=\frac{u(x, t)}{6}
\end{align*}
$$

Meanwhile, the amending function $F_{i}(x, t)$ is taken as

$$
\begin{equation*}
F_{i}(x, t)=\omega_{i} F(x, t)=\omega_{i}(f(x, t)-g(u)) \tag{13}
\end{equation*}
$$

such that $\sum_{i} F_{i}(x, t)=F(x, t)$. For simplicity, only one case is given here

$$
\begin{align*}
& F_{0}(x, t)=\frac{2}{3}(f(x, t)-g(u)) \\
& F_{1}(x, t)=\frac{1}{6}(f(x, t)-g(u))  \tag{14}\\
& F_{2}(x, t)=\frac{1}{6}(f(x, t)-g(u))
\end{align*}
$$

Summing Equation (8) and Equation (10) over $i$, and using Equation (6) and (11), we obtain

$$
\begin{gather*}
\frac{\partial}{\partial t_{1}}\left(\frac{\partial u}{\partial t}\right)=0  \tag{15}\\
\frac{\partial}{\partial t_{2}}\left(\frac{\partial u}{\partial t}\right)+\left(1-\frac{1}{2 \tau}\right) \frac{\partial}{\partial x_{1}}\left(\sum_{i} c_{i} f_{i}^{(1)}\right)=F^{(2)} \tag{16}
\end{gather*}
$$

Using Equation (8) and (11), we get

$$
\begin{align*}
& \sum_{i} c_{i} f_{i}^{(1)}=-\tau \Delta t \sum_{i} c_{i}\left(c_{i} \frac{\partial}{\partial x_{1}}+\frac{\partial}{\partial t_{1}}\right) f_{i}^{e q} \\
& =-\tau \Delta t \sum_{i}\left[\frac{\partial}{\partial x_{1}}\left(c_{i} c_{i} f_{i}^{e q}\right)+\frac{\partial}{\partial t_{1}}\left(c_{i} f_{i}^{e q}\right)\right]  \tag{17}\\
& =-\tau \Delta t \frac{\partial}{\partial x_{1}}\left(c_{s}^{2} u\right)
\end{align*}
$$

Then substituting Equation (17) into Equation (16), we have

$$
\begin{equation*}
\frac{\partial}{\partial t_{2}}\left(\frac{\partial u}{\partial t}\right)+c_{s}^{2} \Delta t\left(\frac{1}{2}-\tau\right) \frac{\partial}{\partial x_{1}}\left(\frac{\partial u}{\partial x_{1}}\right)=F^{(2)} \tag{18}
\end{equation*}
$$

When Equation $(15) \times \varepsilon+(18) \times \varepsilon^{2}$ is applied, the final nonlinear Klein-Gordon equation is recovered as

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial t^{2}}+\alpha \frac{\partial^{2} u}{\partial x^{2}}=F(x, t)=f(x, t)-g(u) \tag{19}
\end{equation*}
$$

where $\alpha=c_{s}^{2} \Delta t\left(\frac{1}{2}-\tau\right)$
In the computational process, in order to obtain $u(x, t)$, we can apply backward difference to the item $\frac{\partial u(x, t)}{\partial t}$

$$
\begin{equation*}
\frac{\partial u(x, t)}{\partial t}=\frac{u(x, t)-u(x, t-\Delta t)}{\Delta t} \tag{20}
\end{equation*}
$$

## 3. Numerical Simulation Results

In this section, we present the result of our LBM numerical experiments for the relevant equations. In comparison with the analytical solutions and results derived by existing literature, the efficiency of proposed model is validated. The distribution function $f_{i}(x, t)$ is initialized with $f_{i}^{e q}(x, t)$ for all nodes at $t=0$. The macroscopic variable $u(x, t)$ is initialized by the initial condition and the non-equilibrium extrapolation scheme proposed by Guo [25] is used for boundary treatment. The following error norms are used to measure the accuracy

1) $L_{2}$-error

$$
L_{2}-\text { error }=\left(\sum_{i=1}^{n} e_{i}^{2}\right)^{\frac{1}{2}}
$$

2) $L_{\infty}$-error

$$
L_{\infty}-\text { error }=\operatorname{Max} e_{i}, \quad 1 \leq i \leq n
$$

3) The root mean square (RMS) error

$$
R M S-\text { error }=\left(\sum_{i=1}^{n} \frac{e_{i}^{2}}{n}\right)^{\frac{1}{2}}
$$

where $e_{i}=\left|u\left(x_{i}, t\right)-u^{\star}\left(x_{i}, t\right)\right|, u\left(x_{i}, t\right)$ and $u^{\star}\left(x_{i}, t\right)$ are the numerical solution and analytical one.

Example 1. The Klein-Gordon equation with quadratic nonlinearity in the interval $-1 \leq x \leq 1$

$$
u_{t t}-u_{x x}=-x \cos t+x^{2} \cos ^{2} t-u^{2}
$$

The initial conditions are given by

$$
u(x, 0)=x, u_{t}(x, 0)=0
$$

The exact solution is given in [9]

$$
u(x, t)=x \cos t
$$

We extract the boundary condition from the exact solution. In Table 1, the $L_{\infty}, L_{2}$ and RMS errors are obtained for $t=1,3,5,7,10$. The graph of analytical and LBM solution for $t=1$ and $t=10$ are given in Figure 1 and the space-time graph of the LBM solution is given in Figure 2.

Example 2. Consider the nonlinear Klein-Gordon equation with quadratic nonlinearity in interval $0 \leq x \leq 1$.

Table 1. $L_{\infty}, L_{2}$ and RMS errors with $d x=0.02$ and $d t=2 \times$ $10^{-5}$.

| $t$ | errors |  |  |
| :---: | :---: | :---: | :---: |
|  | $L_{\infty}$-error | $L_{2}$-error | RMS |
| 1 | $1.9558 \mathrm{e}-03$ | $1.1135 \mathrm{e}-03$ | $1.1294 \mathrm{e}-04$ |
| 3 | $1.3664 \mathrm{e}-03$ | $7.6676 \mathrm{e}-03$ | $7.6295 \mathrm{e}-04$ |
| 5 | $1.5260 \mathrm{e}-03$ | $8.5602 \mathrm{e}-03$ | $8.5178 \mathrm{e}-04$ |
| 7 | $1.6201 \mathrm{e}-03$ | $9.5926 \mathrm{e}-03$ | $9.5450 \mathrm{e}-04$ |
| 10 | $1.0465 \mathrm{e}-03$ | $6.9848 \mathrm{e}-03$ | $6.9501 \mathrm{e}-04$ |

Figure 1. Analytical and LBM solutions with $\mathrm{d} x=0.02$ and $\mathrm{d} t=2 \times 10^{-5}$ for different time.


Figure 2. Space-time graph of the LBM solutions up to $t=$ 10 with $\mathrm{d} x=0.02$ and $\mathrm{d} t=2 \times 10^{-5}$.

$$
u_{t t}-u_{x x}=6 x t\left(x^{2}-t^{2}\right)+x^{6} t^{6}-u^{2}
$$

The initial conditions are given by

$$
u(x, 0)=0, u_{t}(x, 0)=0
$$

The exact solution is given in [9]

$$
u(x, t)=x^{3} t^{3}
$$

The Boundary condition is determined by the analytical solution. In Table 2, the $L_{\infty}, L_{2}$ and RMS errors are obtained for $t=1,2,3,4,5$. The graph of analytical and LBM solution for $t=5$ and the space-time graph of the LBM solution are given in Figure 3 and Figure 4, respectively.

Example 3. The nonlinear Klein-Gordon equation with cubic nonlinearity in interval $-1 \leq x \leq 1$.

$$
u_{t t}+\alpha u_{x x}=-\beta u-\gamma u^{3}
$$

We take $\alpha=-2.5, \beta=1, \gamma=1.5$ as the same in [9]. The initial conditions are given by

$$
u(x, 0)=B \tan (K x), u_{t}(x, 0)=B c K \sec ^{2}(K x)
$$

The exact solution is

$$
u(x, t)=B \tan (K(x+c t))
$$

where $B=\sqrt{\beta / \gamma}$ and $K=\sqrt{-\beta / 2\left(\alpha+c^{2}\right)}$. In Table 3, the $L_{\infty}, L_{2}$ and RMS errors are obtained for two values of $c(c=0.5$ and $c=0.05)$ for $t=1,2,3,4$. The graph of analytical and LBM solution for $t=4$ and the space-time graph of the LBM solution for each value of $c$ are given in Figure 5 and Figure 6, respectively.

Example 4. We consider the nonlinear Klein-Gordon equation with the form [9].

$$
u_{t t}-u_{x x}=-u-u^{3} ; \quad x \in[0,1.28]
$$

with initial data

$$
u(x, 0)=A\left[1+\cos \left(\frac{2 \pi x}{1.28}\right)\right], u_{t}(x, 0)=0
$$

The boundary conditions are given by

$$
u_{x}(0, t)=0, u_{x}(1.28, t)=0
$$

Table 2. $L_{\infty}, L_{2}$ and RMS errors with $\mathrm{d} x=0.01$ and $\mathrm{d} t=5 \times$ $10^{-5}$.

| $t$ | errors |  |  |
| :---: | :---: | :---: | :---: |
|  | $L_{\infty}$-error | $L_{2}$-error | RMS |
| 1 | $5.8742 \mathrm{e}-04$ | $1.9270 \mathrm{e}-03$ | $1.9174 \mathrm{e}-04$ |
| 2 | $4.6618 \mathrm{e}-03$ | $2.1643 \mathrm{e}-02$ | $2.1535 \mathrm{e}-03$ |
| 3 | $1.5139 \mathrm{e}-02$ | $4.9465 \mathrm{e}-02$ | $4.9219 \mathrm{e}-03$ |
| 4 | $3.4225 \mathrm{e}-02$ | $8.5102 \mathrm{e}-02$ | $8.4679 \mathrm{e}-03$ |
| 5 | $6.3219 \mathrm{e}-02$ | $9.3035 \mathrm{e}-02$ | $1.2970 \mathrm{e}-02$ |

Table 3. $L_{\infty}, L_{2}$ and RMS errors with $d x=0.01$ and $d t=5 \times$ $10^{-5}$.

|  |  |  |  |
| :---: | :---: | :---: | :---: |
| $t$ | errors |  |  |
| $c=0.5$ |  | $L_{2}$-error | RMS |
| 1 | $1.4189 \mathrm{e}-04$ | $6.6508 \mathrm{e}-04$ | $6.6171 \mathrm{e}-05$ |
| 3 | $4.6601 \mathrm{e}-04$ | $1.5438 \mathrm{e}-03$ | $1.5362 \mathrm{e}-04$ |
| 3 | $1.9445 \mathrm{e}-03$ | $4.9588 \mathrm{e}-03$ | $4.9342 \mathrm{e}-04$ |
| 4 | $2.8219 \mathrm{e}-02$ | $7.1870 \mathrm{e}-02$ | $7.1513 \mathrm{e}-03$ |
| $c=0.05$ |  |  |  |
| 1 | $5.6970 \mathrm{e}-05$ | $2.9718 \mathrm{e}-04$ | $2.9570 \mathrm{e}-05$ |
| 2 | $7.4878 \mathrm{e}-05$ | $3.8699 \mathrm{e}-04$ | $3.8507 \mathrm{e}-05$ |
| 3 | $1.1972 \mathrm{e}-04$ | $5.2203 \mathrm{e}-04$ | $5.1944 \mathrm{e}-05$ |
| 4 | $1.4008 \mathrm{e}-04$ | $4.4143 \mathrm{e}-04$ | $4.3924 \mathrm{e}-05$ |



Figure 3. Analytical and LBM solutions at $t=5$ with $d x=$ 0.01 and $\mathrm{d} t=5 \times 10^{-5}$.


Figure 4. Space-time graph of the LBM solutions up to $t=5$ with $\mathrm{d} x=0.01$ and $\mathrm{d} t=5 \times 10^{-5}$.



Figure 5. Analytical and LBM solutions at $t=4$ with $d x=$ 0.01 and $\mathrm{d} t=5 \times 10^{-5}$ for different $c$.


Figure 6. Space-time graph of the LBM solutions up to $t=4$ with $\mathrm{d} x=0.01$ and $\mathrm{d} t=5 \times 10^{-5}$ for different $c$.

For the above problem due to the periodic boundary conditions, the continuous solutions remain always symmetric with respect to the center of the spatial interval. Authors of [26] also studied this problem and found undesirable characteristics in some of the numerical schemes, in particular a loss of spatial symmetry and the onset of instability for larger values of the parameter A (amplitude) in the initial condition of the equation. We solved the above problem using lattice Boltzmann method for several values of $A$. In Figure 7, we show the approximate solutions for $A=1$ with $\Delta x=0.0128$ and $\Delta t=1.8286 \times 10^{-5}$. Figure 8 presents the approximate solutions for $A=100$ with $\Delta x=0.0128$ and $\Delta t=1.8286 \times 10^{-5}$. From Figure 7 and Figure 8, we can find that the spatial symmetry is kept for different amplitude $A$. It indicates that the present lattice Boltzmann method is comparable with other numerical schemes.

## 4. Conclusions

In the current study, a new lattice Boltzmann model is proposed to solve 1D nonlinear Klein-Gordon equation. The efficiency and accuracy of the proposed model are validated through detail numerical simulation with quadratic and cubic nonlinearity. It can be found that the LBGK results are in excellent agreement with the analytical solution. It should be point out that in order to attain better accuracy the lattice Boltzmann model requires a relatively small time step $\Delta t$ and the proper range is form $10^{-4}$ to $10^{-6}$. Detailed stability analysis of present model is needed in further study.
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#### Abstract

In this short article, we have studied the controllability result for neutral impulsive differential inclusions with nonlocal conditions by using the fixed point theorem for condensing multi-valued map due to Martelli [1]. The system considered here follows the P.D.E involving spatial partial derivatives with $\alpha$-norms.


Keywords: Controllability, Neutral Impulsive Differential Inclusions, Spatial Partial Derivative, Martelli Fixed Point Theorem

## 1. Introduction

In this paper we have discussed the controllability of nonlocal Cauchy problem for neutral impulsive differential inclusions of the form

$$
\left\{\begin{array}{l}
\frac{\mathrm{d}}{\mathrm{~d} t}\left[x(t)-F\left(t, x\left(h_{1}(t)\right)\right)\right] \in A x(t)+B u(t)+G\left(t, x\left(h_{2}(t)\right)\right)  \tag{1}\\
t \in J:=[0, b] ; t \neq t_{k} \\
\left.\Delta x\right|_{t=t_{k}}=I_{k}\left(x\left(t_{k}^{-}\right)\right) ; k=1,2, \cdots m ; x(0)+g(x)=x_{0} \in X
\end{array}\right.
$$

where the linear operator $(-A)$ generates an analytic semigroup $\{T(t)\}_{t \geq 0} ; G$ is a multi-valued map and
$\Delta x_{t=t_{k}}=x\left(t_{k}^{+}\right)-x\left(t_{k}^{-}\right), x\left(t_{k}^{+}\right)=\lim _{h \rightarrow 0^{+}} x\left(t_{k}+h\right)$ and
$x\left(t_{k}^{-}\right)=\lim _{h \rightarrow 0^{+}} x\left(t_{k}-h\right)$ represent the right and left limits of $x(t)$ at $t=t_{k}$ respectively, $x_{0} \in X$,
$F: J \times X \rightarrow P(X) \backslash \phi$ is a multi-valued map $[P(X)$ is the family of all subsets of $X]$ and $g \in C(J, X)$. Also the control function $u \in L^{2}(J, U)$, a Banach space of admissible control functions with U as a Banach space. B is a bounded linear operator from $U$ to $X$ and $X$ is a separable Banach space with norm $\|\cdot\|$.
$I_{k}: X \rightarrow D(A) ; k=1,2, \cdots, m$ and $h_{1}, h_{2} \in C(J, J)$.
As a model we consider the following system of heat equations;

$$
\left\{\begin{array}{l}
\frac{\partial}{\partial t}\left[z(t, x)-F(t, z(\cos t, x)), \frac{\partial z}{\partial x}(\cos t, x)\right] \\
=\frac{\partial^{2} z(t, x)}{\partial x^{2}}+u(t, x)+G\left(t, z(\cos t, x), \frac{\partial z}{\partial x}(\cos t, x)\right), \\
z(t, 0)=z(t, \pi)=0 ;  \tag{2}\\
z\left(t_{k}^{+}\right)-z\left(t_{k}^{-}\right)=I_{k}\left(z\left(t_{k}^{-}\right)\right), \\
t \neq t_{k} ; k=1,2, \cdots, m \\
z(0, x)+g(z(t, x))=z_{0}(x), 0 \leq x \leq \pi, t \in[0,1]
\end{array}\right.
$$

Since $F$ and $G$ involve spatial partial derivative, the results obtained by other authors cannot be applied to our system even if $g()=$.0 . This is the main motivation of this paper.

The existence and controllability of the following system is studied by Benchohra and Ntouyas [2]

$$
\left\{\begin{array}{l}
\frac{\mathrm{d}}{\mathrm{~d} t}\left[x(t)-g\left(t, x_{t}\right)\right] \in A x(t)+B u(t)+F\left(t, x_{t}\right)  \tag{3}\\
t \in J:=[0, b] ; t \neq t_{k} \\
\left.\Delta x\right|_{t=t_{k}}=I_{k}\left(x\left(t_{k}^{-}\right)\right) ; k=1,2, \cdots, m ; x(t)=\phi(t), t \in(-\infty, 0)
\end{array}\right.
$$

Here authors have proved exact controllability by using fixed point theorem for condensing multi-valued maps due to Martelli. In this paper, we have discussed controllability results with $\alpha$-norms as in [3] with de-
viating arguments in terms involving spatial partial derivatives.

As indicated in [4], and reference therein, the nonlocal Cauchy problem $x(0)+g(x)=x_{0}$ can be applied in different fields with better effect than the classical initial condition $x(0)=x_{0}$. For example in [5], the author described the diffusion phenomenon of a small amount of gas in a transparent tube by using the formula

$$
g(x)=\sum_{i=0}^{p} c_{i} x\left(t_{i}\right)
$$

where $c_{i}, i=0,1, \cdots, p$ are given constants and $0<t_{0}, t_{1}, \cdots, t_{p}<b$. In this case the above equation allows the additional measurement at $t_{i}, i=0,1, \cdots, p$. In the past several years theorems about controllability of differential, integro-differential, fractional differential systems and inclusions with nonlocal conditions have been studied by Chalishajar and Acharya [6-9], Benchohra and Ntouyas [10,11], and Hernandez, Rabello and Henriquez [12] and the references therein. In [13], Chalishajar discussed exact controllability of third order nonlinear integro-differential dispersion system without compactness of semigroup.

Xianlong Fu and Yueju Cao [14], has discussed the existence of mild solution for neutral partial differential inclusions involving spatial partial derivative with $\alpha$ norms in Banach space. However in their work authors impose some severe assumptions on the operator family generator by $(-A)$, i.e. $(-A): D(A) \subset X \rightarrow X$ is an infinitesimal generator of a compact analytic semigroup of a uniformly bounded linear operator $\{T(t)\}_{t \geq 0}$, which imply that underlying space $X$ has finite dimension and so the example considered in [14], and subsequently in Section 4 is ordinary differential equation but not partial differential equation which shows lack of existence (exact controllability) in abstract (control) system (refer [15]). This fact and several other applications of neutral equation (inclusions) are the main motivation of this paper.

In Section 3 (followed by Preliminaries) of present paper we discuss the controllability of neutral impulsive differential inclusion with nonlocal condition with deviating arguments with $\alpha$-norm, which is the generalization of [14], in a finite dimensional space. The example is given in Section 4 to support the theory. In Section 5 we study exact controllability of same system in infinite dimension space by dropping the compactness assumption of semigroup $\{T(t)\}_{t \geq 0}$. Here we generalized the result proved in Section 3.

## 2. Preliminaries

In this section, we shall introduce some basic definitions, notations and lemmas which are used throughout this
paper.
Let $(X,\| \|)$ be a Banach space. $C(J, X)$ is the Banach space of continuous functions from $J$ into $X$ with the norm defined by

$$
\|x\|_{J}:=\sup \{\|x(t)\|: t \in J\}
$$

Let $B(X)$ be the Banach space of bounded linear operators from $X$ into $X$ with standard norm

$$
\|N\|_{B(X)}:=\sup \{\|N(x)\|:\|x\|=1\}
$$

A measurable function $x: J \rightarrow X$ is Bochner integrable if and only if $\|x\|$ is Lebesgue integrable. (For properties of the Bochner integral see [16]). Let $L^{1}(J, X)$ denotes the Banach space of Bochner integrable functions $x: J \rightarrow X$ with norm
$\|x\|_{L^{1}}=\int_{0}^{b}\|x(t)\| \mathrm{d} t$ for all $x \in L^{1}(J, X)$.
We use the notations $P(X)=\left\{Y \in 2^{X}: Y \neq \phi\right\}$,
$P_{c l}(X)=\{Y \in P(X):$ Yclosed $\}$,
$P_{b}(X)=\{Y \in P(X):$ Ybounded $\}$,
$P_{c}(X)=\{Y \in P(X):$ Yconvex $\}$, and
$P_{c p}(X)=\{Y \in P(X):$ Ycompact $\}$.
A multi-valued map $G: X \rightarrow 2^{X}$ is convex (respectively closed) valued if $G(x)$ is convex (respectively closed) for all $x \in X$.

The map $G$ is bounded on bounded sets if $G(B)=\cup_{x \in B} G(x)$ is bounded in $X$ for any bounded set $B$ of $X$. (i.e. $\left.\sup _{x \in B}\{\sup \{\|x\|: x \in G(x)\}\}<\infty\right)$.
$G$ is called upper semi-continuous (u.s.c.) on $X$ if for each $x_{0} \in X$, the set $G\left(x_{0}\right)$ is a nonempty closed subset of $X$ and if for each open set $B$ of $X$ containing $G\left(x_{0}\right)$, there exists an open neighborhood $A$ of $x_{0}$ such that $G(A) \subseteq B$.

The map $G$ is said to be completely continuous if $G(B)$ is relatively compact for every bounded subset $B \subseteq X$.

If the multi-valued map $G$ is completely continuous with nonempty compact values, then $G$ is u.s.c. if and only if $G$ has a closed graph, That is, if $x_{n} \rightarrow x_{0}, y_{n} \rightarrow y_{0}$, where $y_{n} \in G\left(x_{n}\right)$ then $y_{0} \in G\left(x_{0}\right)$. $G$ has a fixed point if there is $x \in X$ such that $x \in G(x)$.

A multi-valued map $G: J \rightarrow B C C(X)$ is said to be measurable, if for each $x \in X$, the distance function $Y: J \rightarrow R$ defined by

$$
Y(t)=d(x, G(t))=\inf \{\|x-z\|: z \in G(t)\}
$$

is measurable.
An upper semi-continuous map $G: X \rightarrow 2^{X}$ is said to be condensing, if for any bounded subset $B \subseteq X$, with $\alpha(B) \neq 0$, we have $\alpha(G(B))<\alpha(B)$, where $\alpha$ denotes the Kuratowski measure of non-compactness.

We remark that a completely continuous multi-valued map is the easiest example of a condensing map. For more details on multivalued maps see the books of Deimling [17].

Throughout this paper, $A: D(A) \subset X \rightarrow X$ will be the infinitesimal generator of a compact analytic semigroup of uniformly bounded linear operator $T(t)$. Let $0 \in \rho(A)$, then it is possible to define the fractional power $A^{\alpha}$, for $0 \leq \alpha \leq 1$, as a closed linear operator on its domain $D\left(A^{\alpha}\right)$. Furthermore, the subspace $D\left(A^{\alpha}\right)$ is dense in X and the expression

$$
\|x\|_{\alpha}=\left\|A^{\alpha} x\right\| ; x \in D\left(A^{\alpha}\right)
$$

defines a norm on $D\left(A^{\alpha}\right)$. Hereafter we denote by $X_{\alpha}$, the Banach space $D\left(A^{\alpha}\right)$ normed with $\|x\|_{\alpha}$. Then for each $0<\alpha \leq 1, X_{\alpha}$ is a Banach space, and $X_{\alpha} \longmapsto X_{\beta}$ for $0<\beta<\alpha \leq 1$ and the imbedding is compact whenever the resolvent operator of $A$ is compact.

Semigroup $\{T(t)\}_{t \geq 0}$ satisfies the following properties:
a) there is a $M \geq 1$ such that

$$
\|T(t)\| \leq M \text { for all } 0 \leq t \leq \alpha
$$

b) for any $0<\alpha \leq 1$, there exists a positive constant $C_{\alpha}$ such that

$$
\left\|A^{\alpha} T(t)\right\| \leq \frac{C_{\alpha}}{t^{\alpha}} ; 0<t \leq \alpha
$$

For more details about the above preliminaries, we refer to $([18,19])$.

In order to define the solution of the system (1) we shall consider the space

$$
\Omega=\left\{x:[0, b] \rightarrow X_{\alpha} ; x_{k} \in C\left(J_{k}, X_{\alpha}\right) ; k=0,1, \cdots, m\right.
$$

$$
\text { and there exist } x\left(t_{k}^{-}\right) \text {and } x\left(t_{k}^{+}\right) ; k=0,1, \cdots, m
$$

$$
\text { with } \left.x\left(t_{k}^{-}\right)=x\left(t_{k}\right), x(0)+g(x)=x_{0}\right\},
$$

which is a Banach space with the norm

$$
\|x\|_{\Omega}=\max \left\{\left\|x_{k}\right\|_{J_{k}} ; k=0,1, \cdots, m\right\}
$$

where $x_{k}$ is the restriction of $x$ to
$J_{k}=\left(t_{k}, t_{k+1}\right], k=0,1, \cdots, m$ and $\left\|x_{k}\right\|_{J_{k}}=\sup _{s \in J_{k}}\left\|x_{k}(s)\right\|_{\alpha}$.

For the system (1) we assume that the following hypotheses are satisfied for some $\alpha \in(0,1)$ :
(H1) Let $W: L^{2}(J, U) \rightarrow X_{\alpha}$ be the linear operator defined by

$$
W u=\int_{0}^{b} T(b-s) B u(s) \mathrm{d} s
$$

The $W: L^{2}(J, U) /$ ker $W \rightarrow X_{\alpha}$ induces a bounded invertible operator $\tilde{W}^{-1}$ and there exists positive constant $M_{1}$ and $M_{2}$ such that and $\|B\| \leq M_{1}$ and
$\left\|\tilde{W}^{-1}\right\| \leq M_{2}$.
(H2) i) there exists a constant $\beta \in(0,1)$ such that $F:[0, b] \times X_{\alpha} \rightarrow X_{\beta}$ is a continuous function, and $A^{\beta} F:[0, b] \times X_{\alpha} \rightarrow X_{\beta}$ satisfies the Lipschitz condition, that is, there exists a constant $L>0$ such that

$$
\left\|A^{\beta} F\left(t_{1}, x_{1}\right)-A^{\beta} F\left(t_{2}, x_{2}\right)\right\|_{\alpha} \leq L\left(\left|t_{1}-t_{2}\right|+\left\|x_{1}-x_{2}\right\|_{\alpha}\right)
$$

for any $0 \leq t_{1}, t_{2} \leq b ; x_{1}, x_{2} \in X_{\alpha}$.
ii) Moreover, there exists a constant $L_{1}>0$ such that the inequality

$$
\left\|A^{\beta} F(t, x)\right\|_{\alpha} \leq L_{1}\left(\|x\|_{\alpha}+1\right),
$$

holds for any $x \in X_{\alpha}$.
(H3) The multi-valued map $G: J \times X_{\alpha} \rightarrow P_{c, c p}(X)$ satisfies the following conditions:
i) for each $t \in J$, the function $G(t,):. X_{\alpha} \rightarrow P_{c, c p}(X)$ is u.s.c. and for each $x \in X_{\alpha}$, the function
$G(., x): J \rightarrow P_{c, c p}(X)$ is measurable. Also for each fixed $y \in \Omega$ the set

$$
S_{G, x}=\left\{v \in L^{1}(J, X): v(t) \in G\left(t, x\left(h_{2}(t)\right)\right) \text { fora.e. } t \in J\right\}
$$

is nonempty.
ii) for each positive number $l \in N$, there exists a positive function $w(l)$ dependent on $l$ such that

$$
\sup _{\|x\| \leq l}\|G(t, x)\| \leq w(l)
$$

and $\liminf _{l \rightarrow \infty} \frac{w(l)}{l}=\gamma<\infty \quad$ where
$\|G(t, x)\|=\sup \{\|v\|: v \in G(t, x)\},\|x\|_{\alpha}=\sup _{0 \leq s \leq \alpha}\|x(s)\|_{\alpha}$.
(H4) $h_{i} \in C(J, J), i=1,2 . g: \Omega \rightarrow X_{\alpha}$ is continuous and satisfies that
i) there exists positive constants $L_{2}$ and $L_{2^{\prime}}$ such that

$$
\|g(y)\|_{\alpha} \leq L_{2}\|y\|_{\Omega}+L_{2}^{\prime} \text { for all } y \in \Omega
$$

ii) $A^{\alpha} g$ is completely continuous map.
(H5) $I_{k} \in C\left(X_{\alpha}, X_{\alpha}\right), k=1,2, \cdots, m$, are all bounded, that is, there exist constants $d_{k}, k=1,2, \cdots, m$, such that

$$
\left\|I_{k}(x)\right\|_{\alpha} \leq d_{k}, \text { for each } x \in X_{\alpha} .
$$

Now we define the mild solution for the system (1).
DEFINITION 2.1 The system (1) is said to be nonlocally controllable on the interval $J$ if for every $x(0)+g(x) \in D(A)$ and $x_{0}, z_{1} \in X$, there exists a control $u \in L^{2}\left(0, b: L^{2}(0,2 \pi)\right)=L^{2}(J, U)$ such that the
corresponding solution $x(\cdot)$ of $(1)$ satisfies
i) $x(b)+g(x)=z_{1}$ with $x(0)+g(x)=x_{0}$;
ii) $\left.\Delta x\right|_{t=t_{k}}=I_{k}\left(x\left(t_{k}^{-}\right)\right) ; k=1,2, \cdots, m$;
iii) there exists a function $v \in L^{1}(J, X)$ such that

$$
\begin{align*}
& v(t) \in G\left(t, x\left(h_{2}(t)\right)\right) \quad \text { a.e. on } J \text { and } \\
& x(t)= T(t)\left[x_{0}-g(x)-F\left(0, x\left(h_{1}(0)\right)\right)\right]+F\left(t, x\left(h_{1}(t)\right)\right) \\
&+\int_{0}^{t} A T(t-s) F\left(s, x\left(h_{1}(s)\right)\right) \mathrm{d} s+\int_{0}^{t} T(t-s) v(s) \mathrm{d} s \\
&+\int_{0}^{t} T(t-s)(B u)(s) \mathrm{d} s \\
&+\sum_{0<t_{k}<t} T\left(t-t_{k}\right) I_{k}\left(x\left(t_{k}^{-}\right)\right) ; t \in J, v \in S_{G, x} . \tag{2.1}
\end{align*}
$$

The following lemmas are crucial in the proof of our main theorem.

LEMMA 2.2 [20] Let $X$ be a Banach space. Let $G: J \times X \rightarrow P_{b, c l, c}(X)$ satisfies that
i) For each $x \in X,(t, x) \mapsto G(t, x)$ is measurable with respect to $t$ and for each $t \in J,(t, x) \rightarrow G(t, x)$ is u.s.c. with respect to x .
ii) For each fixed $x \in C(J, X)$, the set
$S_{G, x}=\left\{v \in L^{1}(J, X): v(t) \in G\left(t, x\left(h_{2}(t)\right)\right)\right.$, for a.e. $\left.t \in J\right\}$ is nonempty.

Let $\Gamma$ be a linear continuous mapping from
$L^{1}(J, X)$ to $C(J, X)$ then the operator
$\Gamma O S_{G}: C(J, X) \rightarrow P_{c p, c}(C(J, X))$,
$x \rightarrow\left(\Gamma O S_{G}\right)(x):=\Gamma\left(S_{G, x}\right)$ is a closed graph operator in $C(J, X) \times C(J, X)$.
LEMMA 2.3 [17] Let $\Omega$ be a bounded and convex set in Banach space X. $F: \Omega \rightarrow 2^{\Omega} \backslash \phi$ be an upper semi-continuous and condensing multi-valued map. If for every $x \in \Omega, F(x)$ is closed and convex set in $\Omega$, then $F$ has a fixed point in $\Omega$.

## 3. Controllability Result

We are now able to state and prove our main controllability result.

THEOREM 3.1 Let $x_{0} \in X_{\alpha}$. If the hypotheses (H1)(H5) are satisfied, then the system (1) is controllable provided

$$
\begin{align*}
& L_{0}:=L\left[(M+1) M_{0}+\frac{1}{\beta} C_{1}-\beta \alpha^{\beta}\right]<1  \tag{3.1}\\
& \left(M_{0} L_{1}+L_{2}\right) M+M_{0} L_{1} \\
& +\frac{1}{\beta} C_{1}-\beta \alpha^{\beta} L_{1}+\frac{1}{(1-\alpha)} C_{\alpha} \alpha^{1-\alpha} \gamma<1 \tag{3.2}
\end{align*}
$$

and

$$
\begin{align*}
M_{3}= & \left\|z_{1}\right\|_{\alpha}+M_{1}\left\|x_{0}\right\|_{\alpha}+(M+1)\left(L_{2} l+L_{2}^{\prime}\right) \\
& +(M+1) M_{0} L_{1}(l+1)+\frac{C_{1-\beta}}{\beta} L_{1}(l+1) b^{\beta}  \tag{3.3}\\
& +\frac{C_{\alpha}}{1-\alpha} w(l) b^{1-\alpha}+M \sum_{k=1}^{m} d_{k},
\end{align*}
$$

$$
\begin{aligned}
l< & \left\|T(t)\left[x_{0}-g\left(x_{l}\right)-A^{-\beta} A^{\beta} F\left(0, x_{l}\left(h_{1}(0)\right)\right)\right]\right\|_{\alpha} \\
& +\left\|A^{-\beta} A^{\beta} F\left(t, x_{l}\left(h_{1}(t)\right)\right)\right\|_{\alpha} \\
& +\left\|\int_{0}^{t} A^{1-\beta} T(t-s) A^{\beta} F\left(s, x_{l}\left(h_{1}(s)\right)\right) \mathrm{d} s\right\|_{\alpha} \\
& +\left\|\int_{0}^{t} T(t-s) v_{l}(s) \mathrm{d} s\right\|_{\alpha}+\left\|\int_{0}^{t} T(t-s)\left(B u_{l}\right)(s) \mathrm{d} s\right\|_{\alpha} \\
& +\sum_{0<t_{k}<t}\left\|T\left(t-t_{k}\right)\right\|_{\alpha}\left\|I_{k}\left(x_{l}\left(t_{k}^{-}\right)\right)\right\|_{\alpha} \\
l \leq & M\left[\left\|x_{0}\right\|_{\alpha}+L_{2} l+L_{2}^{\prime}+M_{0} L_{1}(l+1)\right]+M_{0} L_{1}(l+1) \\
& +\int_{0}^{t} \frac{C_{1-\beta}}{(t-s)^{(1-\beta)}} L_{1}(l+1) \mathrm{d} s+\int_{0}^{t} \frac{C_{\alpha}}{(t-s)^{\alpha}} w_{1}(l) \mathrm{d} s \\
& +\int_{0}^{t} \frac{C_{\alpha}}{(t-s)^{\alpha}} M_{1} M_{2} M_{3} \mathrm{~d} s+M \sum_{k=1}^{m} d_{k}
\end{aligned}
$$

Dividing on both sides by $l$ and taking the lower limit as $l \rightarrow+\infty$ we get

$$
\left(M_{0} L_{1}+L_{2}\right) M+M_{0} L_{1}+C_{1-\beta} \frac{b^{\beta}}{\beta} L_{1}+C_{\alpha} \frac{b^{1-\alpha}}{1-\alpha} \gamma \geq 1
$$

This is a contradiction with Formula (2). Hence for some positive integer $N\left(H_{l}\right) \subseteq H_{l}$.

Step 2: $N(x)$ is convex for each $x \in \Omega$.
Indeed if $y_{1}, y_{2} \in N(x)$ then there exists $v_{1}, v_{2} \in S_{G, x}$ such that for each $t \in J$, we have

$$
\begin{aligned}
y_{i}(t)= & T(t)\left[x_{0}-g(x)-F\left(0, x\left(h_{1}(0)\right)\right)\right] \\
& +F\left(t, x\left(h_{1}(t)\right)\right)+\int_{0}^{t} A T(t-s) F\left(s, x\left(h_{1}(s)\right)\right) \mathrm{d} s \\
& +\int_{0}^{t} T(t-s) v_{i}(s) \mathrm{d} s+\int_{0}^{t} T(t-s)\left(B u_{i}\right)(s) \mathrm{d} s \\
& +\sum_{0<t_{k}<t} T\left(t-t_{k}\right) I_{k}\left(x\left(t_{k}^{-}\right)\right) ; i=1,2 .
\end{aligned}
$$

Let $0 \leq \lambda \leq 1$. Then for each $t \in J$ we have

$$
\begin{aligned}
& {\left[\lambda y_{1}+(1-\lambda) y_{2}\right](t)=T(t)\left[x_{0}-g(x)-F\left(0, x\left(h_{1}(0)\right)\right)\right]} \\
& \quad+F\left(t, x\left(h_{1}(t)\right)\right)+\int_{0}^{t} A T(t-s) F\left(s, x\left(h_{1}(s)\right)\right) \mathrm{d} s \\
& \quad+\int_{0}^{t} T(t-s)\left[\lambda v_{1}(s)+(1-\lambda) v_{2}(s)\right] \mathrm{d} s \\
& \quad+\int_{0}^{t} T(t-s) B\left[\lambda u_{1}(s)+(1-\lambda) u_{2}(s)\right] \mathrm{d} s \\
& \quad+\sum_{0<t_{k}<t} T\left(t-t_{k}\right) I_{k}\left(x\left(t_{k}^{-}\right)\right)
\end{aligned}
$$

Since $S_{G, x}$ is convex because $G$ has convex values, $\lambda y_{1}+(1-\lambda) y_{2} \in N(x)$.

Step 3: $N(x)$ is closed for each $x \in \Omega$.
Let $\left\{y_{n}\right\}_{n \geq 0} \in N(x)$ such that $y_{n} \rightarrow y$ in $\Omega$. Then $y \in \Omega$ and there exists $v_{n} \in S_{G, x}$ such that for every $t \in J$,

$$
\begin{aligned}
y_{n}(t)= & T(t)\left[x_{0}-g(x)-F\left(0, x\left(h_{1}(0)\right)\right)\right]+F\left(t, x\left(h_{1}(t)\right)\right) \\
& +\int_{0}^{t} A T(t-s) F\left(s, x\left(h_{1}(s)\right)\right) \mathrm{d} s \\
& +\int_{0}^{t} T(t-s) v_{n}(s) \mathrm{d} s+\int_{0}^{t} T(t-s)(B u)(s) \mathrm{d} s \\
& +\sum_{0<t_{k}<t} T\left(t-t_{k}\right) I_{k}\left(x\left(t_{k}^{-}\right)\right)
\end{aligned}
$$

Using the fact that $G$ has compact values, we may pass to a subsequence if necessary to get that $v_{n}$ conver-ges to $v \in L^{1}(J, X)$ and hence $v \in S_{G, x}$. Then for each $t \in J$,

$$
\begin{aligned}
& y_{n}(t) \rightarrow y(t)=T(t)\left[x_{0}-g(x)-F\left(0, x\left(h_{1}(0)\right)\right)\right] \\
& +F\left(t, x\left(h_{1}(t)\right)\right)+\int_{0}^{t} A T(t-s) \times F\left(s, x\left(h_{1}(s)\right)\right) \mathrm{d} s \\
& +\int_{0}^{t} T(t-s) v(s) \mathrm{d} s+\int_{0}^{t} T(t-s)(B u)(s) \mathrm{d} s \\
& +\sum_{0<t_{k}<t} T\left(t-t_{k}\right) I_{k}\left(x\left(t_{k}^{-}\right)\right) ; t \in J .
\end{aligned}
$$

Hence $y \in N(x)$.
Step 4: Next we show that the operator $N$ is u.s.c and condensing.

For this purpose, we decompose $N$ as $N=N_{1}+N_{2}$, where the operators $N_{1}, N_{2}$ are defined on $H_{l}$ respectively by

$$
\begin{aligned}
\left(N_{1} x\right)(t) & =F\left(t, x\left(h_{1}\right)(t)\right)-T(t) F\left(0, x\left(h_{1}(0)\right)\right. \\
& +\int_{0}^{t} A T(t-s) F\left(s, x\left(h_{1}(s)\right)\right) \mathrm{d} s
\end{aligned}
$$

$$
\begin{aligned}
N_{2} x=\{ & y \in \Omega: y(t)=T(t)\left[x_{0}-g(x)-F\left(0, x\left(h_{1}(0)\right)\right)\right] \\
& +F\left(t, x\left(h_{1}(t)\right)\right)+\int_{0}^{t} A T(t-s) F\left(s, x\left(h_{1}(s)\right)\right) \mathrm{d} s \\
& +\int_{0}^{t} T(t-s) v(s) \mathrm{d} s+\int_{0}^{t} T(t-s)(B u)(s) \mathrm{d} s \\
& \left.+\sum_{0<t_{k}<t} T\left(t-t_{k}\right) I_{k}\left(x\left(t_{k}^{-}\right)\right) ; v \in S_{G, x}\right\} .
\end{aligned}
$$

We will verify that $N_{1}$ is a contraction while $N_{2}$ is a completely continuous operator.

To prove that $N_{1}$ is a contraction, we take $x_{1}, x_{2} \in H_{l}$ arbitrarily. Then for each $t \in J$ and by condition (H2), we have that

$$
\begin{aligned}
& \left\|\left(N_{1} x_{1}\right)(t)-\left(N_{1} x_{2}\right)(t)\right\|_{\alpha} \\
& \leq\left\|F\left(t, x_{1}\left(h_{1}(t)\right)\right)-F\left(t, x_{2}\left(h_{1}(t)\right)\right)\right\|_{\alpha} \\
& +\left\|T(t)\left[F\left(0, x_{1}\left(h_{1}(0)\right)\right)-F\left(0, x_{2}\left(h_{1}(0)\right)\right)\right]\right\|_{\alpha} \\
& +\left\|\int_{0}^{t} A T(t-s)\left[F\left(s, x_{1}\left(h_{1}(s)\right)\right)-F\left(s, x_{2}\left(h_{1}(s)\right)\right)\right] \mathrm{d} s\right\|_{\alpha} \\
& =\left\|A^{-\beta}\left[A^{\beta} F\left(t, x_{1}\left(h_{1}(t)\right)\right)-A^{\beta} F\left(t, x_{2}\left(h_{1}(t)\right)\right)\right]\right\|_{\alpha} \\
& +\| T(t) A^{-\beta}\left[A^{\beta} F\left(0, x_{1}\left(h_{1}(0)\right)-A^{\beta} F\left(0, x_{2}\left(h_{1}(0)\right)\right)\right] \|_{\alpha}\right. \\
& +\| \int_{0}^{t} A^{1-\beta} T(t-s) \\
& \quad \cdot\left[A^{\beta} F\left(s, x_{1}\left(h_{1}(s)\right)\right)-A^{\beta} F\left(s, x_{2}\left(h_{1}(s)\right)\right)\right] \mathrm{d} s \|_{\alpha} \\
& \leq\left[(M+1) M_{0} L+\int_{0}^{t} \frac{C_{1-\beta}}{(t-s)^{1-\beta}} L \mathrm{~d} s\right] \cdot \sup _{0 \leq s \leq \alpha}\left\|x_{1}(s)-x_{2}(s)\right\|_{\alpha} \\
& \leq L\left[(M+1) M_{0}+\frac{1}{\beta} C_{1-\beta} \alpha^{\beta}\right] \sup _{0 \leq s \leq \alpha}\left\|x_{1}(s)-x_{2}(s)\right\|_{\alpha} \\
& =L_{0} \sup _{0 \leq s \leq \alpha}\left\|x_{1}(s)-x_{2}(s)\right\|_{\alpha}
\end{aligned}
$$

Thus, $\left\|N_{1} x_{1}-N_{2} x_{2}\right\|_{\alpha} \leq L_{0}\left\|x_{1}-x_{2}\right\|_{\alpha}$. Therefore by assumption $0<L_{0}<1, N_{1}$ is a contraction.

Next we show that $N_{2}$ is u.s.c. and condensing.
i) $N_{2}\left(H_{l}\right)$ is clearly bounded.
ii) $N_{2}\left(H_{l}\right)$ is equi-continuous.

Let $\tau_{1}, \tau_{2} \in J, \tau_{1}<\tau_{2}$. Let $x \in H_{l}$ and $y \in N_{2}(x)$. Then there exists $v \in S_{G, x}$ such that for each $t \in J$, we have

$$
\begin{aligned}
y(t) & =T(t)\left[x_{0}-g(x)\right]+\int_{0}^{t} T(t-s) v(s) \mathrm{d} s \\
& +\int_{0}^{t} T(t-s)(B u)(s) \mathrm{d} s+\sum_{0<t_{k}<t} T\left(t-t_{k}\right) I_{k}\left(x\left(t_{k}^{-}\right)\right)
\end{aligned}
$$

Then,

$$
\begin{aligned}
& \left\|y\left(\tau_{2}\right)-y\left(\tau_{1}\right)\right\|_{\alpha} \\
& \leq\left\|\left[T\left(\tau_{2}\right)-T\left(\tau_{1}\right)\right]\left(x_{0}-g(x)\right)\right\|_{\alpha} \\
& +\left\|\int_{0}^{\tau_{1}}\left[T\left(\tau_{2}-s\right)-T\left(\tau_{1}-s\right)\right] v(s) \mathrm{d} s\right\|_{\alpha}+\left\|\int_{\tau_{1}}^{\tau_{2}} T\left(\tau_{2}-s\right) v(s) \mathrm{d} s\right\|_{\alpha} \\
& +\| \int_{0}^{\tau_{1}}\left[T\left(\tau_{2}-s\right)-T\left(\tau_{1}-s\right)\right] B \tilde{W}^{-1} \\
& \quad \cdot\left\{z_{1}-g(x)-T(b)\left[x_{0}-g(x)-F\left(0, x\left(h_{1}(0)\right)\right)\right]\right. \\
& \quad-F\left(b, x\left(h_{1}(b)\right)\right)-\int_{0}^{b} A T(b-\eta) F\left(\eta, x\left(h_{1}(\eta)\right)\right) \mathrm{d} \eta \\
& \left.\quad \quad-\int_{0}^{b} T(b-\eta) v(\eta) \mathrm{d} \eta-\sum_{0 \leq t_{k} \leq \tau_{1}} T\left(t-t_{k}\right) I_{k}\left(x\left(t_{k}^{-}\right)\right)\right\} \mathrm{d} s \|_{\alpha} \\
& +\| \int_{\tau_{1}}^{\tau_{2}} T\left(\tau_{2}-s\right) B \tilde{W}^{-1} \\
& \quad \cdot\left\{z_{1}-g(x)-T(b)\left[x_{0}-g(x)-F\left(0, x\left(h_{1}(0)\right)\right)\right]\right. \\
& \quad-F\left(b, x\left(h_{1}(b)\right)\right)-\int_{0}^{b} A T(b-\eta) F\left(\eta, x\left(h_{1}(\eta)\right)\right) d \eta \\
& \left.\quad \quad-\int_{0}^{b} T(b-\eta) v(\eta) \mathrm{d} \eta+\sum_{\tau_{1} \leq t_{k} \leq \tau_{2}} T\left(t-t_{k}\right) I_{k}\left(x\left(t_{k}^{-}\right)\right)\right\} \mathrm{d} s \|_{\alpha}
\end{aligned}
$$

The right hand side tends to zero as $\left(\tau_{2}-\tau_{1}\right) \rightarrow 0$, since $T(t)$ is strongly continuous and the compactness of $\{T(t)\}_{t \geq 0}$ implies the continuity in the uniform operator topology. Thus $N_{2}($.$) is equi-continuous on H_{l}$.
iii) $\left(N_{2} H_{l}\right)(t)$ is relatively compact for each $t \in J$, where $\left(N_{2} H_{l}\right)(t)=\left\{y(t): y \in\left(N_{2} H_{l}\right)\right\}$.

Obviously, by condition $(H 4)(i i),\left(N_{2} H_{l}\right)(t)$ is relatively compact in $X_{\alpha}$ for $t=0$. Let $0<t \leq b$ be fixed and $0<\varepsilon<t$. For $x \in H_{l}$ and $y \in N_{2}(x)$, there exists a function $v \in S_{G, x}$ such that

$$
\begin{aligned}
y(t) & =T(t)\left[x_{0}-g(x)\right]+\int_{0}^{t-\varepsilon} T(t-s) v(s) \mathrm{d} s \\
& +\int_{t-\varepsilon}^{t} T(t-s) v(s) \mathrm{d} s+\int_{0}^{t-\varepsilon} T(t-s)(B u)(s) \mathrm{d} s \\
& +\int_{t-\varepsilon}^{t} T(t-s)(B u)(s) \mathrm{d} s+\sum_{0<t_{k}<t} T\left(t-t_{k}\right) I_{k}\left(x\left(t_{k}^{-}\right)\right)
\end{aligned}
$$

Define,

$$
\begin{aligned}
y_{\varepsilon}(t)= & T(t)\left[x_{0}-g(x)\right]+\int_{0}^{t-\varepsilon} T(t-s) v(s) \mathrm{d} s \\
& +\int_{0}^{t-\varepsilon} T(t-s)(B u)(s) \mathrm{d} s+\sum_{0<t_{k}<t} T\left(t-t_{k}\right) I_{k}\left(x\left(t_{k}^{-}\right)\right) \\
y_{\varepsilon}(t)= & T(t)\left[x_{0}-g(x)\right]+T(\varepsilon) \int_{0}^{t-\varepsilon} T(t-\varepsilon-s) v(s) \mathrm{d} s \\
& +T(\varepsilon) \int_{0}^{t-\varepsilon} T(t-\varepsilon-s)(B u)(s) \mathrm{d} s \\
& +\sum_{0<t_{k}<t} T\left(t-t_{k}\right) I_{k}\left(x\left(t_{k}^{-}\right)\right)
\end{aligned}
$$

Since $T(t)$ is compact, the set
$Y_{\varepsilon}(t)=\left\{y_{\varepsilon}(t): y \in N_{2}\left(H_{l}\right)\right\}$ is relatively compact in $X_{\alpha}$ for every $\varepsilon, 0<\varepsilon<t$.

Moreover, for every $y \in N_{2}\left(H_{l}\right)$,

$$
\leq M w(l) \varepsilon
$$

$$
+M M_{1} M_{2} \int_{t-\varepsilon}^{t}\left\{\left\|z_{1}\right\|_{\alpha}+\left(L_{2} l+L_{2}^{\prime}\right)\right.
$$

$$
+M\left[\left\|x_{0}\right\|+\left(L_{2} l+L_{2}^{\prime}\right)+M_{0} L_{1}(l+1)\right]
$$

$$
+M_{0} L_{1}(l+1)+\int_{0}^{b} \frac{C_{1-\beta}}{(b-\eta)^{(1-\beta)}} L_{1}(l+1) \mathrm{d} \eta
$$

$$
\left.+\int_{0}^{b} \frac{C_{\alpha}}{(b-\eta)^{\alpha}} w(l) \mathrm{d} \eta+M \sum_{k=1}^{m} d_{k}\right\} \mathrm{d} s
$$

$$
\leq M w(l) \varepsilon+M M_{1} M_{2} M_{3} \varepsilon
$$

$$
\leq M \varepsilon\left[w(l)+M_{1} M_{2} M_{3}\right]
$$

Therefore, letting $\varepsilon \rightarrow 0$, we see that there are relatively compact sets arbitrarily close to the set $\left\{y(t): y \in N_{2}\left(H_{l}\right)\right\}$. Hence the set $\left\{y(t): y \in N_{2}\left(H_{l}\right)\right\}$ is relatively compact in $X_{\alpha}$.

As a consequence of (i),(ii), (iii) and together with the Arzela-Ascoli theorem we can conclude that
$N_{2}: H_{l} \rightarrow 2^{H_{l}}$ is a completely continuous multi-valued map and, therefore, a condensing multi- valued map.

$$
\begin{aligned}
& \left\|y(t)-y_{\varepsilon}(t)\right\|_{\alpha} \\
& =\left\|\int_{t-\varepsilon}^{t} T(t-s) v(s) \mathrm{d} s\right\|_{\alpha}+\left\|\int_{t-\varepsilon}^{t} T(t-s)(B u)(s) \mathrm{d} s\right\|_{\alpha} \\
& \leq M \int_{t-\varepsilon}^{t} w(l) \mathrm{d} s \\
& +M M_{1} M_{2} \int_{t-\varepsilon}^{t}\left\{\left\|z_{1}\right\|_{\alpha}+\|g(x)\|_{\alpha}\right. \\
& +\|T(b)\|\left[\left\|x_{0}\right\|+\|g(x)\|+\left\|F\left(0, x\left(h_{1}(0)\right)\right)\right\|\right] \\
& +\left\|F\left(b, x\left(h_{1}(b)\right)\right)\right\| \\
& +\left\|\int_{0}^{b} A T(b-\eta) F\left(\eta, x\left(h_{1}(\eta)\right)\right) \mathrm{d} \eta\right\| \\
& +\left\|\int_{0}^{b} T(b-\eta) v(\eta) \mathrm{d} \eta\right\| \\
& \left.+\left\|\sum_{0<t_{k}<t} T\left(t-t_{k}\right) I_{k}\left(x\left(t_{k}^{-}\right)\right)\right\|\right\} \mathrm{d} s
\end{aligned}
$$

iv) $N_{2}$ has a closed graph.

From the above steps we can see, for every $x \in H_{l}$, $N_{2}(x)$ is relatively compact and closed set, which can be testified as in Step 3. Hence $N_{2}(x)$ is a compact set.

Let $\quad x_{n} \rightarrow x_{*}, \quad x_{n} \in H_{l}, y_{n} \in N_{2}\left(x_{n}\right)$ and $y_{n} \rightarrow y_{*}$. We must show that $y_{*} \in N_{2}\left(x_{*}\right) ; y_{n} \in N_{2}\left(x_{n}\right)$ means that there exists $v_{n} \in S_{G, x_{n}}$ such that, for each $t \in J$.

$$
\begin{aligned}
y_{n}(t) & =T(t)\left[x_{0}-g\left(x_{n}\right)\right]+\int_{0}^{t} T(t-s) v_{n}(s) \mathrm{d} s \\
& +\int_{0}^{t} T(t-s)\left(B u_{n}\right)(s) \mathrm{d} s+\sum_{0<t_{k}<t} T\left(t-t_{k}\right) I_{k}\left(x_{n}\left(t_{k}^{-}\right)\right)
\end{aligned}
$$

where

$$
\begin{aligned}
u_{x_{n}}(t)= & \tilde{W}^{-1}\left[z_{1}-g\left(x_{n}\right)-T(b)\left[x_{0}-g\left(x_{n}\right)-F\left(0, x\left(h_{1}(0)\right)\right)\right]\right. \\
& -F\left(b, x\left(h_{1}(b)\right)\right)+\int_{0}^{b} A T(b-s) F\left(s, x\left(h_{1}(s)\right)\right) \mathrm{d} s \\
& \left.+\int_{0}^{b} T(b-s) v_{n}(s) \mathrm{d} s+\sum_{0<t_{k}<t} T\left(t-t_{k}\right) I_{k}\left(x_{n}\left(t_{k}^{-}\right)\right)\right]
\end{aligned}
$$

Consider the linear continuous operator
$\Gamma: L^{1}(J, X) \rightarrow C(J, X), v \mapsto \Gamma(v)(t)=\int_{0}^{t} T(t-s) v(s) \mathrm{d} s$.

We must prove that there exists $v_{*} \in S_{G, x_{*}}$ such that

$$
\begin{aligned}
y_{*}(x)= & T(t)\left[x_{0}-g\left(x_{*}\right)\right]+\int_{0}^{t} T(t-s) v_{*}(s) \mathrm{d} s \\
& +\int_{0}^{t} T(t-s)\left(B u_{*}\right)(s) \mathrm{d} s+\sum_{0<t_{k}<t} T\left(t-t_{k}\right) I_{k}\left(x_{*}\left(t_{k}^{-}\right)\right)
\end{aligned}
$$

where

$$
\begin{aligned}
& \begin{array}{l}
u_{x_{*}}(t) \\
\begin{aligned}
=\tilde{W}^{-1}[ & z_{1}
\end{aligned}-g\left(x_{*}\right)-T(b)\left[x_{0}-g\left(x_{*}\right)-F\left(0, x\left(h_{1}(0)\right)\right)\right] \\
\\
\\
-F\left(b, x\left(h_{1}(b)\right)\right)+\int_{0}^{b} A T(b-s) F\left(s, x\left(h_{1}(s)\right)\right) \mathrm{d} s \\
\\
\left.\quad+\int_{0}^{b} T(b-s) v_{*}(s) \mathrm{d} s+\sum_{0<t_{k}<t} T\left(t-t_{k}\right) I_{k}\left(x_{*}\left(t_{k}^{-}\right)\right)\right]
\end{array}
\end{aligned}
$$

Clearly, since $I_{k}, k=1,2, \cdots, m$ and $g$ are continuous we have that

$$
\|\left(y_{n}(t)-T(t)\left[x_{0}-g\left(x_{n}\right)\right]-\int_{0}^{t} T(t-s)\left(B u_{n}\right)(s) \mathrm{d} s-\sum_{0<t_{k}<t} T\left(t-t_{k}\right) I_{k}\left(x_{n}\left(t_{k}^{-}\right)\right)\right)
$$

$$
-\left(y_{*}(x)-T(t)\left[x_{0}-g\left(x_{*}\right)\right]-\int_{0}^{t} T(t-s)\left(B u_{*}\right)(s) \mathrm{d} s-\sum_{0<t_{k}<t} T\left(t-t_{k}\right) I_{k}\left(x_{*}\left(t_{k}^{-}\right)\right) \|_{\Omega} \rightarrow 0, \text { as } n \rightarrow \infty\right.
$$

$$
\left(y_{n}(t)-T(t)\left[x_{0}-g\left(x_{n}\right)\right]-\int_{0}^{t} T(t-s)\left(B u_{n}\right)(s) \mathrm{d} s-\sum_{0<t_{k}<t} T\left(t-t_{k}\right) I_{k}\left(x_{n}\left(t_{k}^{-}\right)\right)\right) \in \Gamma\left(S_{G, x_{n}}\right) .
$$

Since $x_{n} \rightarrow x_{*}$, it follows from (H3) that

$$
\left.y_{*}(t)-T(t)\left[x_{0}-g\left(x_{*}\right)\right]\right]_{0}^{t} T(t-s)\left(B u_{*}\right)(s) \mathrm{d} s-\sum_{0<t_{k}<t} T\left(t-t_{k}\right) I_{k}\left(x_{*}\left(t_{k}^{-}\right)\right) \in \Gamma\left(S_{G, x_{*}}\right)
$$

that is, there must exist a $v_{*}(t) \in S_{G, x_{*}}$ such that

$$
\begin{aligned}
& y_{*}(t)-T(t)\left[x_{0}-g\left(x_{*}\right)\right] \\
& -\int_{0}^{t} T(t-s)\left(B u_{*}\right)(s) \mathrm{d} s-\sum_{0<t_{k}<t} T\left(t-t_{k}\right) I_{k}\left(x_{*}\left(t_{k}^{-}\right)\right) \\
& =\Gamma\left(v_{*}(t)\right)=\int_{0}^{t} T(t-s) v_{*}(s) \mathrm{d} s .
\end{aligned}
$$

Therefore, $N_{2}$ has a closed graph. Since $N_{2}$ is a completely continuous multi-valued map with compact value, $N_{2}$ is u.s.c. On the other hand $N_{1}$ is a contraction. Hence $N=N_{1}+N_{2}$ is u.s.c. and condensing.

By Lemma 2.3, there exists a fixed point $x($.$) for N$ on $H_{l}$. Therefore, the nonlocal Cauchy problem with impulsive effect (1) is controllable on $J$.
Particularly, if $G\left(t, x\left(h_{2}(t)\right)\right)$ is a single-valued map,
then the system (1) will become

$$
\left\{\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t}\left[x(t)-F\left(t, x\left(h_{1}(t)\right)\right)\right]= A x(t)+B u(t)+G\left(t, x\left(h_{2}(t)\right)\right)  \tag{4}\\
& t \in J:=[0, b] \\
&\left.\Delta x\right|_{t=t_{k}}=I_{k}\left(x\left(t_{k}^{-}\right)\right) ; k=1,2, \cdots, m ; t \neq t_{k} \\
& x(0)+g(x)=x_{0}
\end{align*}\right.
$$

by using Sadovskii's fixed-point theorem for condensing map, we can analogously study the controllability of the system (4).
(H3)' The function $G: J \times X_{\alpha} \rightarrow X$ satisfies the following conditions:
i) for each $t \in J$, the function $G(t,):. X_{\alpha} \rightarrow X$ is
continuous; and for each $x \in X_{\alpha}$, the function $G(., x): J \rightarrow X$ is strongly measurable.
ii) for each positive number $l \in N$, there exists a positive function $w(l)$ dependent on $l$ such that

$$
\sup \|G(t, x)\| \leq w(l) \text { and } \lim _{l \rightarrow \infty} \frac{w(l)}{l}=\gamma<\infty
$$

where

$$
\|x\|_{\alpha}=\sup _{0 \leq s \leq \alpha}\|x(s)\|_{\alpha}
$$

THEOREM 3.2 Let $x_{0} \in X_{\alpha}$. If the hypotheses $(H 1),(H 2),(H 3)^{\prime},(H 4)$ and $(H 5)$ are satisfied, then the system (4) is controllable on $J$ provided (1), (2) and (1) hold.

Proof The mild solution of the system (4) is given by

$$
\begin{aligned}
x(t)= & T(t)\left[x_{0}-g(x)-F\left(0, x\left(h_{1}(0)\right)\right)\right] \\
& +F\left(t, x\left(h_{1}(t)\right)\right)+\int_{0}^{t} A T(t-s) F\left(s, x\left(h_{1}(s)\right)\right) \mathrm{d} s \\
& +\int_{0}^{t} T(t-s) G\left(s, x\left(h_{2}(s)\right) \mathrm{d} s+\int_{0}^{t} T(t-s)(B u)(s) \mathrm{d} s\right. \\
& +\sum_{0<t_{k}<t} T\left(t-t_{k}\right) I_{k}\left(x\left(t_{k}^{-}\right)\right) ; t \in J .
\end{aligned}
$$

We define the operator $N: \Omega \rightarrow \Omega$ by

$$
\begin{aligned}
(N x)(t)= & T(t)\left[x_{0}-g(x)-F\left(0, x\left(h_{1}(0)\right)\right)\right] \\
& +F\left(t, x\left(h_{1}(t)\right)\right)+\int_{0}^{t} A T(t-s) F\left(s, x\left(h_{1}(s)\right)\right) \mathrm{d} s \\
& +\int_{0}^{t} T(t-s) G\left(s, x\left(h_{2}(s)\right)\right) \mathrm{d} s+\int_{0}^{t} T(t-s)(B u)(s) \mathrm{d} s \\
& +\sum_{0<t_{k}<t} T\left(t-t_{k}\right) I_{k}\left(x\left(t_{k}^{-}\right)\right)
\end{aligned}
$$

Then we can decompose $N$ as $N=N_{1}+N_{2}$, where

$$
\begin{aligned}
\left(N_{1} x\right)(t)= & F\left(t, x\left(h_{1}\right)(t)\right)-T(t) F\left(0, x\left(h_{1}(0)\right)\right. \\
& +\int_{0}^{t} A T(t-s) F\left(s, x\left(h_{1}(s)\right)\right) \mathrm{d} s
\end{aligned}
$$

and

$$
\begin{aligned}
\left(N_{2} x\right)(t)= & T(t)\left[x_{0}-g(x)\right]+\int_{0}^{t} T(t-s) G\left(s, x\left(h_{2}(s)\right)\right) \mathrm{d} s \\
& +\int_{0}^{t} T(t-s)(B u)(s) \mathrm{d} s
\end{aligned}
$$

and verify that $N_{1}$ is a contraction while $N_{2}$ is a compact operator, thus Sadovskii's fixed-point theorem can be applied to the operator $N$ and hence $N$ has atleast a fixed point on $\Omega$, which shows that system (4) is controllable on the interval $J$. The desired proof is similar to Step 4 of Theorem 3.1.

## 4. Example

As an application of Theorem 3.2, we study the following impulsive partial function differential system with nonlocal condition

$$
\left\{\begin{array}{c}
\frac{\partial}{\partial t}\left[z(t, x)-\int_{0}^{\pi} b(t, y, x)\left[z(\sin t, y)+\frac{\partial z}{\partial y}(\sin t, y)\right] \mathrm{d} y\right] \\
=\frac{\partial^{2} z(t, x)}{\partial x^{2}}+u(t, y)+h\left(t, z(\sin t, x), \frac{\partial z}{\partial x}(\sin t, x)\right) \\
0 \leq t \leq 1,0 \leq x \leq \pi, t \neq t_{k}, k=1,2, \cdots, m \\
z(t, 0)=z(t, \pi)=0 ; z\left(t_{k}^{+}\right)-z\left(t_{k}^{-}\right)=I_{k}\left(z\left(t_{k}\right)\right), \\
k=1,2, \cdots, m  \tag{4.1}\\
z(0, x)+\sum_{i=0}^{p} \int_{0}^{\pi} k_{i}(y, x) z\left(s_{i}, y\right) \mathrm{d} y=z_{0}(x), 0 \leq x \leq \pi
\end{array}\right.
$$

where $p$ is a positive integer, $0<s_{0}<s_{1}<\cdots<s_{p}<1$, and $0<t_{1}<t_{2}<\cdots t_{m}<\cdots<1 ; z_{0}(x) \in X=L^{2}([0, \pi])$. $A$ is defined by $A \omega=\omega^{\prime \prime}$ with the domain

$$
\begin{gathered}
D(A)=H_{0}^{2}([0, \pi])=\{\omega(.) \in X: \omega \\
\omega^{\prime} \text { are absolutely continuous } \\
\left.\omega^{\prime \prime} \in X, \omega(0)=\omega(\pi)=0\right\}
\end{gathered}
$$

Then $A$ generates a strongly continuous semigroup $T($.$) which is compact, analytic and self-adjoint.$
$a^{\prime}$ ) Also A has a discrete spectrum representation

$$
A \omega=\sum_{n=1}^{\infty}\left(-n^{2}\right)<\omega, \omega_{n}>\omega_{n}, \omega \in D(A), n \in N
$$

where $\omega_{n}(x)=\sqrt{\frac{2}{\pi}} \sin (n x) ; n=1,2, \cdots$ is the orthogonal set of eigenvector of $A$. The eigenvalues are $-n^{2}, n \in N$.
b') The operator $A^{\frac{1}{2}}$ is given by

$$
A^{\frac{1}{2}} \omega=\sum_{n=0}^{\infty} n<\omega, \omega_{n}>\omega_{n}
$$

on the space $D\left(A^{\frac{1}{2}}\right)=\left\{\omega(.) \in X: \sum_{n=1}^{\infty} n<\omega, \omega_{n}>\omega_{n} \in X\right\}$.
The control operator $B: L^{2}(J, X) \rightarrow X$ is defined by $(B u)(t)(y)=u(t, y) ; y \in(0, \pi)$ which satisfies condition (H5). Here $B$ is an identity operator and the control function $u($.$) is given in L^{2}([0, \pi], U)$.

We assume that the following conditions hold:
i) The function $b$ is measurable and

$$
\sup _{0 \leq t \leq 1} \int_{0}^{\pi} \int_{0}^{\pi} b^{2}(t, y, x) \mathrm{d} y \mathrm{~d} x<\infty
$$

ii) The function $\frac{\partial^{2} b(t, y, x)}{\partial x^{2}}$ is measurable,

$$
\begin{aligned}
b(t, y, 0) & =b(t, y, \pi)=0, \text { and } \\
N_{1} & =\sup _{0 \leq t \leq 1}\left[\int_{0}^{\pi} \int_{0}^{\pi}\left(\frac{\partial^{2} b(t, y, x)}{\partial x^{2}}\right)^{2} \mathrm{~d} y \mathrm{~d} x\right]^{\frac{1}{2}}<\infty .
\end{aligned}
$$

iii) For the function $h:[0,1] \times R \times R \rightarrow R$ the following three conditions are satisfied:

1) For each $t \in[0,1], h(t, .,$.$) is continuous.$
2) For each $z \in X_{\frac{1}{2}}, h\left(., z, z^{\prime}\right)$ is measurable.
3) There is a positive number $c_{1}$ such that

$$
\left\|g\left(t, z, z^{\prime}\right)\right\| \leq c_{1}\|z\|,
$$

for all $(t, z) \in[0,1] \times X_{\frac{1}{2}}$.
iv) $I_{k} \in C\left(X_{\frac{1}{2}}, X_{\frac{1}{2}}\right), k=1, \cdots$, and there exist constants $d_{k}, k=1, \cdots, m$, such that

$$
\left\|I_{k}(z)\right\|_{\frac{1}{2}} \leq d_{k}, z \in X_{\frac{1}{2}} .
$$

Here we choose $\alpha=\beta=\frac{1}{2}$. According to paper [21], we know that, if $z \in X_{\frac{1}{2}}$, then $z$ is absolutely continuous , $z^{\prime} \in X$, and $z(0)=z(\pi)=0$. In view of this result, for $(t, z) \in[0,1] \times X_{\frac{1}{2}}, \omega \in \Omega \quad(\Omega$ is defined as in Section 3), we can define respectively that

$$
\begin{gathered}
F(t, z)(x)=\int_{0}^{\pi} b(t, y, x)\left[z(y)+z^{\prime}(y)\right] \mathrm{d} y . \\
G(t, z)(x)=h\left(t, z(x), z^{\prime}(x)\right),
\end{gathered}
$$

and

$$
\begin{equation*}
g(\omega(t))=\sum_{i=0}^{p} K_{i} \omega_{1}\left(s_{i}\right), \omega \in \Omega \tag{16}
\end{equation*}
$$

where $K_{i}: X_{\frac{1}{2}} \rightarrow X_{\frac{1}{2}}$ is completely continuous
such that $K_{i}(z)(x)=\int_{0}^{\pi} k_{i}(y, x) z(y) \mathrm{d} y$ and
$G:[0,1] \times X_{\frac{1}{2}} \rightarrow X \quad$ It is easy to see that
$F:[0,1] \times X_{\frac{1}{2}} \rightarrow X_{\frac{1}{2}}, A^{\frac{1}{2}} F:[0,1] \times X_{\frac{1}{2}} \rightarrow X_{\frac{1}{2}} \cdots$ In fact, for each $t \in[0,1]$, we have

$$
\begin{aligned}
& \left\langle F(t, z), \omega_{n}\right\rangle \\
& =\frac{1}{n} \sqrt{\frac{2}{\pi}}\left\langle\int_{0}^{\pi} \frac{\partial b(t, y, x)}{\partial x}\left[z(y)+z^{\prime}(y)\right] \mathrm{d} y, \cos (n x)\right\rangle
\end{aligned}
$$

also,

$$
\begin{aligned}
& \left\langle F(t, z), \omega_{n}\right\rangle \\
& =\frac{-1}{n^{2}} \sqrt{\frac{2}{\pi}}\left\langle\int_{0}^{\pi} \frac{\partial^{2} b(t, y, x)}{\partial x^{2}}\left[z(y)+z^{\prime}(y)\right] \mathrm{d} y, \sin (n x)\right\rangle
\end{aligned}
$$

This shows that F and $A^{\frac{1}{2}} F$ both take values in $X_{\frac{1}{2}}$ in terms of properties ( $\mathrm{a}^{\prime}$ ) and ( $\mathrm{b}^{\prime}$ ), and therefore the function $g$. Since, for any $x_{1}, x_{2} \in X_{\frac{1}{2}}$,

$$
\begin{aligned}
& \left\|x_{2}-x_{1}\right\|^{2}=\sum_{n=0}^{\infty}\left\langle x_{2}-x_{1}, z_{n}\right\rangle^{2} \leq \sum_{n=0}^{\infty} n^{2}\left\langle x_{2}-x_{1}, z_{n}\right\rangle^{2} \\
& \leq\left\|x_{2}-x_{1}\right\|_{\frac{1}{2}}^{2}
\end{aligned}
$$

This inequality alongwith condition (ii) says that (H2) is satisfied. Also $G$ satisfies (H3) and $g$ satisfies (H4). By (i), $F(t, z)$ is a bounded linear operator on $X$. Thus $(H 1),(H 2),(H 3)^{\prime},(H 4),(H 5)$ are satisfied and the system (1) is controllable on $[0,1]$.

## 5. Exact Controllability in Infinite Dimensional Space

It has been observed that the example in ([2-11,22]) cannot be recovered as special case of the abstract result. If the semigroup is compact then the assumption (H1) in Section 2 is valid only in finite dimensional space so the applications are restricted to ordinary differential control system but not to partial differential equations (refer [15]). We have tried to overcome to this problem in Section 3 for the inclusion (1). Here we present another way of exact controllability result of the system (4) in infinite dimension space.

LEMMA 5.1 Let $\left.\mathcal{P C}([0, \tau]), X_{\alpha}\right)$ be a space formed by normalized piecewise continuous function $\left([0, \tau], X_{\alpha}\right)$. Let $\mathcal{B} \subseteq \mathcal{P C}$ such tha $\tilde{\mathcal{B}}_{k}=\left\{\tilde{V}_{k}: V \in \mathcal{B}\right\} ;$ where

$$
\tilde{V}_{k}(t)=\left\{\begin{array}{l}
V(t) ; t \in\left(t_{k}, t_{k+1}\right] \\
V\left(t_{k}^{+}\right) ; t=t_{k}
\end{array}\right.
$$

The set $\mathcal{B} \subseteq \mathcal{P C}$ is relatively compact if and only if each set $\tilde{\mathcal{B}}_{k}$ is relatively compact in the space

## $C\left(\left[t_{k}, t_{k+1}\right] ; X_{\alpha}\right)$.

THEOREM 5.2 Assume that the function $F$ and $G$ verify the assumptions (H1) and (H2)' respectively and suppose that the following conditions are fulfilled:
a1) For every $r>0$ and all $\varepsilon>0$ there are compact sets $U_{\varepsilon, r}^{i} \subseteq X_{\alpha}, i=1,2$, such that $T(\varepsilon) A^{\beta} F(s, \xi) \in U_{\varepsilon, r}^{1}$ and $T(\varepsilon) G(s, \xi) \in U_{\varepsilon, r}^{2} \quad$ for every $F(\xi): J \times \mathcal{B}_{r}(0, \Omega)$.
b1) Conditions (H3) and (H4) are satisfied. Then there exists a mild solution of the system (3.4).

Proof Consider the system (3.4). As a main portion of the theorem, we prove that $N$ is completely continuous operator.

The mild solution given in Theorem (3.2) can be splitted up into following four parts:

$$
\begin{gathered}
N^{(1)}(t)=T(t)\left[x(0)-g(x)-F\left(0, x\left(h_{1}(0)\right)\right)\right] \\
+F\left(t, x\left(h_{1}(t)\right)\right) \\
N^{(2)}(t)=\int_{0}^{t} A T(t-s) F\left(s, x\left(h_{1}(s)\right)\right) \mathrm{d} s \\
N^{(3)}(t) z=\int_{0}^{t} T(t-s) G\left(s, x\left(h_{2}(s)\right)\right) \mathrm{d} s+\int_{0}^{t} T(t-s) B u(s) \mathrm{d} s \\
N^{(4)}(t)=\sum_{0 \leq t_{k} \leq t} T\left(t-t_{k}\right) I_{k}\left(x\left(t_{k}^{-}\right)\right), \text {for each } t \in J .
\end{gathered}
$$

Obviously each $N^{(i)}$ is continuous. To prove that $N$ is compact operator we will show separately that $N^{(i)}\left(\mathcal{B}_{r}(0, \Omega)\right)$ is relatively compact in $\Omega$ for every $x \in \mathcal{B}_{r}=\mathcal{B}_{r}(0, \Omega)$.
Step 1: Let $N^{(1)}\left(\mathcal{B}_{r}\right)$ is relatively compact in $\Omega$.
Let $V=N^{(1)}\left(\mathcal{B}_{r}\right)$. Let $T($.$) is uniformly bounded$ on $[0, b]$ and continuous for the norm of the operator in $(0, b]$, we can observe that the sets
$\tilde{V}_{k} \subseteq-T(t) F\left(0, x\left(h_{1}(0)\right)\right)+A^{-\beta} U_{\varepsilon, r}^{1} ;$ it follows that $\tilde{V}_{k}$ is relatively compact for every
$t \in\left[t_{k}, t_{k+1}\right], k=0,1,2, \cdots, m$.
Step 2: Let $N^{(2)}\left(\mathcal{B}_{r}\right)$ is relatively compact in $\Omega$.
We first show that $N^{2}\left(\mathcal{B}_{r}(t)\right)$ is relatively compact for each $t \in J$. For $t=0$ it is trivial. Assume that $0<2 \varepsilon<t \leq b$ and let $U_{\varepsilon, r}^{1}$ be the compact set introduced in the hypothesis (a1). Since $A^{\beta} T($.$) is$ strongly continuous on $[\varepsilon, b]$, it follows that $U_{\varepsilon}=\left\{A^{1-\beta} T(s) x: s \in[\varepsilon, b], x \in U_{\varepsilon, r}^{1}\right\}$ is relatively compact in $X_{\alpha}$.

Now using mean value theorem for Bochner integral, we can write

$$
\begin{aligned}
N^{(2)} x(t)= & \int_{0}^{t-2 \varepsilon} A^{1-\beta} T(t-s-\varepsilon) T(\varepsilon) A^{\beta} F\left(s, x\left(h_{1}(s)\right) \mathrm{d} s\right. \\
& +\int_{t-2 \varepsilon}^{t} A^{1-\beta} T(t-s) A^{\beta} F\left(s, x\left(h_{1}(s)\right) \mathrm{d} s\right. \\
\in & (t-2 \varepsilon) \overline{c o\left(U_{\varepsilon}\right)}+\left(\mathcal{B}_{r^{*}}\right)\left(0, X_{\alpha}\right)
\end{aligned}
$$

for each $x \in\left(\mathcal{B}_{r}\right)$, where $\operatorname{co}\left(U_{\varepsilon}\right)$ denotes convex hull of $U_{\varepsilon}$ and

$$
r^{*}=2^{\beta} C_{1-\beta}\left\{L_{1}\left(\|x\|_{\alpha}+1\right)\right\} \frac{\varepsilon^{\beta}}{\beta}
$$

Thus $N^{2}\left(\mathcal{B}_{r}\right)(t)$ is relatively compact in $X_{\alpha}$. Next we show that $N^{(2)}\left(\mathcal{B}_{r}\right)$ is equi-continuous.
Let $0 \leq t_{0}<t \leq b$. Then

$$
\begin{aligned}
& N^{(2)} x(t)-N^{(1)} x(t) \\
& =-\int_{0}^{t} A T(t-s) F\left(s, x\left(h_{1}(s)\right)\right) \mathrm{d} s \\
& \quad+\int_{0}^{t_{0}} A T\left(t_{0}-s\right) F\left(s, x\left(h_{1}(s)\right)\right) \mathrm{d} s \\
& =\left(I-T\left(t-t_{0}\right)\right) N^{(2)} x\left(t_{0}\right) \\
& \quad-\int_{t_{0}}^{t} A T(t-s) F\left(s, x\left(h_{1}(s)\right)\right) \mathrm{d} s
\end{aligned}
$$

Since the elements $N^{(2)} x\left(t_{0}\right) ;$ for $x \in \mathcal{B}_{r} ;$ are included in a compact set, it follows that the first term on right hand side converges uniformly to zero as $t \rightarrow t_{0}$. Similarly it follows from (b1) that the function $A T(t-s) F\left(s, x\left(h_{1}(s)\right)\right), x \in \mathcal{B}_{r}$ are equi-integrable, which imply that the second term on right hand side also converges uniformly to zero as $t \rightarrow t_{0}$.

This show that $N^{(2)}\left(\mathcal{B}_{r}\right)$ is equi-continuous from the right at $t_{0}$. Similarly it can be prove that $N^{2}\left(\mathcal{B}_{r}\right)$ is equi-continuous from the left at $t_{0}>0$. Thus $N^{(2)}\left(\mathcal{B}_{r}\right)$ is equi-continuous and hence $N^{(2)}\left(\mathcal{B}_{r}\right)$ is relatively compact in $\Omega$.

Step 3: By using same argument as in Step 2 we can prove that the set $N^{(3)}\left(\mathcal{B}_{r}\right)$. is relatively compact in $\Omega$.

Step 4: The relatively compactness of $N^{(4)}\left(\mathcal{B}_{r}\right)$. is consequence of assumption (H4) and Lemma 5.1 Hence the proof.

Remark Throughout Section 5 we have used compactness assumption of Theorem 5.2 (a1) and growth condition (H2) (ii) and (H5). If the maps F and $I_{k}, k=1,2, \cdots, m$ satisfy some Lipschitz conditions (H2) (i) and (H5) instead of compactness in (a1) then also we can prove controllability result.
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#### Abstract

In patients with heart failure and disordered intracardiac conduction of activation, doctors implant a biventricular pacemaker ("cardiac resynchronization therapy", CRT) to allow adjustment of the relative timings of activation of parts of the heart. The process of selecting the pacemaker timings that maximize cardiac function is called "optimization". Although optimization-more than any other clinical assessment-needs to be precise, it is not yet conventional to report the standard error of the optimum alongside its value in clinical practice, nor even in research, because no method is available to calculate precision from one optimization dataset. Moreover, as long as the determinants of precision remain unknown, they will remain unconsidered, preventing candidate haemodynamic variables from being screened for suitability for use in optimization. This manuscript derives algebraically a clinically-applicable method to calculate the precision of the optimum value of $x$ arising from fitting noisy biological measurements of $y$ (such as blood flow or pressure) obtained at a series of known values of $x$ (such as atrioventricular or interventricular delay) to a quadratic curve. A formula for uncertainty in the optimum value of $x$ is obtained, in terms of the amount of scatter (irreproducibility) of $y$, the intensity of its curvature with respect to $x$, the width of the range and number of values of $x$ tested, the number of replicate measurements made at each value of $x$, and the position of the optimum within the tested range. The ratio of scatter to curvature is found to be the overwhelming practical determinant of precision of the optimum. The new formulae have three uses. First, they are a basic science for anyone desiring time-efficient, reliable optimization protocols. Second, asking for the precision of every reported optimum may expose optimization methods whose precision is unacceptable. Third, evaluating precision quantitatively will help clinicians decide whether an apparent change in optimum between successive visits is real and not just noise.
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## 1. Introduction

##  Plato, Apology of Socrates, 38a

Every year, $\sim 100,000$ cardiac resynchronization pacemakers are being implanted into patients with heart failure, because they deliver substantial symptomatic and survival benefits [1-3] by altering intracardiac timings. After implantation, the process of determining which timings to programme is described as "optimization" [4-6].

Responses of physiological variables to changes in pacemaker settings fit well to a parabola in the vicinity of the optimum [6,7]. Curve-fitting to calculate a clinical optimum has the advantage of permitting interpolation to settings which were not directly tested, and also avoids the problem that simply "picking the highest" leads to illusory optima, illusory increments in physiology from optimization, and illusory changes in optimum over time [8].

In clinical practice physiological measurements con-
tain noise which can sometimes be substantial in comparison to the underlying signal, and which prevents the true underlying optimum being identified precisely even with curve fitting (Figure 1). The impact of such noise can be reduced by averaging multiple measurements, but this consumes resources such as time in a clinical environment or battery power if the measurements are conducted by the implanted device. It is therefore important to be able to calculate the precision of an optimum so that resource usage can be planned to be appropriate to achieve the clinically-required precision.

As well as needing to know how many replicates are required, doctors planning an optimization protocol also need guidance regarding what range of settings to cover during testing, and how coarsely or finely. Widening the range or making finer-grained measurements (i.e. at more closely-spaced intervals) increase the cost of the optimization process, and so are only justified if there is a clinically-valuable increase in precision of the optimum.

Finally, doctors caring for patients from day to day need to know the uncertainty of the optimum obtained this clinical optimization process. Without this knowledge, it is impossible to interpret apparent differences in optimum within an individual patient between one assessment method and another, or over time [8,9] or after an operation or a heart attack.

This paper derives a simple formula for the uncertainty of the parabolically-defined optimal setting of a pacemaker, and presents practical implications for protocol design and for medical practice.

## 2. Description of Method

### 2.1. Physiological Measurements with Noise

The pacemaker setting may be adjusted over a wide range of values. Within individual patients, clinical information provides a priori a constrained range which contains all biologically plausible locations of the optimum for that patient. During the optimization procedure, the clinician acquires a series of pairs of values of the pacemaker setting and the corresponding physiological measurement. The first value, the pacemaker setting, has negligible uncertainty because it is programmed digitally. However the second value, the measured physiological variable, is not perfectly reproducible and therefore has an element of uncertainty.

Some choices of physiological variable, such as blood pressure, permit automatic acquisition, while others, such as Doppler velocity-time integral, typically require human involvement for each measurement. In practice the protocol is often to make more than one replicate measurement at each setting, and then to summarize the data


Figure 1. Sketch showing how noise in the measured data creates uncertainty in the optimum. Note: If there is enough time to conduct many optimizations, they can be analyzed separately to provide separate estimates of the optimum, so the uncertainty in the optimum can be observed. The upper panel sketches 3 optimization datasets in one simulated patient. All 3 datasets are plotted on the same graph and labeled "1" to " 3 ". The lower panel shows the 3 individual interpolated optima obtained by curve fitting with a parabola. This paper provides a method of calculating the uncertainty in a clinically-obtained optimum, without having to conduct several independent optimizations.
for each setting by the mean of the raw measurements at that setting.

Let the optimization protocol try $S$ different values $x_{i}$ of the pacemaker setting, evenly spaced at intervals of $\Delta x$. Let the averaged physiological measurements representing each setting be denoted $y_{i}$, each of which is the mean of $R$ replicate raw measurements. The observed data $y_{i}$ during clinical testing are composed of an underlying value $y_{u n d, i}$ and an error component $\varepsilon_{R}$.

$$
y_{i}=y_{u n d, i}+\varepsilon_{R}
$$

Let us consider the error component to be independent
of $y_{u n d, i}$ and normally distributed, with its standard deviation for a single raw measurement being $\sigma_{\varepsilon_{1}}$ and, by the central limit theorem, the standard deviation for the error $\varepsilon_{R}$ of the average of $R$ replicates being $\sigma_{\varepsilon_{R}}=\sigma_{\varepsilon_{1}} / \sqrt{R}$.

### 2.2. The Optimization Process

The best-fit parabola, $A x_{i}^{2}+B x_{i}+C$, to the observed data is defined by the standard least-squares method, to minimize the squared deviation between the observations $y_{i}$ and the parabola. The clinical optimum from that fitted parabola is $-B / 2 A$, which will differ from the true optimum $O p t_{T_{\text {rue }}}$ by an amount whose standard deviation can be calculated as follows. The best-fit parabola is defined by having $A, B$ and $C$ values that minimize the squared error $F=\sum\left(A x_{i}^{2}+B x_{i}+C-y_{i}\right)^{2}$.

This is achieved by setting all the partial derivatives of $F$ with respect to $A, B$ and $C$ to zero:

$$
\begin{aligned}
& \partial F / \partial A=2 \sum\left[\left(A x_{i}^{2}+B x_{i}+C-y_{i}\right) x_{i}^{2}\right]=0 \\
& \partial F / \partial B=2 \sum\left[\left(A x_{i}^{2}+B x_{i}+C-y_{i}\right) x_{i}\right]=0 \\
& \partial F / \partial C=2 \sum\left[\left(A x_{i}^{2}+B x_{i}+C-y_{i}\right)\right]=0
\end{aligned}
$$

Therefore

$$
\begin{aligned}
A \sum x_{i}^{4}+B \sum x_{i}^{3}+C \sum x_{i}^{2} & =\sum x_{i}^{2} y_{i} \\
A \sum x_{i}^{3}+B \sum x_{i}^{2}+C \sum x_{i} & =\sum x_{i} y_{i} \\
A \sum x_{i}^{2}+B \sum x_{i}+C \sum 1 & =\sum y_{i}
\end{aligned}
$$

These can be solved for $A, B$ and $C$ as follows:

$$
\begin{aligned}
& A=\frac{S \sum x_{i}^{2} y_{i}-\sum x_{i}^{2} \sum y_{i}}{S \sum x_{i}^{4}-\left(\sum x_{i}^{2}\right)^{2}} \\
& B=\frac{\sum x_{i} y_{i}}{\sum x_{i}^{2}}, C=\frac{\sum x_{i}^{4} \sum y_{i}-\sum x_{i}^{2} \sum x_{i}^{2} y_{i}}{S \sum x_{i}^{4}-\left(\sum x_{i}^{2}\right)^{2}}
\end{aligned}
$$

## 3. Results

### 3.1. The Clinical Optimum

The clinician will choose as optimal the pacemaker setting which corresponds to the middle of the fitted parabola, i.e. $\quad \hat{x}_{\text {opt }}=\frac{-B}{2 A}$. In terms of the clinical data $x_{i}$ and $y_{i}$, this clinical optimum is

$$
\hat{x}_{o p t}=\frac{\left(\sum x_{i}^{2}\right)^{2}-S \sum x_{i}^{4}}{2 S \sum x_{i}^{2} \sum x_{i}^{2} y_{i}-2 \sum x_{i}^{2} \sum y_{i}}
$$

For simplicity, and without loss of generality, a coordinate system for $x$ can be chosen that makes 0 the centre of the range of settings tested during optimization. This symmetrical arrangement of $x_{i}$ values provides the following convenient identities:

$$
\begin{aligned}
& \sum x_{i}=0, \sum x_{i}^{2}=\Delta x^{2} S(S-1)(S+1) / 12, \\
& \sum x_{i}^{3}=0, \sum x_{i}^{4}=\Delta x^{4} S(S-1)\left(3 S^{2}-7\right)(S+1) / 240
\end{aligned}
$$

Applying these substitutions permits the clinical optimum to be described as follows:

$$
\begin{equation*}
\hat{x}_{o p t}=\frac{2\left(S^{2}-4\right) \Delta x^{2} \sum x_{i} y_{i}}{5\left(S^{2}-1\right) \Delta x^{2} \sum y_{i}-60 \sum x_{i}^{2} y_{i}} . \tag{1}
\end{equation*}
$$

If $y_{i}$ is augmented by any constant $k$, the numerator is unchanged because
$\sum x_{i}\left(y_{i}+k\right)=\sum x_{i} y_{i}+k \sum x_{i}=\sum x_{i} y_{i}$. The denominator is also unchanged because it is augmented by
$5\left(S^{2}-1\right) \Delta x^{2} \sum k-60 k \sum x_{i}^{2}$ which is
$5 k S\left(S^{2}-1\right) \Delta x^{2}-\frac{60 k \Delta x^{2} S\left(S^{2}-1\right)}{12}=0$.
Therefore without loss of generality the observed values $y_{i}$ may be defined in terms of the underlying quadratic curvature coefficient $A_{\text {und }}$, the true optimum $x_{o p t}$, and the noise component $\varepsilon_{R}$ as follows:

$$
\begin{aligned}
& y_{i}=A_{\text {und }}\left(x_{i}-x_{\text {opt }}\right)^{2}+\varepsilon_{R, i} \\
& \sum y_{i}=\sum A_{u n d}\left(x_{i}-x_{\text {opt }}\right)^{2}+\varepsilon_{R, i} \\
& =A_{\text {und }}\left[\sum x_{i}^{2}-2 x_{\text {opt }} \sum x_{i}+S \cdot x_{\text {opt }}^{2}\right]+\sum \varepsilon_{R, i} \\
& =A_{\text {und }} \Delta x^{2} \frac{S\left(S^{2}-1\right)}{12}+A_{\text {und }} \cdot S \cdot x_{\text {opt }}^{2}+\sum \varepsilon_{R, i} \\
& \sum x_{i} y_{i}=\sum x_{i}\left[A_{\text {und }}\left(x_{i}-x_{\text {opt }}\right)^{2}+\varepsilon_{R, i}\right] \\
& =A_{\text {und }}\left[\sum x_{i}^{3}-2 x_{\text {opt }} \sum x_{i}^{2}+x_{o p t}^{2} \sum x_{i}\right]+\sum x_{i} \varepsilon_{R, i} \\
& =-x_{\text {opt }} A_{u n d} \Delta x^{2} \frac{S\left(S^{2}-1\right)}{6}+\sum x_{i} \varepsilon_{R, i} \\
& \sum x_{i}^{2} y_{i}=\sum x_{i}^{2}\left[A_{\text {und }}\left(x_{i}-x_{o p t}\right)^{2}+\varepsilon_{R, i}\right] \\
& =A_{\text {und }}\left[\sum x_{i}^{4}-2 x_{\text {opt }} \sum x_{i}^{3}+x_{\text {opt }}^{2} \sum x_{i}^{2}\right]+\sum x_{i}^{2} \varepsilon_{R, i} \\
& =A_{\text {und }}\left[\Delta x^{4} \frac{S\left(S^{2}-1\right)\left(3 S^{2}-7\right)}{240}+x_{\text {opt }}^{2} \Delta x^{2} \frac{S\left(S^{2}-1\right)}{12}\right] \\
& +\sum x_{i}^{2} \varepsilon_{R, i}
\end{aligned}
$$

### 3.2. Expression for the Clinical Optimum

Applying these within Equation (1) gives:
$\hat{x}_{\text {opt }}=$

$$
\begin{aligned}
& 2\left(S^{2}-4\right) \Delta x^{2}\left[-x_{\text {opt }} A_{u n d} \Delta x^{2} \frac{S\left(S^{2}-1\right)}{6}+\sum x_{i} \varepsilon_{R, i}\right] \\
& 5\left(S^{2}-1\right) \Delta x^{2}\left[A_{\text {und }} \Delta x^{2} \frac{S\left(S^{2}-1\right)}{12}+A_{u n d} S x_{\text {opt }}^{2}+\sum \varepsilon_{R, i}\right]-60\left(A_{\text {und }}\left[\Delta x^{4} \frac{S\left(S^{2}-1\right)\left(3 S^{2}-7\right)}{240}+x_{\text {opt }}^{2} \Delta x^{2} \frac{S\left(S^{2}-1\right)}{12}\right]+\sum x_{i}^{2} \varepsilon_{R, i}\right) \\
& 2\left(S^{2}-4\right) \Delta x^{2}\left[-2 x_{o p t} A_{u n d} \Delta x^{2} \frac{S\left(S^{2}-1\right)}{12}+\sum x_{i} \varepsilon_{R, i}\right] \\
& =\frac{\left[S^{2}-1\right) \Delta x^{2}\left[A_{\text {und }} \Delta x^{2} \frac{S\left(S^{2}-1\right)}{12}+\sum \varepsilon_{R, i}\right]-60 A_{\text {und }} \Delta x^{4} \frac{S\left(S^{2}-1\right)\left(3 S^{2}-7\right)}{240}-60 \sum x_{i}^{2} \varepsilon_{R, i}}{5} \\
& =\frac{-A_{\text {und }} x_{\text {opt }} \Delta x^{4} \frac{S\left(S^{2}-1\right)\left(S^{2}-4\right)}{3}+2\left(S^{2}-4\right) \Delta x^{2} \sum x_{i} \varepsilon_{R, i}}{\Delta x^{4} \frac{5\left(S^{2}-1\right) S\left(S^{2}-1\right)}{12}-\Delta x^{4} \frac{S\left(S^{2}-1\right)\left(3 S^{2}-7\right)}{4}+\frac{5\left(S^{2}-1\right) \Delta x^{2}}{A_{\text {und }}} \sum \varepsilon_{R, i}-\frac{60}{A_{\text {und }}} \sum x_{i}^{2} \varepsilon_{R, i}} \\
& \hat{x}_{\text {opt }}=\frac{-x_{\text {opt }} \Delta x^{4} \frac{S\left(S^{2}-1\right)\left(S^{2}-4\right)}{3}+\frac{2\left(S^{2}-4\right) \Delta x^{2}}{A_{\text {und }}} \sum x_{i} \varepsilon_{R, i}}{-\Delta x^{4} \frac{S\left(S^{2}-1\right)\left(S^{2}-4\right)}{3}+\frac{5\left(S^{2}-1\right) \Delta x^{2}}{A_{\text {und }}} \sum \varepsilon_{R, i}-\frac{60}{A_{\text {und }}} \sum x_{i}^{2} \varepsilon_{R, i}} \\
& =\frac{x_{\text {opt }}-\frac{6}{A_{u n d} \Delta x^{2} S\left(S^{2}-1\right)} \sum x_{i} \varepsilon_{R, i}}{1-\frac{15}{A_{u n d} \Delta x^{2} S\left(S^{2}-4\right)} \sum \varepsilon_{R, i}-\frac{180}{A_{u n d} \Delta x^{4} S\left(S^{2}-1\right)\left(S^{2}-4\right)} \sum x_{i}^{2} \varepsilon_{R, i}}
\end{aligned}
$$

### 3.3. Imprecision of the Clinical Optimum

It can be seen from this that the clinically observed optimum $\hat{x}_{\text {opt }}$ differs from the underlying optimum $x_{\text {opt }}$ because of two types of error, which affect the numerator and denominator respectively. The component in the numerator is a simple additive error. The impact of the denominator error, however, scales with $x_{o p t}$.

In clinical situations where the errors are large in comparison with the degree of curvature that is manifested, the entire denominator of this formula falls near (or beyond) zero and behavior of the expression becomes strongly nonlinear. In such a situation there is almost no useful information about the underlying optimum available from the acquired data. Clinically this can be considered likely whenever the information content (or intraclass correlation coefficient) is low [8].
In most situations of well-designed optimization protocols, however, the error is not large compared with the curvature of the signal, which makes it possible to provide a closed-form expression for the imprecision of the optimum.

To do this, the variance of the numerator is first shown
to be

$$
\begin{aligned}
& \operatorname{Var}\left[\frac{6}{A_{\text {und }} \Delta x^{2} S\left(S^{2}-1\right)} \sum x_{i} \varepsilon_{R, i}\right] \\
& =\left(\frac{6}{A_{\text {und }} \Delta x^{2} S\left(S^{2}-1\right)} \sigma_{\varepsilon_{R}}\right)^{2} \sum_{i=-\frac{S-1}{2}}^{\frac{S-1}{2}} i^{2}=\frac{3}{A_{\text {und }}^{2} \Delta x^{2} S\left(S^{2}-1\right)} \sigma_{\varepsilon_{R}}^{2}
\end{aligned}
$$

Likewise the variance of the denominator is

$$
\begin{aligned}
& \operatorname{Var}\left[-\frac{15}{A_{u n d} \Delta x^{2} S\left(S^{2}-4\right)} \sum \varepsilon_{R, i}\right. \\
& \left.+\frac{180}{A_{u n d} \Delta x^{4} S\left(S^{2}-1\right)\left(S^{2}-4\right)} \sum x_{i}^{2} \varepsilon_{R, i}\right] \\
& =\operatorname{Var}\left[-\frac{15 \sum\left(S^{2}-1+12 i^{2}\right) \varepsilon_{R, i}}{A_{u n d} \Delta x^{2} S\left(S^{2}-1\right)\left(S^{2}-4\right)}+\right] \\
& =\frac{180}{A_{\text {und }}^{2} \Delta x^{4} S\left(S^{2}-1\right)\left(S^{2}-4\right)} \sigma_{\varepsilon_{R}}^{2}
\end{aligned}
$$

By the binomial expansion, $1 /(1-z)=1+z+z^{2}+z^{3}$ $\cdots$ which can be approximated with $1+z$ as long as the magnitude of $z$ is well below 1 . Thus as long as we can make the following assumption:

$$
\begin{equation*}
A_{u n d}^{2} \Delta x^{4} S\left(S^{2}-1\right)\left(S^{2}-4\right) \gg 180 \sigma_{\varepsilon_{R}}^{2} \tag{2}
\end{equation*}
$$

and as long as the numerator and denominator errors are not large, a linear approximation can be used for the variance of $\hat{x}_{\text {opt }}$ as follows:

$$
\begin{aligned}
\operatorname{Var}\left(\hat{x}_{\text {opt }}\right) \approx & \frac{3}{A_{u n d}^{2} \Delta x^{2} S\left(S^{2}-1\right)} \sigma_{\varepsilon_{R}}^{2} \\
& +x_{\text {opt }}^{2} \cdot \frac{180}{A_{u n d}^{2} \Delta x^{4} S\left(S^{2}-1\right)\left(S^{2}-4\right)} \sigma_{\varepsilon_{R}}^{2} \\
& =\frac{\sigma_{\varepsilon_{R}}^{2}}{A_{\text {und }}^{2} \Delta x^{2}} \frac{3\left(S^{2}-4\right)+180 x_{\text {opt }}^{2}}{S\left(S^{2}-1\right)\left(S^{2}-4\right)}
\end{aligned}
$$

The standard error of the clinical optimum, being the square root of this, is therefore

$$
S E\left(\hat{x}_{\text {opt }}\right) \approx \frac{\sigma_{\varepsilon_{R}}}{A_{\text {und }} \Delta x} \frac{\sqrt{3} \sqrt{1+\frac{60}{S^{2}-4}\left(\frac{x_{\text {opt }}}{\Delta x}\right)^{2}}}{\sqrt{S\left(S^{2}-1\right)}} .
$$

### 3.4. Contributory Factors to Imprecision of the Clinical Optimum

In general the optimization protocol may have multiple replicates, i.e. $R \geq 1$, in order to reduce the effect of noise. $\sigma_{\varepsilon_{R}}=\sigma_{\varepsilon_{1}} / \sqrt{R}$ so that in terms of the fundamental biological characteristics, the standard error of the clinical optimum is

$$
\begin{align*}
& S E\left(\hat{x}_{o p t}\right) \\
& \approx \frac{\sqrt{3}}{\sqrt{R \cdot S}} \cdot \frac{1}{\Delta x \sqrt{\left(S^{2}-1\right)}} \cdot \frac{\sigma_{\varepsilon_{1}}}{A_{u n d}} \cdot \sqrt{1+\frac{60}{S^{2}-4}\left(\frac{x_{\text {opt }}}{\Delta x}\right)^{2}} \tag{3}
\end{align*}
$$

This formulation highlights the 4 contributory factors to imprecision of the optimum clearly. First, the imprecision of the clinical optimum falls with the square root of $R \cdot S$, the number of individual physiological measurements made. Since making additional measurements either consumes scarce time in a clinical environment, or battery power if conducted automatically by the pacemaker, having knowledge of this tradeoff between number of measurements and imprecision may be helpful.

Second, by observing that the second term is almost the reciprocal of the width of the range of settings tested, $(S-1) \Delta x$, it can be seen that the wider the range tested, the more precise the optimum. In practice this is limited
by loss of fit to the parabola for settings far from the optimum. However, within the range over which behaviour is parabolic, this analysis suggests it is desirable to cover a wide range rather than to focus exclusively on the very close vicinity of the optimum.

Third, biology sets an lower limit on $\frac{\sigma_{\varepsilon_{1}}}{A_{\text {und }}}$. While measurement error can be reduced by choosing measurement techniques with smaller instrument noise, eventually almost all the variability between replicates is genuine biological variation between heart beats, which places a lower boundary on $\sigma_{\varepsilon_{1}}$. Meanwhile $A_{\text {und }}$ is a manifestation of dependence of physiology upon changes in pacemaker setting, and is determined by the patient's own biological characteristics. For ideal measurement modalities, where the equipment contributes no noise, all the variability is biological, and may well be similar across different modalities. For example, measures of pressure and flow, although fundamentally different and having distinct units, may change proportionally with the same constant of proportionality in response to both signal (change in pacemaker setting) and noise (spontaneous biological variability). Thus $\frac{\sigma_{\varepsilon_{1}}}{A_{\text {und }}}$ may have a bio-logically-imposed lower limit within an individual patient which cannot be improved upon by the clinician.

The final term can be neglected if the optimum is very close to the centre of the tested range, i.e.
$\left|x_{\text {opt }}\right| \ll \frac{S-1}{2} \Delta x$. However, it rises as $\left|x_{\text {opt }}\right|$ rises. For rapid interpretation by non-mathematicians it may be useful to develop a dimensionless variable $E$, representing how far the true optimum is away from the centre of the tested range, running from 0 when $x_{\text {opt }}=0$, to 1 when $\left|x_{o p t}\right|=\frac{S-1}{2} \Delta x$.

Reworking Equation (3) to use this, and introducing $W$ $=(S-1) \Delta x$, the width of the range of settings tested, gives:

$$
\begin{equation*}
S E\left(\hat{x}_{\text {opt }}\right) \approx \frac{\sqrt{3}}{\sqrt{R \cdot S}} \cdot \frac{1}{W} \frac{S-1}{\sqrt{S^{2}-1}} \cdot \frac{\sigma_{\varepsilon_{1}}}{A_{u n d}} \cdot \sqrt{1+15 \frac{(S-1)^{2}}{S^{2}-4} E^{2}} \tag{4}
\end{equation*}
$$

This formula is only valid when the condition described above in (2) is satisfied. That condition, the bare minimum number of raw measurements needed before the standard error of the optimum can be validly estimated, can be approximated in this simplified way:

$$
\begin{equation*}
R \cdot S \gg 180\left(\frac{\sigma_{\varepsilon_{1}}}{W^{2} A_{\text {und }}}\right)^{2} \tag{5}
\end{equation*}
$$

If $R \cdot S$ exceeds the above formula by (for example) more than 5 -fold, the uncertainty of the optimum is identified reliably using Equation (4). If $R \cdot S$ exceeds by only a small margin, Equation (4) will underestimate the observed scatter between repeat optimizations. Finally, if $R \cdot S$ does not even exceed the right hand side, the dataset is so poor in information content that it should be discarded, and the protocol redesigned.

In practice the doctor does not know the underlying values of $\sigma_{\varepsilon_{1}}$ and $A_{\text {und }}$ but instead assesses them from clinical measurements: $\hat{\sigma}_{\varepsilon_{1}}$ and $\hat{A}$ respectively.

Figure 2 summarizes all the relevant variables in a format convenient for visual appreciation. It shows the steps necessary to gauge the uncertainty of the optimum.

The expressions can be applied to any unit of "pacemaker setting", and any unit of "physiological response". Typically pacemaker settings (atrioventricular and interventricular delay) are expressed in either milliseconds or seconds. Physiological response may be based on flow, for which suitable units might be true flow rates (e.g. $\mathrm{ml} / \mathrm{min}, \mathrm{L} / \mathrm{min}$ ) or expressed per beat ( $\mathrm{ml} /$ beat), or as a peak instantaneous flow rate, or as an average velocity ( $\mathrm{cm} / \mathrm{min}$ or $\mathrm{m} / \mathrm{min}$ ) or peak velocity, or velocity-time integral ( $\mathrm{cm} /$ beat). Alternatively physiological response may be pressure (e.g. mmHg ) as a systolic, mean, or pulse pressure, or a value derived from pressure such as intraventricular peak first derivative of pressure $\left(\mathrm{d} p / \mathrm{d} t_{\max }\right)$. In principle uncalibrated physiological response variables and even those of unknown physical unit may be used, as long as it is reasonable to believe they vary approximately linearly with cardiac performance.
Any physical units may be used to express scatter $\sigma_{\varepsilon_{1}}$ and width $W$ but, once they are decided, the units that must be used to express curvature $A_{\text {und }}$ are [scatter]/ [width] ${ }^{2}$.

### 3.5. Simplified Expression for Rapid Appreciation

In practice the number of settings tested is usually fairly large, e.g. $\mathrm{S} \geq 6$, and $|E|$ does not exceed 1 . Thus to explain the implications of the formula to a non-mathematician protocol designer, it may be sufficient to use the following simplified approximation. First check that $R \cdot S \gg 180\left(\frac{\hat{\sigma}_{\varepsilon_{1}}}{W^{2} \hat{A}}\right)^{2}$, otherwise redesign the experiment, with more replicates or with a variable which has a smaller $\hat{\sigma}_{\varepsilon_{1}} / \hat{A}$ ratio. Second:

$$
\begin{equation*}
S E\left(\hat{x}_{\text {opt }}\right) \sim \frac{\sqrt{3}}{W \sqrt{R \cdot S}} \cdot \frac{\sigma_{\varepsilon_{1}}}{A_{u n d}} \sqrt{1+15 E^{2}} \tag{6}
\end{equation*}
$$

The left factor contains 3 variables known precisely
from the experimental design. The right factor contains 3 variables that must be estimated from observations in the patient.

### 3.6. Examples of Application to Existing Protocols

### 3.6.1. Example 1. Atrioventricular Delay Optimization

In a published study [10] of clinical optimization in 15 patients, there were $S=6$ atrioventricular delay settings tested, and $R=6$ replicate measurements. The width of the spectrum of settings covered was $W=0.200-0.040$ $s=0.160 \mathrm{~s}$. The observed scatter between individual replicate measurements was $\hat{\sigma}_{\varepsilon_{1}}=3.9 \mathrm{mmHg}$. The observed curvature was $\hat{A}=1194 \mathrm{mmHg} \cdot \mathrm{s}^{-2}$. With these observed data, $180\left(\frac{\hat{\sigma}_{\delta_{1}}}{W^{2} \hat{A}}\right)^{2}$ was 2.9 , which $R \cdot S$ comfortably exceeded.

For an optimum lying near the middle of the tested range, $E \approx 0$, so $\operatorname{SE}\left(\hat{x}_{\text {opt }}\right) \approx \frac{\sqrt{3}}{\sqrt{6 \times 6}} \cdot \frac{1}{0.200} \cdot \frac{5}{\sqrt{35}} \cdot \frac{3.9}{1194} \approx 0.005$ s. For optima half-way to the edge of the tested spectrum, $\operatorname{SE}\left(\hat{x}_{\text {opt }}\right)$ is almost double, at 0.010 s . For optima at the edge of the tested spectrum, $S E\left(\hat{x}_{o p t}\right)$ is almost 4-fold higher than at the middle of the range, i.e. $\approx 0.019 \mathrm{~s}$.

Pacemakers only permit quantized values to be programmed, for example in steps of 0.010 s. For optima lying near the centre of the tested range in that study, the optimization procedure can be seen to be sufficient to identify the optimum for clinical purposes. However, for optima at the edge of the tested range, the protocol would need to be adjusted to maintain that level of optimization precision. The most generically effective step to achieve this would be to conduct more replicate measurements.

### 3.6.2. Example 2. Interventricular Delay Optimization

In the same study, [10] optimization of interventricular delay was also examined. There were again $S=6$ settings tested, and $R=6$ replicate measurements. The width of the spectrum of settings covered was $W=0.120 \mathrm{~s}$. Observed measurement scatter $\hat{\sigma}_{\varepsilon_{1}}=3.9 \mathrm{mmHg}$. Curvature was measured to be $A_{\text {und }}=67 \mathrm{mmHg} \cdot \mathrm{s}^{-2}$. The bare minimum number of measurements needed
$180\left(\frac{\hat{\sigma}_{\varepsilon_{1}}}{W^{2} \hat{A}}\right)^{2}$ is $\sim 2900$, which $R \cdot S$ falls far below. This signals that application of Equation (4) will likely substantially underestimate the true standard error of the optimum.

Despite therefore being only a crude lower estimate,


Step 1. To exclude grossly inadequate optimizations, check that In this case, $15 \gg 0.08$, which is very satisfactory.

$$
R \cdot S \gg 180\left(\frac{\hat{\sigma}_{\varepsilon_{1}}}{W^{2} \hat{A}}\right)^{2}
$$

Step 2. Calculate standard error of optimum

$$
S E\left(\hat{x}_{o p t}\right) \approx \frac{\sqrt{3}}{\sqrt{R \cdot S}} \cdot \frac{1}{W} \frac{S-1}{\sqrt{S^{2}-1}} \cdot \frac{\hat{\sigma}_{\varepsilon_{1}}}{\hat{A}} \cdot \sqrt{1+15 \frac{(S-1)^{2}}{S^{2}-4} E^{2}} \approx 0.9 \mathrm{~ms}
$$

Figure 2. Illustration of the $\mathbf{6}$ variables that affect precision of the optimum. Note: Three are set by the design of the protocol and are therefore under the control of the clinician (within reason) and three are measured experimentally and depend on biology and on the physiological variable chosen for monitoring. Step 1 highlights the necessity for performing enough replicate measurements before attempting to calculate a standard error.
for an optimum lying in the middle of the tested range, Equation (4) provides $S E\left(\hat{x}_{\text {opt }}\right)>\sim 0.118 \mathrm{~s}$. For optima at the edge of the tested spectrum, $S E\left(\hat{x}_{\text {opt }}\right)$ is 4 -fold higher, i.e. $>\sim 0.422 \mathrm{~ms}$. These lower limits on the standard error are so large that the $95 \%$ confidence intervals ( $\pm 1.96$ standard errors) dwarf the entire spectrum of clinically plausible settings.
This analysis shows that interventricular delay optimization conducted in this way in such patients is unreliable. Interventricular delay optimization protocols recommending a few (or even just one) measurement at each setting will never work. Biological variability has an ineradicable lower limit which can only be overcome by repetitions so numerous as to be unrealistic for manual methods such as echocardiography, and challenging even for automatable haemodynamic approaches.
The curious silence of the world literature on the elementary question of blinded test-retest reproducibility of interventricular delay optimization is a dog that didn't bark [11].

### 3.7. Examples of Application in Protocol Design

A doctor designing an optimization protocol can use this
formula to ensure that the protocol delivers a clinicallysatisfactory degree of precision. Suppose the protocol needs to deliver optimization within $\pm 0.010 \mathrm{~s}$ on $95 \%$ of occasions, i.e. $S E\left(\hat{x}_{\text {opt }}\right)$ needs to be 0.005 s . Rewriting Equation (4), we see that the number of replicate measurements required is:

$$
\begin{equation*}
R \approx 3 \frac{(S-1)^{2}}{S^{3}-S}\left(\frac{1}{W \cdot S E\left(\hat{x}_{\text {opt }}\right)} \cdot \frac{\sigma_{\varepsilon_{1}}}{A_{\text {und }}}\right)^{2} \cdot\left(1+15 \frac{(S-1)^{2}}{S^{2}-4} E^{2}\right) \tag{7}
\end{equation*}
$$

A simplified form of the relationship, for easy appreciation by non-mathematicians, is shown below:

$$
R \sim \frac{3}{S}\left(\frac{1}{W \cdot S E\left(\hat{x}_{\text {opt }}\right)} \cdot \frac{\sigma_{\varepsilon_{1}}}{A_{\text {und }}}\right)^{2} \cdot\left(1+15 E^{2}\right)
$$

Three of the variables are handled easily. The protocol designer can choose how many settings to test ( $S$, e.g. 6), and the width covered ( $W$, e.g. 0.160 s ) and can arrange from physiological knowledge that the optimum will lie in the middle $50 \%$ of the spectrum of tested settings, i.e. $E<1 / 2$.

The value of $\hat{\sigma}_{\varepsilon_{1}} / \hat{A}$ must be assessed experimentally
for each proposed optimization variable. This requires only a few minutes per subject.

Table 1 shows how this ratio, and other variables, affect the number of replicates needed, $R$, to achieve the desired optimization precision.
Although mathematically the tested range $W$, the required precision $S E\left(\hat{x}_{\text {opt }}\right)$, and the scatter-to-curvature ratio $\hat{\sigma}_{\varepsilon_{1}} / \hat{A}$ each have the same impact on the number of replicates required, in clinical practice $\hat{\sigma}_{\varepsilon_{1}} / \hat{A}$ has by far the greatest range of possible values, and the design process should therefore focus on ensuring that this is small, if the optimization protocol is to be practical.

The many haemodynamic variables that are affected by AV delay appear to be initially change proportionally [12] which suggests that $A_{\text {und }}$ may be approximately the same proportion of the baseline value of each variable. The protocol designer desiring small $\hat{\sigma}_{\varepsilon_{1}} / \hat{A}$ should therefore favour the variable whose scatter $\hat{\sigma}_{\varepsilon_{1}}$ is the smallest proportion of its baseline value.

## 4. Limitations

Although it is convenient to describe optimization responses with a parabola, the true underlying shape may

Table 1. Impact of physiology (scatter, curvature and extremeness) and protocol design (number of tested settings, width of spectrum) on the number of replicates needed for optimization of a desired level of precision.

| Distribution of tested settings and physiological characteristics |  |  |  |  |  |  | Number of replicates per setting needed to achieve this |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Number of tested settings | Width of spectrum | Desired precision | Extremeness | Scatter | Curvature | Scatter/ Curvature ratio |  |
| $S$ | W | $S E\left(\hat{x}_{\text {opt }}\right)$ | E | $\hat{\sigma}_{\varepsilon_{1}}$ | $\hat{A}$ | $\hat{\sigma}_{\varepsilon_{1}} / \hat{A}$ |  |
|  | s | s |  | mmHg | $\mathrm{mmHg} \cdot \mathrm{s}^{-2}$ | $\mathrm{s}^{2}$ |  |
| 6 | 0.16 | 0.010 | 0.5 | 3.9 | 1194 | 0.00327 | 6 |
| 6 | 0.16 | 0.005 | 0.5 | 3 | 30 | 0.1 | 21,929 |
| 6 | 0.16 | 0.005 | 0.5 | 3 | 100 | 0.03 | 1974 |
| 6 | 0.16 | 0.005 | 0.5 | 3 | 300 | 0.01 | 219 |
| 6 | 0.16 | 0.005 | 0.5 | 3 | 1000 | 0.003 | 20 |
| 6 | 0.16 | 0.005 | 0.5 | 3 | 3000 | 0.001 | 2 |
| 6 | 0.16 | 0.005 | 0.5 | 1 | 1000 | 0.001 | 2 |
| 6 | 0.16 | 0.005 | 0.5 | 3 | 1000 | 0.003 | 20 |
| 6 | 0.16 | 0.005 | 0.5 | 10 | 1000 | 0.01 | 219 |
| 6 | 0.16 | 0.005 | 0.5 | 30 | 1000 | 0.03 | 1974 |
| 6 | 0.16 | 0.005 | 0 | 3 | 1000 | 0.003 | 5 |
| 6 | 0.16 | 0.005 | 0.25 | 3 | 1000 | 0.003 | 9 |
| 6 | 0.16 | 0.005 | 0.5 | 3 | 1000 | 0.003 | 20 |
| 6 | 0.16 | 0.005 | 0.75 | 3 | 1000 | 0.003 | 38 |
| 6 | 0.16 | 0.005 | 1 | 3 | 1000 | 0.003 | 64 |
| 6 | 0.16 | 0.002 | 0.5 | 3 | 1000 | 0.003 | 123 |
| 6 | 0.16 | 0.005 | 0.5 | 3 | 1000 | 0.003 | 20 |
| 6 | 0.16 | 0.010 | 0.5 | 3 | 1000 | 0.003 | 5 |
| 6 | 0.16 | 0.020 | 0.5 | 3 | 1000 | 0.003 | 1 |
| 6 | 0.08 | 0.005 | 0.5 | 3 | 1000 | 0.003 | 79 |
| 6 | 0.12 | 0.005 | 0.5 | 3 | 1000 | 0.003 | 35 |
| 6 | 0.16 | 0.005 | 0.5 | 3 | 1000 | 0.003 | 20 |
| 6 | 0.20 | 0.005 | 0.5 | 3 | 1000 | 0.003 | 13 |
| 4 | 0.16 | 0.005 | 0.5 | 3 | 1000 | 0.003 | 24 |
| 6 | 0.16 | 0.005 | 0.5 | 3 | 1000 | 0.003 | 20 |
| 8 | 0.16 | 0.005 | 0.5 | 3 | 1000 | 0.003 | 17 |
| 10 | 0.16 | 0.005 | 0.5 | 3 | 1000 | 0.003 | 14 |
| 12 | 0.16 | 0.005 | 0.5 | 3 | 1000 | 0.003 | 13 |

In practice the number of tested settings, width of spectrum, desired precision, and extremeness, all have a limited range of realistic values (as shown). In contrast, curvature and scatter have a wide range of possible values and, although rarely formally quantified in research reports, have enormous impact on the precision of the optimization process. This table can be used for physiological response measures that have any measurement unit (not only mmHg ) since it is the relative size of scatter versus curvature, rather than their absolute values, that is important. For example, if " mmHg " was replaced by " $\%$ of value at reference setting", the table could without any other alteration be used for any variable such as echo-Doppler velocity-time integral, uncalibrated pressure signal, bioimpedance-derived stroke volume, or any marker of pulsatility in the peripheral circulation.
be more complex. For example, where intrinsic (or even just fusion) conduction becomes active as AV delay is lengthened, the data points may deviate upwards from the parabolic trend, and so fitting to a parabola may bias the fitted AV delay optimum toward higher values. Nevertheless, the principles in this manuscript would still hold true. Moreover, in the close vicinity of the optimum, which is relevant to precise optimization, curvature may be closer to parabolic.

Merely applying formulae will not make optima more precise. Only selecting a physiological variable of suitably low $\hat{\sigma}_{\varepsilon_{1}} / \hat{A}$ ratio, and taking time to conduct enough measurements (shown in Equation (7)), can improve precision. Lack of interest in scatter and curvature in a doctor conducting optimization is as uninspiring as lack of interest in wings and engines in an aircraft pilot.

## 5. Conclusions

The practical implications may be summarized from inspection of each factor in Equation (6) in turn. To obtain precise clinical optima:

- most importantly, either commit enough resources to obtain enough measurements, or do not embark on optimization;
- cover a wide range of pacemaker settings while remaining within the parabolic region of the response curve;
- choose a physiological variable with as narrow a random variability (in relation to its sensitivity to pacemaker setting change) as possible; and
- if possible, design the spectrum of settings tested so that the true optimum will lie near its middle rather than at an extreme.
Clinicians treating patients and scientists designing and conducting studies have not had simple, quick methods to establish the uncertainty in planned or actual optimization procedures. As a result, patients may be undergoing apparent optimization procedures that are in fact worsening the programming of their pacemaker. Moreover without methods for recognizing unreliable optimizations, clinicians finding the optimum appearing to change every 1 or 2 years may feel compelled to carry out worthless optimization procedures more frequently, [8] which wastes clinical resources and may be harmful to patients.

The results in this paper permit easy quantification of uncertainty of the optimum of a cardiac resynchronization therapy pacemaker. They help patients gain the best physiological benefit, help doctors design protocols that deliver efficient and reliable optimization, and assist in distinguishing genuine change in patient physiology over time, versus random noise.

An unexamined optimization is not worth doing.
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#### Abstract

In this paper, a spatial tri-trophic food chain model with ratio-dependent Michaelis-Menten type functional response under homogeneous Neumann boundary conditions is studied. Conditions for Hopf and Turing bifurcation are derived. Sufficient conditions for the emergence of spatial patterns are obtained. The results of numerical simulations reveal the formation of labyrinth patterns and the coexistence of spotted and stripelike patterns.
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## 1. Introduction

Food chains in the environment are very important systems in ecological science, applied mathematics, economic and engineering science [1]. They have been applied to management in Aquatic ecosystem for problems like water quality and lake management [2]. Modeling of food chain dynamics has challenges in the fields of both theoretical ecology and applied mathematics. Tri-trophic food chain models have been studied in both spatially homogeneous [1-4] and spatially inhomogeneous environments [5-10] for the last two decades. Those models exhibit rich and complex dynamics and nonlinear mathematical behavior, including varying numbers and stability of equilibrium states, limit cycles, patterns and chaos.

It is well known that in real life, the resources are not uniformly distributed in the habitat. The biological species move (diffuse) from place to place in search of food in their habitat and hence interact with each other and with the environment. This movement (diffusiveness) of species has an impact on their trophic interactions. Consequently, spatial patterns evolve.

One can easily observe patterns in both aquatic and terrestrial populations [10]. A number of recent contributions have begun to suggest that it is critical to begin to fully consider the implications of spatial flows on the dynamics of ecological communities [7]. In the literatures [11,12], the spatial component of ecological interactions (trophic-interactions) is identified as an important factor in shaping ecological communities. However, there is lack of recognition about the role of spatial considera-
tions in food chain dynamics [7]. In addition to this, ignorance of spatial scales of food chains limits our ability to predict how trophic interactions will vary in different contexts, across space and time [2]. The dynamics and stability of the interacting species in relation to spatial phenomena such as pattern formation has recently become a focus of intensive research in theoretical ecology [13], chemical and biological systems [14]. The spatial patterns modify the temporal dynamics at a range of spatial scales, whose effects must be incorporated in temporal ecological models that do not represent space explicitly. In recent decades, stationary patterns induced by diffusion have been studied extensively, and lots of important phenomena have been observed.

Spatial patterns of interacting species are ubiquitous in nature and may occur due to stochastic process, environmental fluctuations or variability, or deterministic process, growth and movement of interacting species. The deterministic process is intrinsic to the interacting species and results in population-driven and self-organized spatial patterns. The formation of population-driven spatial patterns was first pointed out by Alan Turing. Turing, one of the key scientist of the $20^{\text {th }}$ century, mathematically showed that a system of coupled reaction-diffusion equations can give rise to spatial concentration patterns of a fixed characteristic length from an arbitrary initial configuration due to diffusion-driven instability or Turing instability [15].

Reaction-Diffusion systems are capable of qualitatively imitating many biological patterns such as the stripes of a zebra, tiger and snakes or spots of a cheetah and
even more irregular patterns such as those on leopards and giraffes, the patterns on exotic fish, butterflies or beetles through Turing instability.

Pattern formation for two species model [11-14,16-19] based on coupled reaction diffusion equations has been intensively investigated. The necessary and sufficient condition for Turing instability, which leads to the formation of spatial patterns, has been derived $[9,16,17,20]$ and very interesting patterns are also obtained from the numerical simulation results [9,21,22].

For three species case, the authors $[2,23]$ used a three species interacting discrete model to study the formation of pattern. In the literatures [9,10,24], the authors have considered a food chain model with diffusion and investigate the persistence of the system, the stability of the positive steady state solution of the system.

In this paper, the formation of patterns in a tri-trophic food chain model with ratio-dependent Michaelis-Menten type functional response and diffusion has been investigated.

The organization of the paper is as follows: In Section 2 the mathematical model is given. Section 3 is devoted to the stability and bifurcation analysis of the system. Section 4 presents the results of numerical simulations. Section 5 is devoted to some conclusions.

## 2. The Mathematical Model

Let $U(X, Y, T), V(X, Y, T)$ and $W(X, Y, T)$ denote the densities of the prey, intermediate predator and top predator respectively at time $T$ and position $(X, Y)$ in the habitat $\Omega \subseteq \mathbb{R}_{+}^{2}$. The prey is assumed to grow logistically. The intermediate predator, $V$, and the top predator, $W$, follow the ratio-dependent Michaelis-Menten type functional response. Thus the mathematical model governing the spatiotemporal dynamics of the three interacting species prey-predator community can be described by the following system of reaction-diffusion equations.

$$
\begin{align*}
& \left(\frac{\partial U}{\partial T}-D_{1}\left(\frac{\partial^{2} U}{\partial X^{2}}+\frac{\partial^{2} U}{\partial Y^{2}}\right)=r\left(1-\frac{U}{K}\right) U-\frac{B_{1} U V}{U+\beta_{1} V},\right. \\
& (X, Y) \in \Omega \text {, } \\
& \frac{\partial V}{\partial T}-D_{2}\left(\frac{\partial^{2} V}{\partial X^{2}}+\frac{\partial^{2} V}{\partial Y^{2}}\right)=\frac{B_{2} U V}{U+\beta_{1} V}-\frac{B_{3} V W}{V+\beta_{2} W}-B_{4} V, \\
& (X, Y) \in \Omega \text {, } \\
& \frac{\partial W}{\partial T}-D_{3}\left(\frac{\partial^{2} W}{\partial X^{2}}+\frac{\partial^{2} W}{\partial Y^{2}}\right)=\frac{B_{5} V W}{V+\beta_{2} W}-B_{6} W,(X, Y) \in \Omega, \\
& \frac{\partial U}{\partial v}=\frac{\partial V}{\partial v}=\frac{\partial W}{\partial v}=0, \\
& (X, Y) \in \partial \Omega, \\
& U(X, Y, 0)=U_{0}(X, Y) \geq 0, V(X, Y, 0)=V_{0}(X, Y) \geq 0, \\
& W(X, Y, 0)=W_{0}(X, Y) \geq 0, \quad(X, Y) \in \Omega \text {. } \tag{1}
\end{align*}
$$

The reaction parameters are assumed to be positive constants and have the usual biological meaning. The positive constants $D_{1}, D_{2}$ and $D_{3}$ are the diffusion coefficients of $U, V$ and $W$ respectively. $v$ is the outward unit normal vector to the smooth boundary $\partial \Omega$. The initial population densities $U_{0}(X, Y), \quad V_{0}(X, Y)$ and $W_{0}(X, Y)$ are assumed to be positive and continuous functions.

Introduce the following non-dimensional variables and parameters so as to reduce the number of parameters of the system (2.1):

$$
\begin{aligned}
& u=\frac{U}{K}, v=\frac{\beta_{1} V}{K}, w=\frac{\beta_{1} \beta_{2} W}{K}, t=r T \\
& x=X \sqrt{\frac{r}{D_{2}}}, y=Y \sqrt{\frac{r}{D_{2}}}, d_{1}=\frac{D_{1}}{D_{2}}, d_{3}=\frac{D_{3}}{D_{2}}, \\
& c_{1}=\frac{B_{1}}{r \beta_{1}}, c_{3}=\frac{B_{3}}{r \beta_{2}}, c_{i}=\frac{B_{i}}{r}(i=2,4,5,6) .
\end{aligned}
$$

The spatio-temporal system (2.1) is transformed to the following system of equations in non-dimensional variables:

$$
\left\{\begin{array}{l}
\frac{\partial u}{\partial t}-d_{1}\left(\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}\right)=(1-u) u-\frac{c_{4} u v}{u+v},(x, y) \in \Omega, \\
\frac{\partial v}{\partial t}-\left(\frac{\partial^{2} v}{\partial x^{2}}+\frac{\partial^{2} v}{\partial y^{2}}\right)=\frac{c_{2} u v}{u+v}-\frac{c_{3} v w}{v+w}-c_{4} v,(x, y) \in \Omega,  \tag{2}\\
\frac{\partial w}{\partial t}-d_{3}\left(\frac{\partial^{2} w}{\partial x^{2}}+\frac{\partial^{2} w}{\partial y^{2}}\right)=\frac{c_{5} v w}{v+w}-c_{6} w,(x, y) \in \Omega, \\
\frac{\partial u}{\partial v}=\frac{\partial v}{\partial v}=\frac{\partial w}{\partial v}=0, \\
u(x, y, 0)=u_{0}(x, y) \geq 0, v(x, y, 0)=v_{0}(x, y) \geq 0, \\
w(x, y, 0)=w_{0}(x, y) \geq 0,
\end{array}\right.
$$

## 3. Stability and Bifurcation Analysis

The spatio-temporal system (2) has at most three spatially homogeneous non-negative steady states:

1) predators free steady state: $E_{0}=(1,0,0)$
2) top predator free steady state: $E_{1}=\left(u^{\prime}, v^{\prime}, 0\right)$
$u^{\prime}=1-c_{1}\left(1-\frac{c_{4}}{c_{2}}\right), v^{\prime}=\left(-1+\frac{c_{2}}{c_{4}}\right) u^{\prime}$,
3) coexistence of the three species: $E=(\tilde{u}, \tilde{v}, \tilde{w})$;
$\tilde{u}=\mathrm{c}_{1}\left(-1+\frac{1}{A}\right)+1, \tilde{v}=(A-1) \tilde{u}$,
$\tilde{w}=\left(-1+\frac{c_{5}}{c_{6}}\right) \tilde{v}, \mathrm{~A}=\frac{\mathrm{c}_{2} c_{5}}{c_{3}\left(c_{5}-c_{6}\right)+c_{4} c_{5}}$.
The equilibrium point $E$ lies in the first octant if and
only if

$$
\begin{equation*}
c_{5}>c_{6}, A>1,0<c_{1}<\frac{A}{A-1} \tag{3}
\end{equation*}
$$

From biological point of view the stability of the nontrivial steady state $E$ which ensures the coexistence of the three species is of interest.

To perform linear stability analysis, the spatio-temporal system (2) is linearized at the spatially homogeneous steady state $E$ for small space and time dependent fluctuations. For this, set

$$
\begin{aligned}
& u(x, y, t)=\tilde{u}+\bar{u}(x, y, t) ;|\bar{u}(x, y, t)| \ll \tilde{u} \\
& v(x, y, t)=\tilde{v}+\bar{v}(x, y, t) ;|\bar{v}(x, y, t)| \ll \tilde{v} \\
& w(x, y, t)=\tilde{w}+\bar{w}(x, y, t) ;|\bar{w}(x, y, t)| \ll \tilde{w} .
\end{aligned}
$$

Let us assume solutions of the form

$$
\left(\begin{array}{l}
\bar{u}(x, y, t) \\
\bar{v}(x, y, t) \\
\bar{w}(x, y, t)
\end{array}\right)=\left(\begin{array}{l}
\alpha_{0} \\
\alpha_{1} \\
\alpha_{2}
\end{array}\right) e^{\lambda t} \cos \left(k_{x} x\right) \cos \left(k_{y} y\right)
$$

where $\lambda$ is the growth rate of perturbation in time $t$, $\alpha_{i}(i=0,1,2)$ represent the amplitudes, $k_{x}$ and $k_{y}$ are the wave number of the solutions. The corresponding linearized system has the characteristic equation

$$
\begin{equation*}
\left|J-k^{2} D-\lambda I\right|=0 . \tag{4}
\end{equation*}
$$

Here $D=\operatorname{diag}\left(d_{1}, 1, d_{3}\right), k^{2}=k_{x}^{2}+k_{y}^{2}$ and $J=\left(a_{i j}\right)_{3 \times 3}$ is the community matrix of the system (2). The elements are obtained as

$$
\begin{aligned}
& a_{11}=-1+c_{1}\left(1-\frac{1}{A^{2}}\right), a_{12}=-\frac{c_{1}}{A^{2}}, a_{13}=0, \\
& a_{21}=\frac{(-1+A)^{2} c_{2}}{A^{2}}, a_{22}=\left(\frac{c_{2}}{A^{2}}-c_{4}-c_{3}\left(1-\frac{c_{6}}{c_{5}}\right)^{2}\right), \\
& a_{23}=-\frac{c_{3} c_{6}^{2}}{c_{5}^{2}}, a_{31}=0, a_{32}=c_{5}\left(1-\frac{c_{6}}{c_{5}}\right)^{2}, a_{33}=c_{6}\left(-1+\frac{c_{6}}{c_{5}}\right) .
\end{aligned}
$$

The characteristic equation corresponding to $E$ is

$$
\begin{equation*}
\lambda^{3}+b_{2}\left(k^{2}\right) \lambda^{2}+b_{1}\left(k^{2}\right) \lambda+b_{0}\left(k^{2}\right)=0 \tag{5}
\end{equation*}
$$

with

$$
\begin{aligned}
& b_{2}\left(k^{2}\right)=-\left(a_{11}+a_{22}+a_{33}-k^{2}\left(d_{1}+1+d_{3}\right)\right), \\
& b_{1}\left(k^{2}\right)= a_{11} a_{33}+a_{11} a_{22}+a_{22} a_{33}-a_{32} a_{23}-a_{21} a_{12} \\
&-k^{2}\left(\left(d_{1}+d_{3}\right) a_{22}+\left(1+d_{3}\right) a_{11}+\left(d_{1}+1\right) a_{33}\right), \\
&+k^{4}\left(d_{1}+d_{3}+d_{1} d_{3}\right)
\end{aligned}
$$

$$
\begin{aligned}
& b_{0}\left(k^{2}\right)=-a_{11} a_{33} a_{22}+a_{11} a_{32} a_{23}+a_{12} a_{21} a_{33} \\
& +k^{2}\left(\left(-a_{21} a_{12}+a_{11} a_{22}\right) d_{3}+\left(a_{22} a_{33}-a_{32} a_{23}\right) d_{1}+a_{11} a_{33}\right) \\
& \quad-k^{4}\left(d_{1} a_{33}+a_{22} d_{3} d_{1}+a_{11} d_{3}\right)+k^{6} d_{1} d_{3} .
\end{aligned}
$$

The reaction-diffusion systems have led to the characterization of two basic types of symmetry-breaking bi-furcations-Hopf and Turing bifurcation, responsible for the emergence of spatio-temporal patterns. See, for details, references [15,16,23,24].

According to Routh-Hurwitz criteria $\operatorname{Re}(\lambda(k))<0$ if and only if

$$
\begin{equation*}
b_{0}\left(k^{2}\right)>0, b_{2}\left(k^{2}\right)>0, b_{1}\left(k^{2}\right) b_{2}\left(k^{2}\right)-b_{0}\left(k^{2}\right)>0 \tag{6}
\end{equation*}
$$

Contradiction of any one of the above conditions implies the existence of an eigenvalue with positive real part, hence, instability. Turing instability (or diffusion driven instability) occurs if the homogeneous steady state $E$ is stable in the absence of diffusion $\left(k^{2}=0\right)$ but driven unstable by diffusion $\left(k^{2}>0\right)$. Thus we need two conditions which must hold simultaneously. First, the spatially uniform steady state must be stable to small perturbation, that is, all $\lambda\left(k^{2}\right)$ in Equation (5) have $\operatorname{Re}\left(\lambda\left(k^{2}=0\right)\right)<0$, and second, only patterns of a certain spatial extent, that is, patterns within a definite range of wave length $k$, can begin to grow, with $\operatorname{Re}\left(\lambda\left(k^{2} \neq 0\right)\right)>0$.
It is clear that the homogeneous steady state $E$ is locally asymptotically stable if and only if $b_{0}(0)>0$, $b_{2}(0)>0$ and $b_{1}(0) b_{2}(0)-b_{0}(0)>0$. But it will be driven unstable by diffusion if any of the conditions in Equation (3.4) fail to hold. However, it can be easily seen that diffusion driven instability cannot occur by contradicting $b_{2}\left(k^{2}\right)>0$. Hence, we have to look for conditions which reverse the sign of the other two conditions in Equation (3.4). The expressions for $b_{0}\left(k^{2}\right)$ and $b_{1}\left(k^{2}\right) b_{2}\left(k^{2}\right)-b_{0}\left(k^{2}\right)$ are both cubic functions of $k^{2}$ of the form:

$$
\begin{equation*}
F\left(k^{2}\right)=F_{3} k^{6}+F_{2} k^{4}+F_{1} k^{2}+F_{0} ; F_{3}>0, F_{0}>0 . \tag{7}
\end{equation*}
$$

The coefficients $F_{i}(i=0,1,2,3)$ are given in Table 1.
For $F\left(k^{2}\right)$ to be negative for some positive real number $k^{2}(\neq 0)$, the minimum must be negative. This minimum occurs at

$$
\begin{equation*}
k^{2}=k_{c}^{2}=\frac{-F_{2}+\sqrt{F_{2}^{2}-3 F_{1} F_{3}}}{3 F_{3}} . \tag{8}
\end{equation*}
$$

Now $k_{c}^{2}$ is real and positive if

$$
\begin{equation*}
F_{1}<0 \text { or }\left(F_{2}<0 \text { and } F_{2}^{2}>3 F_{1} F_{3}\right) \tag{9}
\end{equation*}
$$

Hence,

Table 1. Values of $F_{i}(i=0,1,2,3)$ of the coefficients $b_{0}\left(k^{2}\right)$ and $b_{1}\left(k^{2}\right) b_{2}\left(k^{2}\right)-b_{0}\left(k^{2}\right)$ which are used to determine conditions for Turing instability.

|  | $b_{0}$ | $b_{1} b_{2}-b_{0}$ |
| :---: | :---: | :---: |
| $F_{3}$ | $d_{1} d_{3}$ | $\left(1+d_{1}\right)\left(1+d_{3}\right)\left(d_{1}+d_{3}\right)$ |
| $F_{2}$ | $d_{1} a_{33}+d_{3} a_{11}+d_{1} d_{3} a_{22}$ | $\begin{aligned} & -\left(1+d_{3}\right)\left(1+2 d_{1}+d_{3}\right) a_{11} \\ & -\left(d_{1}+d_{3}\right)\left(2+d_{1}+d_{3}\right) a_{22} \\ & -\left(1+d_{1}\right)\left(1+d_{1}+2 d_{3}\right) a_{33} \end{aligned}$ |
| $F_{1}$ | $\begin{aligned} & d_{1}\left(a_{22} a_{33}-a_{23} a_{32}\right)+a_{11} a_{33} \\ & +d_{3}\left(a_{11} a_{22}-a_{12} a_{21}\right) \end{aligned}$ | $\begin{aligned} & \left(1+d_{1}\right)\left(a_{33}^{2}-a_{12} a_{21}\right)+\left(d_{1}+d_{3}\right) a_{22}^{2} \\ & +\left(1+d_{3}\right)\left(a_{11}^{2}-a_{23} a_{32}\right) \\ & +2\left(1+d_{1} d_{3}\right)\left(a_{22} a_{33}+a_{11} a_{22}+a_{11} a_{33}\right) \end{aligned}$ |
| $F_{0}$ | $b_{0}(0)$ | $b_{1}(0) b_{2}(0)-b_{0}(0)$ |

$$
\begin{align*}
F_{\min } & =F\left(k_{c}^{2}\right) \\
& =\frac{2 F_{2}^{3}-9 F_{1} F_{2} F_{3}-2\left(F_{2}^{2}-3 F_{1} F_{3}\right)^{3 / 2}+27 F_{3}^{2} F_{0}}{27 F_{3}^{2}} \tag{10}
\end{align*}
$$

Thus,
$F\left(k_{c}^{2}\right)<0$
if $2 F_{2}^{3}-9 F_{1} F_{2} F_{3}-2\left(F_{2}^{2}-3 F_{1} F_{3}\right)^{3 / 2}+27 F_{3}^{2} F_{0}<0$
The conditions given in Equations (9) and (11) are sufficient for the occurrence of Turing instability.

At bifurcation, when $F_{\min }=0$, we require

$$
\begin{equation*}
2 F_{2}^{3}-9 F_{1} F_{2} F_{3}-2\left(F_{2}^{2}-3 F_{1} F_{3}\right)^{3 / 2}+27 F_{3}^{2} F_{0}=0 \tag{12}
\end{equation*}
$$

The above discussion is summarized in the following theorem.

Theorem 3.1: The spatio-temporal system (2) will undergo Turing instability at the homogeneous steady state $E$ provided the following two conditions are satisfied:

1) $F_{1}<0$ or $\left(F_{2}<0\right.$ and $\left.F_{2}^{2}>3 F_{1} F_{3}\right)$
2) $2 F_{2}^{3}-9 F_{1} F_{2} F_{3}-2\left(F_{2}^{2}-3 F_{1} F_{3}\right)^{3 / 2}+27 F_{3}^{2} F_{0}<0$

Proof: The proof directly follows from the above discussion.
Based on the linear stability analysis of system (2), a two-parameter bifurcation diagram with respect to parameters $c_{1}$ and $d_{1}$ is obtained for the parametric choice

$$
\begin{equation*}
c_{2}=0.9, c_{3}=0.4, c_{4}=0.1, c_{5}=0.3, c_{6}=0.15, d_{3}=10 . \tag{13}
\end{equation*}
$$

For this parametric choice, the Hopf bifurcation point is computed as $c_{1}=1.26882$ and the expression for the Turing bifurcation curve is obtained by solving Equation (3.10) for $c_{1}$, as a function of $d_{1}$. The Hopf line and the Turing bifurcation curve, which are shown in the bifurcation diagram Figure 1, separate the parametric space


Figure 1. Two parameter bifurcation diagram for the system (2) with parameters (13).
in to four distinct domains. In domain I, located below both of the lines, the steady state is the only stable solution of the system. Domain II and III are the regions of pure Hopf and pure Turing instabilities respectively, while domain IV, which is located above both the curves, is the region of both Hopf and Turing instabilities.

For Turing instability to occur, at least one of the coefficients of the dispersion relation must be negative for some range of $k^{2}$. From Figure 2 it is clear that the coefficient $b_{0}\left(k^{2}\right)$ is negative in the range $0<k^{2}<6$.

## 4. Spatio-Temporal Pattern Formation

It is well known that it is not always possible to obtain the analytical solutions of coupled system of nonlinear PDE. Hence, one has to use numerical simulations to solve them. The spatio-temporal system (2) is solved numerically in two-dimensional space using a finite difference approximation for the spatial derivatives and an explicit Euler method for the time integration [11]. In order to avoid numerical artifacts the values of the time and space steps have been chosen sufficiently small. This method finally results to a sparse, banded linear system of algebraic equations. The linear system obtained is then solved by using GMRES algorithm [11].

For the numerical simulations, the initial distributions of the species are considered as small spatial perturbation of the uniform equilibrium point.

All the numerical simulations employ the zero-flux (Neumann) boundary conditions in a square habitat of size $50 \times 50$. Iterations are performed for different step sizes in time and space until the solution seems to be invariant. The time step size of $\Delta t=0.01$ and space step size $\Delta x=\Delta y=0.25$ are chosen. In this section, extensive numerical simulations of the spatially extended


Figure 2. Coefficient of the dispersion relation (5) of the system (2) for parameters (13), $c_{1}=1.24, d_{1}=0.01$.
system (2) in two-dimensional space are performed and the qualitative results are analyzed. The following system parameters are chosen as fixed based on the stability and bifurcation analysis carried out in Section 3, whereas the control parameter $c_{1}$ is varied in the simulation experiments:

$$
\begin{aligned}
& c_{2}=0.9, c_{3}=0.4, c_{4}=0.1, c_{5}=0.3, c_{6}=0.15, \\
& d_{1}=0.01, d_{3}=10 .
\end{aligned}
$$

From the analysis and phase-transition bifurcation diagram of Figure 1, it is observed that the system dynamics is determined by the values of $c_{1}$ and $d_{1}$. For different sets of parameters, the feature of the spatial patterns become essentially different if $c_{1}$ exceeds the Hopf bifurcation threshold $c_{1 H o p f}$ and Turing bifurcation threshold $c_{1 \text { Turing }}$, which depends on $d_{1}$, respectively. For the choice of parameters given in (14), Turing bifurcation threshold and Hopf bifurcation threshold are computed as $c_{1 \text { Turing }}=1.1753$ and $c_{1 \text { Hopf }}=1.26882$ respectively.

For $c_{1}=1.35$, which is greater than both the Turing bifurcation threshold and the Hopf bifurcation threshold, the system parameters lie in domain IV of the bifurcation diagram of Figure 1.

In two species spatial models, the patterns of the prey and the predator are of the same type. As a result, the analysis of pattern formation can be restricted to one of the species only [17-19]. However, different behavior is observed for the three species system. Accordingly the Figures 3-5 are drawn for prey, intermediate predator and top predator respectively for $c_{1}=1.35$. In each of these figures, slide (a) corresponds to the initial distribution in the habitat. The time evolution of the patterns at 50000, 200000 and 500000 iterations are shown in slides (b), (c) and (d), respectively. The coexistence of spotted pattern, ring-shaped and the stripe like patterns are observed for the three species.


Figure 3. Patterns of the prey for $\boldsymbol{c}_{\mathbf{1}}=1.35$ at different time steps (iterations) (a) $\mathbf{0}$; (b) $\mathbf{5 0 , 0 0 0}$; (c) $\mathbf{2 0 0 , 0 0 0}$; (d) $\mathbf{5 0 0 , 0 0 0}$.


Figure 4. Patterns of the intermediate predator for $c_{1}=1.35$ at different time steps (iterations) (a) $\mathbf{0 ;}$ (b) $\mathbf{5 0 , 0 0 0 ; ~ ( c ) ~} \mathbf{2 0 0 , 0 0 0 ;}$ (d) 500,000.


Figure 5. Patterns of the top predator for $c_{1}=1.35$ at different time steps (iterations) (a) 0 ; (b) $\mathbf{5 0 , 0 0 0}$; (c) 200,000; (d) 500,000 .

In Figure 3, one can see that the small spatial perturbbations to the homogeneous steady state of the spatiotemporal system (2) leads to the formation of spots and stripes of high prey density on a blue background of low prey density (c.f. Figure 3(b)). However, at later time some of the spots merge together to form stripes. This results in an increase in the number of stripes and a decrease in the number of spots. Ring-shaped pattern is also formed (c.f. Figures 3(c) and (d)).

The patterns of the intermediate predator shown in Figure 4 is structurally similar with that of the patterns of the prey shown in Figure 3. But, the background color is not spatially uniform and varying temporally. In particular, the background density is decreasing with time.

The basic skeleton of the pattern of the top predator (c.f. Figure 5) is similar with that of the patterns of the prey and intermediate predator. However the background density and the density in the patterns keep changing spatially as well as temporally. Patches of different densities are also visible.

Figure 6 shows the steady state patterns of the three species for $c_{1}=1.24$. In this case, the control parameter $c_{1}$ is greater than the Turing bifurcation threshold $C_{1 \text { Turing }}$ but less than the Hopf bifurcation threshold $c_{1 \text { Hopf }}$. That is, the parametric space is domain III of the bifurcation diagram of Figure 1. This means that the system has pure Turing instability and Turing patterns are expected for this choice. The numerical simulation


Figure 6. Steady state patterns of the prey (a), intermediate predator (b) and top predator (c) for $\boldsymbol{c}_{\mathbf{1}}=\mathbf{1 . 2 4}$.
be useful for studying the dynamic complexity of ecosystems or physical systems.
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#### Abstract

In this paper, the Adomian's decomposition method has been developed to yield approximate solution of bacterial chemotaxis model of fractional order in a semi-solid medium. The fractional derivatives are described in the Caputo sense. The method introduces a promising tool for solving many linear and nonlinear fractional differential equations.
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## 1. Introduction and Preliminaries

This paper deals with numerical solutions of bacterial chemotaxis model of fractional order in a semi-solid medium. We are primarily interested in describing the behaviour of the generalized biological mechanisms that govern the bacterial pattern formation processes in the experiments of Budrene and Berg [1] for populations of E. coli. The model for the semi-solid medium experiment with E. coli is considered. The key players in this paper seem to be the bacteria, the chemoattractant (aspartate) and the stimulant (succinate) so the three variables is considered: the cell density $u$, the chemoattractant concentration $v$, and the stimulant concentration $w$. The bacteria diffuse, move chemotactically up gradients of the chemoattractant, proliferate and become non-motile. The non-motile cells can be thought of as dead, for the purpose of the model. The chemoattractant diffuses, and is produced and ingested by the bacteria while the stimulant diffuses and is consumed by the bacteria. The model consisting of three conservation equations is:


In recent years, fractional calculus starts to attract much more attention of physicists and mathematicians. It was found that various; especially interdisciplinary applications can be elegantly modeled with the help of the fractional derivatives. Other authors have demonstrated applications of fractional derivatives in the areas of electrochemical processes [2,3], dielectric polarization [4], colored noise [5], viscoelastic materials [6-9] and chaos [10]. Mainardi [11] and Rossikhin and Shitikova [12] presented survey of the application of fractional derivatives, in general to solid mechanics, and in particular to modeling of viscoelastic damping. Magin [13-15] presented a three part critical review of applications of fractional calculus in bioengineering. Applications of fractional derivatives in other fields and related mathematical tools and techniques could be found in [16-18]. Rida et al. presented a new solutions of some bio-mathematical models of fractional order [19-24].

In this paper, we implemented the Adomian's decomposition method (ADM) $[25,26]$ to the generalized bacterial pattern formation models in a semi-solid medium:

$$
\begin{align*}
& \frac{\partial^{\alpha} u}{\partial t^{\alpha}}=D_{u} \nabla^{2} u-\nabla \cdot\left(\frac{k_{1} u}{\left(k_{2}+v\right)^{2}} \nabla v\right)+k_{3} u\left(\frac{k_{4} w^{2}}{k_{9}+w^{2}}-u\right), \\
& \frac{\partial^{\alpha} v}{\partial t^{\alpha}}=D_{v} \nabla^{2} v+k_{5} w \frac{u^{2}}{k_{6}+u^{2}}-k_{7} u v  \tag{1.1}\\
& \frac{\partial^{\alpha} w}{\partial t^{\alpha}}=D_{w} \nabla^{2} w+k_{8} u \frac{w^{2}}{k_{9}+w^{2}}
\end{align*}
$$

where $0<\alpha \leq 1, u, v$ and $w$ are the cell density, the concentration of the chemoattractant and of the stimulant respectively. There are three diffusion coefficients, three initial values $(u, v, w$ at $t=0)$ and nine parameters $k$ in the model.
Subject to initial conditions:
$u(\mathrm{X}, 0)=u_{0}(\mathrm{X}), v(\mathrm{X}, 0)=v_{0}(\mathrm{X})$ and $w(\mathrm{X}, 0)=w_{0}(\mathrm{X})$
where $u, v$ and $w$ are the cell density, the concentration of the chemoattractant and of the stimulant respectively. There are three diffusion coefficients, three initial values ( $u, v, w$ at $t=0$ ) and nine parameters $k$ in the model.
The fractional systems of Equations (1.1) are obtained by replacing the first time derivative term by a fractional derivative of order $\alpha>0$. The Derivatives are understood in the Caputo sense. The general response expression contains a parameter describing the order of the fractional derivative that can be varied to obtain various responses.

In the case of $\alpha \rightarrow 1$, the fractional system equations reduce to the standard system of partial differential equations. The Adomian's decomposition method will be applied for computing solutions to the systems of fractional partial differential equations considered in this paper. This method has been used to obtain approximate solutions of a large class of linear or nonlinear differential equations. It is also quite straightforward to write computer codes in any symbolic languages. The method provides solutions in the form of power series with easily computed terms. It has many advantages over the classical techniques mainly; it provides efficient numerical solutions with high accuracy, minimal calculations.

The reason of using fractional order differential equations (FOD) is that FOD are naturally related to systems with memory which exists in most biological systems. Also they are closely related to fractals which are abundant in biological systems. The results derived of the fractional system (1.1) are of a more general nature. Respectively, solutions to the fractional reaction-diffusion equations spread at a faster rate than the classical diffusion equation, and may exhibit asymmetry. However, the fundamental solutions of these equations still exhibit useful scaling properties that make them attractive for applications.

Cherruault [27] proposed a new definition of the method and he then insisted that it would become possible to prove the convergence of the decomposition method. Cherruault and Adomian [28] proposed a new convergence series. A new approach of the decomposition method was obtained in a more natural way than was given in the classical presentation [29]. Recently, the application of the method is extended for fractional differential equations [30-33].

There are several approaches to the generalization of the notion of differentiation to fractional orders e.g. Rie-mann-Liouville, GruÖnwald-Letnikow, Caputo and Generalized Functions approach [34]. Riemann-Liouville fractional derivative is mostly used by mathematicians but this approach is not suitable for real world physical problems since it requires the definition of fractional order initial conditions, which have no physically meaningful explanation yet. Caputo introduced an alternative definition, which has the advantage of defining integer order initial conditions for fractional order differential equations [34]. Unlike the Riemann-Liouville approach, which derives its definition from repeated integration, the GruÖnwald-Letnikow formulation approaches the problem from the derivative side. This approach is mostly used in numerical algorithms.

## 2. Fractional Calculus

Here, we mention the basic definitions of the Caputo fractional-order integration and differentiation, which are used in the up coming paper and play the most important role in the theory of differential and integral equation of fractional order.

The main advantages of Caputo's approach are the initial conditions for fractional differential equations with Caputo derivatives take on the same form as for integer order differential equations.

Definition 2.1 The fractional derivative of $f(x)$ in the Caputo sense is defined as [34]:

$$
\begin{aligned}
D^{\alpha} f(x) & =I^{m-\alpha} D^{m} f(x) \\
& =\frac{1}{\Gamma(m-\alpha)} \int_{0}^{x}(x-t)^{m-\alpha+1} f^{(m)}(t) \mathrm{d} t
\end{aligned}
$$

for $m-1<\alpha \leq m, m \in N, x>0$.
For the Caputo derivative we have $D^{\alpha} C=0, C$ is constant

$$
D^{\alpha} t^{n}=\left\{\begin{array}{ll}
0, & (n \leq \alpha-1) \\
\frac{\Gamma(n+1)}{\Gamma(n-\alpha+1)} t^{n-\alpha}, & (n>\alpha-1)
\end{array}\right\}
$$

Definition 2.2 For $m$ to be the smallest integer that exceeds $\alpha$, the Caputo fractional derivatives of order $\alpha>0$ is defined as [34]:

$$
\begin{aligned}
& D^{\alpha} u(x, t)=\frac{\partial^{\alpha} u(x, t)}{\partial t^{\alpha}} \\
& =\left\{\begin{array}{ll}
\frac{1}{\Gamma(m-\alpha)} \int_{0}^{t}(t-\tau)^{m-\alpha+1} \frac{\partial^{m} u(x, \tau)}{\partial \tau^{m}} \mathrm{~d} \tau, & \text { for } m-1<\alpha<m \\
\frac{\partial^{m} u(x, t)}{\partial t^{m}}, & \text { for } \alpha=m \in N
\end{array}\right\}
\end{aligned}
$$

## 3. Analysis of the Method

To give the approximate solution of nonlinear fractionalorder differential equations by means of the ADM, we write the systems in the form

$$
\begin{align*}
& D^{\alpha_{1}} u_{1}(\mathrm{X}, t)=N_{1}\left(u_{1}, u_{2}, \cdots, u_{m}\right)+f_{1}(\mathrm{X}, t) \\
& D^{\alpha_{2}} u_{2}(\mathrm{X}, t)=N_{2}\left(u_{1}, u_{2}, \cdots, u_{m}\right)+f_{2}(\mathrm{X}, t)  \tag{3.1}\\
& \vdots \\
& D^{\alpha_{m}} u_{m}(\mathrm{X}, t)=N_{m}\left(u_{1}, u_{2}, \cdots, u_{m}\right)+f_{m}(\mathrm{X}, t)
\end{align*}
$$

where $D^{\alpha_{i}}(i=1,2, \cdots, m)$ are the fractional operators, and $N_{1}, N_{2}, \cdots N_{m}$ are nonlinear operators.

Applying the inverse operators $I^{\alpha_{1}}, I^{\alpha_{2}}, \cdots, I^{\alpha_{M}}$ to the systems (3.1)

$$
\begin{align*}
& u_{1}(\mathrm{X}, t)=I^{\alpha_{1}}\left(N_{1}\left(u_{1}, u_{2}, \cdots, u_{m}\right)+f_{1}(\mathrm{X}, t)\right) \\
& u_{2}(\mathrm{X}, t)=I^{\alpha_{2}}\left(N_{2}\left(u_{1}, u_{2}, \cdots, u_{m}\right)+f_{2}(\mathrm{X}, t)\right)  \tag{3.2}\\
& \vdots \\
& u_{m}(\mathrm{X}, t)=I^{\alpha_{M}}\left(N_{m}\left(u_{1}, u_{2}, \cdots, u_{m}\right)+f_{m}(\mathrm{X}, t)\right)
\end{align*}
$$

Subject to the initial conditions

$$
\begin{equation*}
u_{i}(\mathrm{X}, 0)=g_{i}(\mathrm{X}),(i=1,2, \cdots, m) \tag{3.3}
\end{equation*}
$$

The Adomian decomposition method suggests that the linear terms $u_{i}(\mathrm{X}, t)$ are decomposed by an infinite series of components

$$
\begin{equation*}
u_{i}(\mathrm{X}, t)=\sum_{n=0}^{\infty} u_{i, n}(\mathrm{X}, t),(i=1,2, \cdots, m) \tag{3.4}
\end{equation*}
$$

and the nonlinear operators are defined by the infinite series of the so called Adomian polynomials

$$
\begin{equation*}
N_{i}=\sum_{n=0}^{\infty} A_{i, n} \tag{3.5}
\end{equation*}
$$

where $u_{i, n}(\mathrm{X}, t) ; n \geq 0$ are the components of $u_{i}(\mathrm{X}, t)$, that will be elegantly determined, and $A_{i, n} ; n \geq 0$ are Adomian's polynomials that can be generated for all forms of non linearity [35]. Substituting (3.4) and (3.5) into (3.2) gives

$$
\begin{align*}
& \sum_{n=0}^{\infty} u_{1, n}(\mathrm{X}, t)=g_{1}(\mathrm{X})+I^{\alpha_{1}}\left(\sum_{n=0}^{\infty} A_{1, n}+f_{1}(\mathrm{X}, t)\right) \\
& \sum_{n=0}^{\infty} u_{2, n}(\mathrm{X}, t)=g_{2}(\mathrm{X})+I^{\alpha_{2}}\left(\sum_{n=0}^{\infty} A_{2, n}+f_{2}(\mathrm{X}, t)\right)  \tag{3.6}\\
& \vdots \\
& \sum_{n=0}^{\infty} u_{m, n}(\mathrm{X}, t)=g_{m}(\mathrm{X})+I^{\alpha_{m}}\left(\sum_{m=0}^{\infty} A_{m, n}+f_{m}(\mathrm{X}, t)\right)
\end{align*}
$$

Following adomian analysis, the nonlinear system (3.1) is transformed into a set of recursive relations given by

$$
\begin{align*}
& u_{i, 0}(\mathrm{X}, t)=g_{i}(\mathrm{X}) \\
& u_{i, n+1}(\mathrm{X}, t)=I^{\alpha}\left(A_{i, n}+f_{i}(\mathrm{X}, t)\right) \quad n \geq 0, \tag{3.7}
\end{align*}
$$

where $(i=1,2, \cdots, m)$.
It is an essential feature of the decomposition method that the zeroth components $u_{i, 0}(\mathrm{X}, t)$ are defined always by all terms that arise from initial data and from integrating the inhomogeneous terms. The remaining pairs ( $u_{i, n}, n \geq 1$ ) can be easily determined in a parallel manner. Additional pairs for the decomposition series normally account for higher accuracy. Have been determined the components of $u_{i}(\mathrm{X}, t)$, the solutions of the system follow immediately in the form of a power series expansion upon using (3.4). The series obtained can be summed up in many cases to give a closed form solution for concrete problems, the $n$ term approximants can be used for numerical purposes. Comparing the scheme presented above with existing techniques such as characteristics method and Riemann invariants, it is clear that the decomposition method introduces a fundamental qualitative difference in approach, because no assumptions are made. The approach is straightforward and the rapid convergence is guaranteed. To give a clear overview of the content of this work, several illustrative examples have been selected to demonstrate the efficiency of the method.

## 4. Applications and Numerical Results

In order to illustrate the advantages and the accuracy of the ADM, we consider time-fractional chemotaxis model of bacteria colonies in a semi-solid medium (1.1) in one dimensional in the form:

$$
\begin{align*}
D^{\alpha} u & =D_{u} L_{x x} u \\
& -L_{x}\left(\frac{k_{1} u}{\left(k_{2}+v\right)^{2}} L_{x} v\right)+k_{3} u\left(\frac{k_{4} w^{2}}{k_{9}+w^{2}}-u\right) \\
D^{\alpha} v & =D_{v} L_{x x} v+k_{5} w \frac{u^{2}}{k_{6}+u^{2}}  \tag{4.2}\\
D^{\alpha} w & =D_{w} L_{x x} w+k_{8} u \frac{w^{2}}{k_{9}+w^{2}}
\end{align*}
$$

Subject to the initial conditions

$$
\begin{gathered}
u(x, 0)=n_{0} \\
v(x, 0)=\lambda e^{-\mu x^{2}} \\
w(x, 0)=s_{0}
\end{gathered}
$$

where $n_{0}, \lambda, \mu, s_{0}$ are constants.
Operating with $I^{\alpha}$ in both sides of system (4.2) we find

$$
\begin{align*}
& u(x, t)=u(x, 0) \\
& \quad+I^{\alpha}\left(D_{u} L_{x x} u-L_{x}\left(\frac{k_{1} u}{\left(k_{2}+v\right)^{2}} L_{x} v\right)+k_{3} u\left(\frac{k_{4} w^{2}}{k_{9}+w^{2}}-u\right)\right) \\
& v(x, t)=v(x, 0)+I^{\alpha}\left(D_{v} L_{x x} v+k_{5} w \frac{u^{2}}{k_{6}+u^{2}}\right) \\
& w(x, t)=w(x, 0)+I^{\alpha}\left(D_{w} L_{x x} w+k_{8} u \frac{w^{2}}{k_{9}+w^{2}}\right) \tag{4.3}
\end{align*}
$$

The ADM assumes a series solution for $u(x, t), v(x, t)$ and $w(x, t)$ given by:

$$
\begin{align*}
& u(x, t)=\sum_{n=0}^{\infty} u_{n}(x, t) \\
& v(x, t)=\sum_{n=0}^{\infty} v_{n}(x, t)  \tag{4.4}\\
& w(x, t)=\sum_{n=0}^{\infty} w_{n}(x, t)
\end{align*}
$$

Substituting the decomposition series (4.4) into (4.3) yields

$$
\begin{aligned}
& \sum_{n=0}^{\infty} u_{n}(x, t)=u(x, 0) \\
& +I^{\alpha}\left(D_{u} L_{x x} \sum_{n=0}^{\infty} u_{n}(x, t)-k_{1} L_{x} \sum_{n=0}^{\infty} A_{n}+k_{3} k_{4} \sum_{n=0}^{\infty} B_{n}-k_{3} \sum_{n=0}^{\infty} C_{n}\right) \\
& \quad \sum_{n=0}^{\infty} v_{n}(x, t)=v(x, 0)+I^{\alpha}\left(D_{v} L_{x x} \sum_{n=0}^{\infty} v_{n}(x, t)+k_{5} \sum_{n=0}^{\infty} D_{n}\right) \\
& \quad \sum_{n=0}^{\infty} w_{n}(x, t)=w(x, 0)+I^{\alpha}\left(D_{w} L_{x x} \sum_{n=0}^{\infty} w_{n}(x, t)+k_{8} \sum_{n=0}^{\infty} B_{n}\right)
\end{aligned}
$$

Identifying the zeros components, $u_{0}(x, t), v_{0}(x, t)$ and $w_{0}(x, t)$ by $u_{0}(x, 0), v_{0}(x, 0)$ and $w_{0}(x, 0)$ the remaining components where $n \geq 0$ can be determined by using recurrence relation:

$$
\begin{align*}
& u_{0}(x, t)=u_{0}(x, 0) \\
& u_{n+1}(x, t)=I^{\alpha}\left(D_{u} L_{x x} u_{n}-k_{1} L_{x} A_{n}+k_{3} k_{4} B_{n}-k_{3} C_{n}\right)  \tag{4.5}\\
& n \geq 0 \\
& v_{0}(x, t)=v_{0}(x, 0)  \tag{4.6}\\
& v_{n+1}(x, t)=I^{\alpha}\left(D_{v} L_{x x} v_{n}+k_{5} D_{n}\right), \quad n \geq 0 \\
& w_{0}(x, t)=w_{0}(x, 0)  \tag{4.7}\\
& w_{n+1}(x, t)=I^{\alpha}\left(D_{w} L_{x x} w_{n}+k_{8} B_{n}\right), n \geq 0
\end{align*}
$$

where $A_{n}, B_{n}, C_{n}$, and $D_{n}$ are the Adomian's polynomials calculated for all forms of nonlinearity according to specific algorithms constructed by Adomian as:

$$
\begin{gather*}
A_{0}=\frac{k_{1} u_{0} v_{0 x}}{\left(k_{2}+v\right)^{2}}=u_{0} \frac{\partial}{\partial x} \frac{v_{0}}{k_{2}+v_{0}} \\
A_{1}=u_{1} \frac{\partial}{\partial x} \frac{v_{0}}{k_{2}+v_{0}}+k_{2} u_{0} v_{1} \frac{\partial}{\partial x} \frac{1}{\left(k_{2}+v_{0}\right)^{2}}  \tag{4.8}\\
B_{0}=\frac{u_{0} w_{0}^{2}}{k_{9}+w_{0}^{2}} \\
B_{1}=\frac{u_{1} w_{0}^{2}}{k_{9}+w_{0}^{2}}+\frac{2 k_{9} u_{0} w_{0} w_{1}}{\left(k_{9}+w_{0}^{2}\right)}  \tag{4.9}\\
C_{0}=u_{0}^{2}  \tag{4.10}\\
C_{1}=2 u_{0} u_{1}
\end{gather*}
$$

and

$$
\begin{align*}
D_{0} & =\frac{w_{0} u_{0}^{2}}{k_{6}+u_{0}^{2}} \\
D_{1} & =\frac{w_{1} u_{0}^{2}}{k_{6}+u_{0}^{2}}+\frac{2 k_{6} w_{0} u_{0} u_{1}}{\left(k_{6}+u_{0}^{2}\right)} \tag{4.11}
\end{align*}
$$

Using Equations (4.5)-(4.11), we can calculate some of the terms of the decomposition series (4.4) as:

$$
\begin{gathered}
u_{0}(x, t)=f(x) \\
u_{1}(x, t)=f_{1}(x) \frac{t^{\alpha}}{\Gamma(\alpha+1)} \\
u_{2}(x, t)=f_{2}(x) \frac{t^{2 \alpha}}{\Gamma(2 \alpha+1)} \\
v_{0}(x, t)=g(x) \\
v_{1}(x, t)=g_{1}(x) \frac{t^{\alpha}}{\Gamma(\alpha+1)} \\
v_{2}(x, t)=g_{2}(x) \frac{t^{2 \alpha}}{\Gamma(2 \alpha+1)}
\end{gathered}
$$

and

$$
\begin{gathered}
w_{0}(x, t)=h(x) \\
w_{1}(x, t)=h_{1}(x) \frac{t^{\alpha}}{\Gamma(\alpha+1)} \\
w_{2}(x, t)=h_{2}(x) \frac{t^{2 \alpha}}{\Gamma(2 \alpha+1)}
\end{gathered}
$$

where:

$$
\begin{gathered}
f(x)=n_{0} \\
f_{1}(x)=D_{u} f^{(2)}-k_{1} f \frac{\partial}{\partial x} \frac{g}{k_{2}+g}+k_{3} k_{4} \frac{f h^{2}}{k_{9}+h^{2}}-k_{3} f^{2} \\
f_{2}(x)=D_{u} f_{1}^{(2)}-k_{1}\left(f_{1} \frac{\partial}{\partial x} \frac{g}{k_{2}+g}+k_{2} f g_{1} \frac{\partial}{\partial x} \frac{g}{\left(k_{2}+g\right)^{2}}\right), \\
+k_{3} k_{4}\left(\frac{f_{1} h^{2}}{k_{9}+h^{2}}+\frac{2 k_{9} f h h_{1}}{\left(k_{9}+h^{2}\right)^{2}}\right)-2 k_{3} f f_{1}
\end{gathered}
$$

$$
\begin{gathered}
g(x)=\lambda e^{-\mu x^{2}} \\
g_{1}(x)=D_{v} g^{(2)}+k_{5} \frac{h f^{2}}{k_{6}+f^{2}} \\
g_{2}(x)=D_{v} g_{1}^{(2)}+k_{5}\left(\frac{h_{1} f^{2}}{k_{6}+f^{2}}+\frac{2 k_{6} h f f_{1}}{\left(k_{6}+f^{2}\right)^{2}}\right)
\end{gathered}
$$

and

$$
\begin{gathered}
h(x)=s_{0} \\
h_{1}(x)=D_{w} h^{(2)}+k_{8} \frac{f h^{2}}{k_{9}+h^{2}} \\
h_{2}(x)=D_{w} h_{1}^{(2)}+k_{8}\left(\frac{f_{1} h^{2}}{k_{9}+h^{2}}+\frac{2 k_{9} f h h_{1}}{\left(k_{9}+h^{2}\right)^{2}}\right)
\end{gathered}
$$

and so on, substituting $u_{0}, u_{1}, u_{2}, \cdots, v_{0}, v_{1}, v_{2}, \cdots$ and $w_{0}, w_{1}, w_{2}, \cdots$ into (4.4) gives the solution $u(x, t), v(x, t)$ and $w(x, t)$ in a series form by:

$$
\begin{align*}
& u(x, t)=u_{0}+u_{1}+u_{2}+\cdots \\
& v(x, t)=v_{0}+v_{1}+v_{2}+\cdots  \tag{4.12}\\
& w(x, t)=w_{0}+w_{1}+w_{2}+\cdots
\end{align*}
$$

## See Figure 1 and Table 1.



Figure 1. The Numerical results $u(x, t)$.
Table 1. Density of the active bacteria in a semi-solid medium.

| $x$ | $\alpha=1$ | $\alpha=0.99$ | $\alpha=0.95$ |
| :---: | :---: | :---: | :---: |
| -10 | $1.7620 \mathrm{E}+00$ | $1.7078 \mathrm{E}+00$ | $1.9998 \mathrm{E}+00$ |
| -8 | $4.3328 \mathrm{E}-01$ | $4.7356 \mathrm{E}-01$ | $2.5642 \mathrm{E}-01$ |
| -6 | $9.9630 \mathrm{E}-01$ | $9.9656 \mathrm{E}-01$ | $9.9515 \mathrm{E}-01$ |
| -4 | $9.9997 \mathrm{E}-01$ | $9.9997 \mathrm{E}-01$ | $9.9995 \mathrm{E}-01$ |
| -2 | $1.0000 \mathrm{E}+00$ | $1.0000 \mathrm{E}+00$ | $1.0000 \mathrm{E}+00$ |
| 0 | $1.0000 \mathrm{E}+00$ | $1.0000 \mathrm{E}+00$ | $1.0000 \mathrm{E}+00$ |
| 2 | $1.0000 \mathrm{E}+00$ | $1.0000 \mathrm{E}+00$ | $1.0000 \mathrm{E}+00$ |
| 4 | $9.9997 \mathrm{E}-01$ | $9.9997 \mathrm{E}-01$ | $9.9995 \mathrm{E}-01$ |
| 6 | $9.9630 \mathrm{E}-01$ | $9.9656 \mathrm{E}-01$ | $9.9515 \mathrm{E}-01$ |
| 8 | $4.3328 \mathrm{E}-01$ | $4.7356 \mathrm{E}-01$ | $2.5642 \mathrm{E}-01$ |
| 10 | $1.7620 \mathrm{E}+00$ | $1.7078 \mathrm{E}+00$ | $1.9998 \mathrm{E}+00$ |



Figure 2. The movement of bacteria cells $u(x, y, t)$ at $\alpha=1$, white color corresponds to high cell density.

## 5. Conclusions

In this paper, the decomposition method was implemented to describe the evolution of the bacterial chemotaxis model in a semi-solid medium. The results shows that the solution continuously depends on the time-fractional derivative see Figure 1. In other words, we solve the model in two dimensional forms. Figure 2 is time evolution of the bacteria density $u(x, y, t)$ at, $\alpha \rightarrow 1$ which the light regions represent high density of bacteria. In Figure 2, Bacteria patterns obtained in semi-solid medium begin with a very low density bacterial lawn spreading out from the initial inoculums. But high density ring of bacteria appears at some radius less than the radius of the lawn, which is very similar to the experimental results (Budrene and Berg (1991)). Finally, it may be concluded that the decomposition method does not change the problem into a convenient one for use of linear theory. It therefore provides more realistic solutions. It provides series solutions which generally converge very rapidly in real physical problems. Respectively, the recent appearance of fractional differential equations as models in some fields of applied mathematics makes it necessary to investigate methods of solution for such equations (analytical and numerical) and we hope that this work is a step in this direction.

## 6. References

[1] E. O. Budrene and H. C. Berg, "Complex Patterns Formed by Motile Cells of Escherichia Coli," Nature, Vol. 349, 1991, pp. 630-633. doi:10.1038/349630a0
[2] M. Ichise, Y. Nagayanagi and T. Kojima, "An Analog Simulation of Non-Integer Order Transfer Functions for Analysis of Electrode Processes," Journal of Electronically Chemistry Interfacial Electrochemical, Vol. 33, No. 2, 1971, pp. 253-265.
[3] H. H. Sun, B. Onaral and Y. Tsao, "Application of Positive Reality Principle to Metal Electrode Linear Polarization Phenomena," IEEE Transactions on Biomedical Engineering, Vol. 31, No. 10, 1984, pp. 664-674.
doi:10.1109/TBME.1984.325317
[4] H. H. Sun, A. A. Abdelwahab and B. Onaral, "Linear Approximation of Transfer Function with a Pole of Fractional Order," IEEE Transactions on Automatic Control, Vol. 29, No. 5, 1984, pp. 441-444. doi:10.1109/TAC.1984.1103551
[5] B. Mandelbrot, "Some Noises with 1/f Spectrum, a Bridge between Direct Current and White Noise," IEEE Transactions on Information Theory, Vol. 13, No. 2, 1967, pp. 289-298. doi:10.1109/TIT.1967.1053992
[6] R. L. Bagley and R. A. Calico, "Fractional Order State Equations for the Control of Viscoelastic Structures," Journal of Guidance Control Dynamics, Vol. 14, No. 2, 1991, pp. 304-311. doi:10.2514/3.20641
[7] R. C. Koeller, "Application of fractional calculus to the theory of viscoelasticity," Journal of Applied Mechanics, Vol. 51, No. 2, 1984, pp. 299-307. doi:10.1115/1.3167616
[8] R. C. Koeller, "Polynomial Operators. Stieltjes Convolution and Fractional Calculus in Hereditary Mechanics," Acta Mechanics, Vol. 58, No. 3-4, 1986, pp. 251-264. doi:10.1007/BF01176603
[9] S. B. Skaar, A. N. Michel and R. K. Miller, "Stability of Viscoelastic Control Systems," IEEE Transactions on Automatic Control, Vol. 33, No. 4, 1988, pp. 348-357. doi:10.1109/9.192189
[10] T. T. Hartley, C. F. Lorenzo and H. K. Qammar, "Chaos in a Fractional Order Chua System," IEEE Transactions on Circuits Systems, Vol. 42, No. 8, 1995, pp. 485-490. doi:10.1109/81.404062
[11] F. Mainardi, "Fractional Calculus: Some Basic Problem in Continuum and Statistical Mechanics," In: A. Carpinteri and F. Mainardi, Eds., Fractals and Fractional Calculus in Continuum Mechanics, Springer, Wein, New York, 1997, pp. 291-348.
[12] Y. A. Rossikhin and M. V. Shitikova, "Applications of Fractional Calculus to Dynamic Problems of Linear and Nonlinear Hereditary Mechanics of Solids," Applied Mechanics Reviews, Vol. 50, No. 1, 1997, pp. 15-67. doi:10.1115/1.3101682
[13] R. L. Magin, "Fractional Calculus in Bioengineering," Critical Reviews in Biomedical Engineering, Vol. 32, No. 1, 2004, pp. 1-104.
[14] R. L. Magin, "Fractional Calculus in Bioengineering: Part 2," Critical Reviews in Biomedical Engineering, Vol. 32, No. 2, 2004, pp. 105-193.
[15] R. L. Magin, "Fractional Calculus in Bioengineering: Part 3," Critical Reviews in Biomedical Engineering, Vol. 32, No. 3-4, 2004, pp. 194-377.
[16] K. B. Oldham, "The Fractional Calculus," Academic Press, New York, 1974.
[17] S. G. Samko, A. A. Kilbas and O. I. Marichev, "Fractional Integrals and Derivatives-Theory and Applica-
tions," Gordon and Breach Science Publishers, Longhorne, 1993.
[18] I. Podlubny, "Fractional Differential Equations," Academic Press, New York, 1999.
[19] S. Z. Rida, A. M. A. El-Sayed and A. A. M. Arafa, "Effect of Bacterial Memory Dependent Growth by Using Fractional Derivatives Reaction-Diffusion Chemotactic Model," Journal of Statistical Physics, Vol. 140, No. 4, 2010, pp. 797-811. doi:10.1007/s10955-010-0007-8
[20] A. M. A. El-Sayed, S. Z. Rida and A. A. M. Arafa, "On the Solutions of the Generalized Reaction-Diffusion Model for Bacteria Growth," Acta Applicandae Mathematicae, Vol. 110, No. 3, 2010, pp. 1501-1511. doi:10.1007/s10440-009-9523-4
[21] S. Z. Rida, A. M. A. El-Sayed and A. A. M. Arafa, "On the Solutions of Time-Fractional Reaction-Diffusion Equations," Communication in Nonlinear Science \& Numerical Simulation, Vol. 15, 2010, pp. 3847-3854.
[22] S. Z. Rida, A. M. A. El-Sayed and A. A. M. Arafa, "A Fractional Model for Bacterial Chemoattractant in a Liquid Medium," Nonlinear Science Letter A, Vol. 1, No. 4, 2010, pp. 415-420.
[23] A. M. A. El-Sayed, S. Z. Rida and A. A. M. Arafa, "Exact Solutions of the Fractional-Order Biological Population Model," Communication in Theoretical Physics, Vol. 52, No.6, 2009, pp. 992-996. doi:10.1088/0253-6102/52/6/04
[24] A. M. A. El-Sayed, S. Z. Rida and A. A. M. Arafa, "On the Solutions of Time-Fractional Bacterial Chemotaxis in a Diffusion Gradient Chamber," International journal of Nonlinear Science, Vol. 7, No. 4, 2009, pp. 485-492.
[25] G. Adomian, "Solving Frontier Problems of Physics: The Decomposition Method," Kluwer, Academic, Dordrecht, 1994.
[26] G. A domain, "A Review of the Decomposition Method in Applied Mathematics," Mathematical Analysis and Applications, Vol. 135, 1988, pp. 501-544.
[27] Y. Cherruault, "Convergence of Adomian's Method," Kybernetes, Vol. 18, No. 2, 1989, pp. 31-38. doi:10.1108/eb005812
[28] Y. Cherruault and G. Adomian, "Decomposition Methods: A New Proof of Convergence," Mathematical and Computer Modelling, Vol. 18, No. 2, 1993, pp. 103-106. doi:10.1016/0895-7177(93)90233-O
[29] N. Nagarhasta, B. Some, K. Abbaoui and Y. Cherruault, "New Numerical Study of Adomian Method Applied to a Diffusion Model," Kybernetes, Vol. 31, No. 1, 2002, pp. 61-75. doi:10.1108/03684920210413764
[30] S. Momani, "Non-Perturbative Analytical Solutions of the Space- and Time-Fractional Burgers Equations," Chaos, Solitons \& Fractals, Vol. 28, No. 4, 2006, pp. 930-937. doi:10.1016/j.chaos.2005.09.002
[31] S. Momani and Z. Odibat, "Analytical Solution of a TimeFractional Navier-Stokes Equation by Adomian Decomposition Method," Applied Mathematics and Computation, Vol. 177, No. 2, 2006, pp. 488-494.
doi:10.1016/j.amc.2005.11.025
[32] S. Momani and Z. Odibat, "Numerical Comparison of Methods for Solving Linear Differential Equations of Fractional Order," Chaos, Solitons \& Fractals, Vol. 31, No. 5, 2007, pp. 1248-1255. doi:10.1016/j.chaos.2005.10.068
[33] Z. Odibat and S. Momani, "Approximate Solutions for Boundary Value Problems of Time-Fractional Wave Equation," Applied Mathematics and Computation, Vol. 181, No. 1, 2006, pp. 767-774. doi:10.1016/j.amc.2006.02.004
[34] I. Podlubny and A. M. A. El-Sayed, "On Two Definition of Fractional Calculus," Solvak Academy of ScienceInstitute of Experimental Physics, UEF-03-96 ISPN 80-7099-252-2, 1996.
[35] A. Wazwaz, "A New Algorithm for Calculating Adomian Polynomials for Nonlinear Operators," Applied Mathematics and Computation, Vol. 111, No. 1, 2000, pp. 5369. doi:10.1016/S0096-3003(99)00063-6

## Note: Parameters Taken as:

$$
\begin{aligned}
& n_{0}=1, \lambda=0.01, \mu=0.1, \\
& k_{1}=3.9(10)^{-9}, k_{2}=5(10)^{-6}, k_{3}=1.62(10)^{-8}, \\
& k_{5}=k_{6}=k_{7}=k_{8}=1, k_{9}=4(10)^{-6}, s_{0}=1-3(10)^{-3}, \\
& D_{u}=2-4(10)^{-6}, D_{v}=8.9(10)^{-6}, D_{w}=9(10)^{-6}, t=100
\end{aligned}
$$
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#### Abstract

This paper deals with the study of the special lattices of rough algebras. We discussed the basic properties such as the rough distributive lattice; the rough modular lattice and the rough semi-modular lattice etc., some results of lattice are generalized in this paper. The modular lattice of rough algebraic structure can provide academic base and proofs to analyze the coverage question and the reduction question in information system.
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## 1. Introduction

It is generally known that the order and the partial order set theory were widely applied in the discrete mathematics and fuzzy mathematics. In algebraic theories about the notion of lattice as both profound and sweeping.

The rough set was introduced by Pawlak in 1982 [1]. The lattice to characterize rough set is an important task [2-6]. Actually, we can use a lattice model to represent different information flow policies and play an important role in Boolean algebra. Obviously, the coverage problem and the reductions problem are two problems of the cores in information system of lattice relation, which boosts the development of lattice theory. We give several special lattices of rough algebras that we discuss in this article; for instance, we prove that a lattice is necessary and sufficient condition of the rough semi-modular lattice.

We will now describe a lattice definition and then we introduce rough approximation spaces. The main contents are as the following:

Definition 1.1. [7] Let $L$ is a set. Define the meet $(\wedge)$ and join $(\vee)$ operations by

$$
\begin{aligned}
& x \wedge y=\operatorname{glb}(x, y), \\
& x \vee y=\operatorname{lub}(x, y)
\end{aligned}
$$

The following properties hold for all elements
$x, y, z \in L$.

1) commutative laws:

$$
x \wedge y=y \wedge x \text { and } x \vee y=y \vee x
$$

2) associative laws:

$$
\begin{aligned}
& (x \wedge y) \wedge z=x \wedge(y \wedge z) \text { and } \\
& (x \vee y) \vee z=x \vee(y \vee z) .
\end{aligned}
$$

3) absorption laws:

$$
x \wedge(x \vee y)=x \text { and } x \vee(x \wedge y)=x .
$$

4) idempotent laws:

$$
x \wedge x=x \text { and } x \vee x=x .
$$

A lattice is an algebra structure $\langle L, \vee, \wedge\rangle$ that has two binary composition $\wedge$ and $\vee$, it satisfies the abovementioned condition 1), 2), 3) and 4).

Definition 1.2. [7] Let $L$ is a lattice, if for any $x, y, z \in L$.

$$
\begin{aligned}
& \text { 1) } x \wedge(y \vee z)=(x \wedge y) \vee(x \wedge z), \text { or } \\
& \text { 2) } x \vee(y \wedge z)=(x \vee y) \wedge(x \vee z) .
\end{aligned}
$$

Therefore, $L$ is called a distributive lattice.
Definition 1.3. [7] A distributive lattice is called a modular lattice.

Theorem 1.1. [7] Let $L$ is modular lattice, then $L$ is called a semi-modular lattice.

Definition 1.4. [8] Assume that $U$ is a finite and nonempty set with the universe, $R \subseteq U \times U$ denote a binary relation on $U$. Let $(U, R)$ is an approximation spaces. Define $\mathbb{R}=\{(\underline{R}, \bar{R}) \mid R \subseteq U\}$ is a rough approximation spaces. $\underline{R}$ and $\bar{R}$ are referred to as the lower and upper approximation operators respectively.

Theorem 1.2. [8] Let $(U, R)$ be an approximation spaces. Then algebra $\langle\mathbb{R}, \vee, \wedge\rangle$ is a complete distributive lattice.

## 2. Main Results

Definition 2.1. Let $(U, R)$ be an approximation spaces. For all $x, y \in R$. If $\underline{R}(x)=\underline{R}(y)$, then the rough $x$ and $y$
are called lower rough equal. The notation $x=y$ denotes that $x$ and $y$ are lower rough equal. If $\bar{R}(x)=\bar{R}(y)$, then the rough $x$ and $y$ are called upper rough equal. The notation $x \simeq y$ denotes that $x$ and $y$ are upper rough equal. If $x=y$ and $x \simeq y$, then the rough $x$ and $y$ are called rough equal. The notation $x \approx y$ denotes that $x$ and $y$ are rough equal.

Definition 2.2. Let $\vee X_{t}, \wedge X_{t} \in \mathbb{R}$, and $S$ be a unary operation. We use the notation

$$
\begin{aligned}
& \underset{t \in T}{\vee} x_{t} \approx{\underset{t \in T}{\vee} \underline{x}_{t} \vee S\left(\underset{t \in T}{\vee} \bar{x}_{t}\right)}_{\wedge_{t \in T} x_{t} \approx \widehat{t \in T}^{\wedge} \underline{x}_{t} \vee S\left(\wedge_{t \in T} \bar{x}_{t}\right)} .
\end{aligned}
$$

The definition represents that the rough union and rough intersection (where $T$ is an index set).

Definition 2.3. Let algebra $\langle\mathbb{R}, \vee, \wedge\rangle$ be a rough lattice, if for any $x, y, z \in R$, satisfying

$$
x \preceq y \Rightarrow x \vee(z \wedge y) \approx(x \vee z) \wedge y
$$

Therefore, $R$ is a rough modular lattice.
Theorem 2.1. The rough distributive lattice $\langle\mathbb{R}, \vee, \wedge\rangle$ is rough modular lattice.

Proof. Suppose that $R$ is a rough distributive lattice, if for any $x, y, z \in R, x \preceq y$, then

$$
\begin{aligned}
& x \vee(z \wedge y) \approx(\underline{x} \vee(\underline{y} \wedge \underline{z})) \vee S(\bar{x} \vee(\bar{y} \wedge \bar{z})) \\
& \approx((\underline{x} \vee \underline{y}) \wedge(\underline{x} \vee \underline{z})) \vee S((\bar{x} \vee \bar{y}) \wedge(\bar{x} \vee \bar{z})) \\
& \approx(\underline{x \vee y} \wedge \underline{x \vee z}) \vee S(\overline{x \vee y} \wedge \overline{x \vee z}) \\
& \approx(\overline{x \vee y \wedge x \vee z}) \vee S(\overline{x \vee y \wedge x \vee z}) \\
& \approx(x \vee y) \wedge(x \vee z) \\
& \approx(x \vee z) \wedge y .
\end{aligned}
$$

Hence the $\langle\mathbb{R}, \vee, \wedge\rangle$ is rough modular lattice.
Theorem 2.2. The rough modular lattice $\langle\mathbb{R}, \vee, \wedge\rangle$ is rough distributive lattice, if and only if for any $x, y, z \in R$, the following formulas hold:

$$
\begin{aligned}
& (x \wedge y) \vee(y \wedge z) \vee(z \wedge x) \\
& \quad \approx(x \vee y) \wedge(y \vee z) \wedge(z \vee x)
\end{aligned}
$$

Proof. Necessity:
If for any $x, y, z \in R$, then

$$
\begin{aligned}
& (x \wedge y) \vee(y \wedge z) \vee(z \wedge x) \\
& \quad \approx(((x \wedge y) \vee y) \wedge((x \vee y) \vee z)) \vee(z \wedge x)
\end{aligned}
$$

(distributive laws)

$$
\approx(y \wedge(x \vee z) \wedge(y \vee z)) \vee(z \wedge x)
$$

(absorption laws and distributive laws)

$$
\approx(y \vee z) \wedge(y \vee x) \wedge(x \vee z \vee z) \wedge(x \vee z \vee x)
$$

$$
\wedge(y \vee z \vee z) \wedge(y \vee z \vee x)
$$

(distributive laws)

$$
\approx(y \vee z) \wedge(x \vee y) \wedge(z \vee x) \wedge(x \vee y \vee z)
$$

(idempotent laws and commutative laws)

$$
\approx(x \vee y) \wedge(y \vee z) \wedge(z \vee x)
$$

## Sufficiency:

If for any $x, y, z \in R$, then

$$
\begin{aligned}
x \wedge(y \vee z) & \approx x \wedge(x \vee z) \wedge(y \vee z) \\
& \approx x \wedge(x \vee y) \wedge(x \vee z) \wedge(y \vee z) \\
& \approx x \wedge((x \vee y) \wedge(y \vee z) \wedge(z \vee x)) \\
& \approx x \wedge((x \wedge y) \vee(y \wedge z) \vee(z \wedge x)) \\
& \approx((x \wedge y) \vee(y \wedge z) \vee(z \wedge x))) \wedge x
\end{aligned}
$$

Because $x \wedge y \preceq x$, and since the rough modular laws. We see that

$$
\begin{aligned}
& ((x \wedge y) \vee((y \wedge z) \vee(z \vee x))) \wedge x \\
& \quad \approx(x \wedge y) \vee(((y \wedge z) \vee(z \wedge x)) \wedge x)
\end{aligned}
$$

Because $z \wedge x \preceq x$, and since the rough modular laws. It follows that

$$
(x \wedge y) \vee(z \wedge x) \vee(y \wedge z \wedge x) \approx(x \vee y) \vee(x \wedge z)
$$

We conclude that

$$
x \wedge(y \vee z) \approx(x \vee y) \vee(x \wedge z)
$$

Show that $\langle\mathbb{R}, \vee, \wedge\rangle$ is the rough distributive lattice.
Theorem 2.3. A necessary and sufficient condition that rough lattice $R$ is a rough modular lattice, for any $x, y \in R, x \preceq y$ and $z \in R$, we have

$$
x \vee z \approx y \vee z, x \wedge z \approx y \wedge z \text {, then } x \approx y
$$

Proof. Necessity:

$$
\begin{aligned}
x & \approx x \vee(x \wedge z) \\
& \approx x \vee(y \wedge z) \\
& \approx x \vee(z \wedge y) \\
& \approx(x \vee z) \wedge y \\
& \approx(y \vee z) \wedge y \approx y .
\end{aligned}
$$

Sufficiency:
Let $x \preceq y$. To show that $z$, we thus have

$$
x \vee(z \wedge y) \approx(x \vee z) \wedge y
$$

We shall prove that the two laws:

$$
\begin{aligned}
& \text { 1) }(x \vee(z \wedge y)) \wedge z \approx((x \vee z) \wedge y) \wedge z \\
& \text { 2) }(x \vee(z \wedge y)) \vee z \approx((x \vee z) \wedge y) \vee z
\end{aligned}
$$

To prove 1). In fact,

$$
\begin{aligned}
& ((x \vee z) \wedge y) \wedge z \approx((x \vee z) \wedge z) \wedge y \approx z \wedge y, \\
& (x \vee(z \wedge y)) \wedge z \\
& \quad \preceq(y \vee(z \wedge y)) \wedge z \approx y \wedge z \approx z \wedge y, \text { and } \\
& y \wedge z \approx z \wedge y \approx(y \wedge z) \wedge z \preceq(x \vee(z \wedge y)) \wedge z,
\end{aligned}
$$

thus

$$
((x \vee z) \wedge y) \wedge z \approx z \wedge y
$$

For part 2),

$$
(x \vee(z \wedge y)) \vee z \approx x \vee((z \wedge y) \vee z) \approx x \vee z
$$

and

$$
((x \vee z) \wedge y) \vee z \preceq(x \vee z) \vee z \approx x \vee z
$$

Since $x \preceq y$, we conclude that $x \wedge y \approx x$, then

$$
x \vee z \approx(x \wedge y) \vee z \preceq((x \vee z) \wedge y) \vee z
$$

thus

$$
((x \vee z) \wedge y) \vee z \approx x \vee z
$$

which proves 2).
Definition 2.4. The $R$ is called a rough semi-modular lattice denotes that $\bar{x}$ is coverage of $\bar{x} \wedge \underline{y}$, and $\underline{y}$ is also coverage of $\bar{x} \wedge \underline{y}$, then $\bar{x} \vee \underline{y}$ is coverage of $\bar{x}$ and it is also coverage of $y$.
Theorem 2.4. If $R$ is a rough modular lattice, then $R$ is a rough semi-modular lattice.
Proof. Let $\bar{x}$ be coverage of $\bar{x} \wedge y$ and let $y$ is also coverage of $\bar{x} \wedge \underline{y}$, if for every $f \bar{\in} R$, and

$$
\overline{\bar{x}} \preceq f<\bar{x} \vee \underline{y},
$$

which proves that $f \approx \bar{x}$, whence $\bar{x} \vee \underline{y}$ is coverage of $\bar{x}$. In fact,

$$
\bar{x} \preceq f<\bar{x} \vee \underline{y},
$$

we have

$$
\bar{x} \wedge \underline{y} \preceq f \wedge \underline{y} \preceq(\bar{x} \vee \underline{y}) \wedge \underline{y} \approx \underline{y}
$$

but $f \wedge y \neq y$, if not, $\bar{x} \preceq f$ and $y \preceq f$. This leads to the contradiction $\bar{x} \vee y \preceq f$. We see that $y$ is coverage of $\bar{x} \wedge \underline{y}$, so that

$$
\bar{x} \wedge \underline{y} \approx f \wedge \underline{y}
$$

thus

$$
f \approx f \wedge(\underline{y} \vee \bar{x}) \approx(f \vee \underline{y}) \vee \bar{x} \approx(\bar{x} \wedge \underline{y}) \vee \bar{x} \approx \bar{x} .
$$

Similarly, $\bar{x} \vee \underline{y}$ is coverage of $\underline{y}$.
Theorem 2.5. Assume that rough semi-modular lattice
$R_{1}, R_{2}, \cdots, R_{n}$. Then the Cartesian product
$R \approx R_{1} \times R_{2} \times \cdots \times R_{n}$ is a rough semi-modular lattice.
Proof. Let $\bar{x} \approx\left(\bar{x}_{1}, \bar{x}_{2}, \cdots, \bar{x}_{n}\right)$ and
$\underline{y} \approx\left(\underline{y}_{1}, \underline{y}_{2}, \cdots, \underline{y}_{n}\right) \in R, R \approx R_{1} \times R_{2} \times \cdots \times R_{n}$, and let $\bar{x}$, $\underline{y}$ are coverage of $\bar{x} \wedge \underline{y} \approx\left(z_{1}, z_{2}, \cdots, z_{n}\right)$, if there exists
$i$, then $\bar{x}_{i}$ is coverage of $z_{i}$, and let $k \not \approx i$, we have $z_{k} \approx \bar{x}_{k}$. If there exists $j$, then $\underline{y}_{j}$ is coverage of $z_{j}$, and let $k \not \approx j$, we have $z_{k} \approx \underline{y}_{k}$. If $i \not \approx j$, then $\bar{x} \vee \underline{y} \approx\left(t_{1}, t_{2}, \cdots, t_{n}\right)$, where $t_{i} \approx \bar{x}_{i}, t_{j} \approx \underline{y}_{j}, t_{k} \approx z_{k}$ ( $k \not \approx \bar{i}, j$ ).

Here, $\bar{x} \vee \underline{y}$ is coverage of $\bar{x}$, it is also coverage of $y$. If $i \approx j$, then $\bar{x} \vee y \approx\left(u_{1}, u_{2}, \cdots, u_{n}\right)$, where $u_{i} \approx \bar{x}_{i} \vee \underline{y}_{i}, u_{k} \approx z_{k}(k \neq i)$.

Because $R_{i}$ be a rough semi-modular lattice, hence $u_{i}$ is coverage of $\bar{x}_{i}$, and it is also coverage of $y_{i}$. Therefore, $\bar{x} \vee \underline{y}$ is not only coverage of $\bar{x}$, but also coverage of $\underline{y}$.
Corollary ${ }^{2}$ 2.1. Let $(U, R)$ be an approximation spaces. Suppose that $X$ is a nonempty set, $X \subseteq U$, and $R$ be a set of equivalent relation, then $R$ is a rough semi-modular lattice based on the inclusion relation.
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#### Abstract

A new concept of labeling called the signed product cordial labeling is introduced and investigated for path graph, cycle graphs, star- $K_{1, n}$, Bistar- $B_{n, n}, P_{n}^{+}, n \geq 3$ and $C_{n}^{+}, n \geq 3$. Some general results on signed product cordial labeling are studied.
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## 1. Introduction

If the vertices of the graph are assigned values subject to certain conditions then it is known as graph labeling. Most of the graph labeling problems have the following three common characteristics: a set of numbers for assignment of vertex labels, a rule that assigns a label to each edge and some condition(s) that these labels must satisfy.

Cordial labelings were introduced by Cahit [1] who called a graph $G$ cordial if there is a vertex labeling $f: V(G) \rightarrow\{0,1\}$ such that the induced labeling $f^{*}: E(G) \rightarrow\{0,1\}$, defined by $f^{*}(x y)=|f(x)-f(y)|$, for all edges $x y \in E(G)$ and with the following inequalities holding: $\left|v_{f}(0)-v_{f}(1)\right| \leq 1$ and $\left|e_{f}(0)-e_{f}(1)\right| \leq 1$, where $v_{f}(i)$ (respectively $e_{f}(i)$ ) is the number of vertices (respectively, edges) labeled with $i$. Sundaram and Somasundaram [2] introduced the notion of product cordial labelings. A product cordial labeling of a graph $G$ with vertex set $V$ is a function $f$ from $V$ to $\{0,1\}$ such that if each edge $u v$ is assigned the label $f(u) f(v)$, the number of vertices labeled with 0 and the number of vertices labeled with 1 differ by at most 1 , and the number of edges labeled with 0 and the number of edges labeled with 1 differ by at most 1. A graph with a product cordial labeling is called a product cordial graph.

For detail survey on graph labeling one can refer Gallian [3]. Let $G=(V, E)$ be a graph. As given in [4] a mapping $f: V(G) \rightarrow\{0,1\}$ is called binary vertex labeling of $G$ and $f(v)$ is called the label of the vertex $v$ of $G$ under $f$. For an edge $e=u v$, the induced edge labeling $f^{*}: E(G) \rightarrow\{0,1\}$ is given by
$f^{*}(e)=|f(u)-f(v)|$. Let $v_{f}(0), v_{f}(1)$ be the number of vertices of $G$ having labels 0 and 1 respectively under $f$ and let $e_{f}(0), e_{f}(1)$ be the number of edges having labels 0 and 1 respectively under $f^{*}$. A binary vertex labeling of a graph G is called a cordial labeling if $\left|v_{f}(0)-v_{f}(1)\right| \leq 1$ and $\left|e_{f}(0)-e_{f}(1)\right| \leq 1$.

In Section 2, we introduce the definition of signed product cordial labeling and work for few fundamental graphs. In Section 3 we prove that $P_{n}^{+}, C_{n}^{+}$and bistar graph $B_{n, n}$ are signed product cordial. Finally in Section 4 , we prove the existence of signed product cordial labeling for some general graphs.

## 2. Signed Product Cordial Labeling

We now introduce the definition of signed product cordial labeling.

Definition 2.1: A vertex labeling of graph $G$ $f: V(G) \rightarrow\{-1,1\}$ with induced edge labeling $f^{*}: E(G) \rightarrow\{-1,1\}$ defined by $f^{*}(u v)=f(u) f(v)$ is called a signed product cordial labeling if $\left|v_{f}(-1)-v_{f}(1)\right| \leq 1$ and $\left|e_{f}(-1)-e_{f^{*}}(1)\right| \leq 1$, where $v_{f}(-1)$ is the number of vertices labeled with $-1, v_{f}(1)$ is the number of vertices labeled with $1, e_{f^{*}}(-1)$ is the number of edges labeled with -1 and $e_{f^{*}}(1)$ is the number of edges labeled with 1 . A graph $G$ is signed product cordial if it admits signed product cordial labeling.

Theorem 2.2: The Path graph $P_{n}, n \geq 2$ admits signed product cordial labeling.

Proof: Let $V=\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ be the vertex set and $E=\left\{v_{i} v_{i+1} ; 1 \leq i \leq n-1\right\}$ be the edge set of the path graph
$P_{n}$. To define vertex labeling $f: V(G) \rightarrow\{-1,1\}$ the following cases are to be considered.

Case 1: when $n \equiv 0,1,3(\bmod 4)$
for $1 \leq i \leq n$

$$
f\left(v_{i}\right)=\left\{\begin{array}{r}
1 ; i \equiv 1,2 \bmod 4 \\
-1 ; i \equiv 0,3 \bmod 4
\end{array}\right.
$$

Case 2: when $n \equiv 2(\bmod 4)$
for $1 \leq i \leq n-2$

$$
f\left(v_{i}\right)=\left\{\begin{array}{r}
1 ; i \equiv 1,2 \bmod 4 \\
-1 ; i \equiv 0,3 \bmod 4
\end{array}\right.
$$

and

$$
f\left(v_{n-1}\right)=1, f\left(v_{n}\right)=-1
$$

The induced edge labeling $f^{*}$ is given by

$$
\begin{aligned}
f^{*}\left(v_{i} v_{i+1}\right) & =f\left(v_{i}\right) f\left(v_{i+1}\right) \\
& = \begin{cases}1 & f\left(v_{i}\right) \text { and } f\left(v_{i+1}\right) \text { have same sign } \\
-1 & f\left(v_{i}\right) \text { and } f\left(v_{i+1}\right) \text { have different sign }\end{cases}
\end{aligned}
$$

with respect to the above labeling pattern we give the proof as follows,
i) When $n \equiv 0 \bmod 4$

The total number of vertices labeled with -1 's are given by $v_{f}(-1)=n / 2$ and the total number of vertices labeled with 1 's are given by $v_{f}(1)=n / 2$. Therefore the total difference between the vertices labeled with -1 's and 1 's is $\left|v_{f}(-1)-v_{f}(1)\right|=0$. The total number of edges labeled with -1 's are given by $e_{f^{*}}(-1)=(n / 2)-1$ and the total number of edges labeled with 1's are given by $e_{f^{*}}(1)=(n / 2)$. Therefore the total difference between the edges labeled with -1 's and 1 's is
$\left|e_{f^{*}}(-1)-e_{f^{*}}(1)\right|=|-1|=1$, differ by one .

$$
\begin{aligned}
& v_{f}(-1)=v_{f}(1)=n / 2 \\
& e_{f^{*}}(-1)+1=e_{f^{*}}(1)=n / 2
\end{aligned}
$$

ii) When $n \equiv 2 \bmod 4$

The total number of vertices labeled with -1 's are given by $v_{f}(-1)=n / 2$ and the total number of vertices labeled with 1 's are given by $v_{f}(1)=n / 2$. Therefore the total difference between the vertices labeled with -1 's and 1's is $\left|v_{f}(-1)-v_{f}(1)\right|=0$. The total number of edges labeled with -1 's are given by $e_{f^{*}}(-1)=(n / 2)$ and the total number of edges labeled with 1 's are given by $e_{f^{*}}(1)=(n / 2)-1$. Therefore the total difference between the edges labeled with -1 's and 1 's is

$$
\begin{aligned}
\left|e_{f^{*}}(-1)-e_{f^{*}}(1)\right| & =1, \text { differ by one. } \\
& v_{f}(-1)=v_{f}(1)=n / 2 \\
& e_{f^{*}}(-1)=e_{f^{*}}(1)+1=n / 2
\end{aligned}
$$

iii) When $n$ is odd

The total number of vertices labeled with -1 's are given by $v_{f}(-1)=(n-1) / 2$ and the total number of vertices labeled with 1 's are given by $v_{f}(1)=(n+1) / 2$. Therefore the total difference between the vertices labeled with -1 's and 1 's is $\left|v_{f}(-1)-v_{f}(1)\right|=|-1|=1$. The total number of edges labeled with -1 's are given by $e_{f^{*}}(-1)=(n-1) / 2$ and the total number of edges labeled with 1 's are given by $e_{f^{*}}(1)=(n-1) / 2$. Therefore the total difference between the edges labeled with -1 's and 1 's is $\left|e_{f^{*}}(-1)-e_{f^{*}}(1)\right|=0$, differ by zero.

$$
\begin{aligned}
& v_{f}(-1)+1=v_{f}(1)=(n+1) / 2 \\
& e_{f^{*}}(-1)=e_{f^{*}}(1)=(n-1) / 2
\end{aligned}
$$

Thus in each cases we have $\left|v_{f}(-1)-v_{f}(1)\right| \leq 1$ and $\left|e_{f^{*}}(-1)-e_{f^{*}}(1)\right| \leq 1$. Hence the path graph $P_{n}, n \geq 2$ admits signed product cordial labeling.

Theorem 2.3: The Cycle graph $C_{n}, n \geq 3$ admits signed product cordial labeling except when $n \equiv 2 \bmod 4$.

Proof: Let $V=\left\{v_{1}, v_{2}, \cdots, v_{n}\right\}$ be the vertex set and $E=\left\{v_{i} v_{i+1} ; 1 \leq i \leq n-1\right\} \cup\left\{v_{1} v_{n}\right\}$ be the edge set of the cycle graph $C_{n}$. To define vertex labeling
$f: V(G) \rightarrow\{-1,1\}$ the following case is to be considered.

When $n \equiv 0,1,3(\bmod 4)$
for $1 \leq i \leq n$,

$$
f\left(v_{i}\right)=\left\{\begin{array}{l}
1 ; i \equiv 1,2 \bmod 4 \\
-1 ; i \equiv 0,3 \bmod 4
\end{array}\right.
$$

The edge labeling is given by

$$
\begin{aligned}
f^{*}\left(v_{i} v_{i+1}\right) & =f\left(v_{i}\right) f\left(v_{i+1}\right) \\
& =\left\{\begin{array}{rr}
1 & f\left(v_{i}\right) \text { and } f\left(v_{i+1}\right) \text { have same sign } \\
-1 & f\left(v_{i}\right) \text { and } f\left(v_{i+1}\right) \text { have different sign }
\end{array}\right.
\end{aligned}
$$

In view of the above labeling pattern we have, Table 1.

Table 1. Vertex and edge conditions of a cycle graph.

| $n$ | $v_{f}(-1)$ | $v_{f}(1)$ | $\left\|v_{f}(-1)-v_{f}(1)\right\|$ |
| :---: | :---: | :---: | :---: |
| $n \equiv 0 \bmod 4$ | $n / 2$ | $n / 2$ | 0 |
| $n \equiv 1 \bmod 4$ | $(n-1) / 2$ | $(n+1) / 2$ | 1 |
| $n \equiv 3 \bmod 4$ | $(n-1) / 2$ | $(n+1) / 2$ | 1 |
| $n$ | $e_{f^{*}}(-1)$ | $e_{f^{*}}(1)$ | $\left\|e_{f^{*}}(-1)-e_{f^{*}}(1)\right\|$ |
| $n \equiv 0 \bmod 4$ | $n / 2$ | $n / 2$ | 0 |
| $n \equiv 1 \bmod 4$ | $(n-1) / 2$ | $(n+1) / 2$ | 1 |
| $n \equiv 3 \bmod 4$ | $(n+1) / 2$ | $(n-1) / 2$ | 1 |

Hence the cycle graph $C_{n} ; n \neq 2 \bmod 4$ admits signed product cordial labeling.

Theorem 2.4: The star graph $K_{1, n}, n \geq 2$ admits signed product cordial labeling.

Proof: The star graph $K_{1, n}$ is a tree obtained by adding $n$ pendent edge to the center vertex. Let $V=\left\{v_{1}, v_{2}, \cdots, v_{n}, v_{n+1}\right\}$ be the vertex set and the edge set is given by $E=\left\{v_{1} v_{i} ; 2 \leq i \leq n+1\right\}$. To define vertex labeling for $f: V(G) \rightarrow\{-1,1\}$ is given by for $1 \leq i \leq n+1$

$$
f\left(v_{i}\right)=\left\{\begin{array}{l}
1 ; i \equiv 1 \bmod 2 \\
-1 ; i \equiv 0 \bmod 2
\end{array}\right.
$$

When $n$ is even and odd, the edge labeling is given by

$$
\begin{aligned}
& f^{*}\left(v_{1} v_{2 i}\right)=-1 \\
& f^{*}\left(v_{1} v_{2 i+1}\right)=1 ; 1 \leq i \leq n / 2
\end{aligned}
$$

and

$$
\begin{aligned}
& f^{*}\left(v_{1} v_{2 i}\right)=-1 ; 1 \leq i \leq(n+1) / 2 \\
& f^{*}\left(v_{1} v_{2 i+1}\right)=1 ; 1 \leq i \leq((n+1) / 2)-1
\end{aligned}
$$

respectively.
In view of the above labeling pattern we have, Table 2.

Hence the star graph $K_{1, n}$ admits signed product cordial labeling.

## 3. Signed Product Cordial Labeling for Special Graphs

In this section we prove the signed product cordial labeling for the graphs $P_{n}^{+}, C_{n}^{+}$and the bistar graph $B_{n, n}$.

Theorem 3.1: The Path graph $P_{n}^{+}, n \geq 3$ admits signed product cordial labeling.

Proof: Let $v_{1}, v_{2}, v_{3} \cdots v_{n}$ and $u_{1}, u_{2}, u_{3} \cdots u_{n}$ be the vertex sets of the path graph $P_{n}^{+}$and the edge set is given by

$$
E_{1}=\left\{v_{i} v_{i+1} ; 1 \leq i \leq n-1\right\}, E_{2}=\left\{v_{i} u_{i} ; 1 \leq i \leq n\right\}
$$

The graph $P_{n}^{+}$has $2 n$ vertices and $2 n-1$ edges. To define vertex labeling $f: V(G) \rightarrow\{-1,1\}$ the following

Table 2. Vertex and edge conditions of a star graph.

| $n$ | $v_{f}(-1)$ | $v_{f}(1)$ | $\left\|v_{f}(-1)-v_{f}(1)\right\|$ |
| :---: | :---: | :---: | :---: |
| $n \equiv 0 \bmod 2$ | $(n-1) / 2$ | $(n+1) / 2$ | 1 |
| $n \equiv 1 \bmod 2$ | $(n+1) / 2$ | $(n+1) / 2$ | 0 |
|  |  |  |  |
| $n$ | $e_{f^{\cdot}}(-1)$ | $e_{f^{\prime}(1)}$ | $\mid e_{f^{\prime}(-1)-e_{f^{\cdot}}(1) \mid}$ |
| $n \equiv 0 \bmod 2$ | $n / 2$ | $n / 2$ | 0 |
| $n \equiv 1 \bmod 2$ | $(n-1) / 2$ | $(n-3) / 2$ | 1 |

cases are to be considered.
Case 1 : when $n$ is even for $1 \leq i \leq n$

$$
\begin{aligned}
& f\left(v_{i}\right)=\left\{\begin{array}{l}
1 ; i \equiv 1,2 \bmod 4 \\
-1 ; i \equiv 0,3 \bmod 4
\end{array}\right. \\
& f\left(u_{i}\right)=\left\{\begin{array}{l}
1 ; i \equiv 1 \bmod 2 \\
-1 ; i \equiv 0 \bmod 2
\end{array}\right.
\end{aligned}
$$

The edge labeling are defined as follows for $1 \leq i \leq n-1$

$$
\begin{aligned}
f^{*}\left(v_{i} v_{i+1}\right) & =f\left(v_{i}\right) f\left(v_{i+1}\right) \\
& =\left\{\begin{array}{ll}
1 & \text { if } f\left(v_{i}\right) \text { and } f\left(v_{i+1}\right) \text { have same sign } \\
-1 & \text { if }
\end{array} f\left(v_{i}\right) \text { and } f\left(v_{i+1}\right)\right. \text { have different sign }
\end{aligned} ~ . ~ .
$$

for $1 \leq i \leq n$

$$
\begin{aligned}
f^{*}\left(v_{i} u_{i}\right) & =f\left(v_{i}\right) f\left(u_{i}\right) \\
& =\left\{\begin{array}{lll}
1 & \text { if } f\left(v_{i}\right) \text { and } f\left(v_{i+1}\right) \text { have same sign } \\
-1 & \text { if } & f\left(v_{i}\right) \text { and } f\left(v_{i+1}\right) \text { have different sign }
\end{array}\right.
\end{aligned}
$$

Case 2: When $n$ is odd
The vertex labeling is given by for $1 \leq i \leq n-2$

$$
\begin{gathered}
f\left(v_{i}\right)=\left\{\begin{array}{l}
1 ; i \equiv 1,2 \bmod 4 \\
-1 ; i \equiv 0,3 \bmod 4
\end{array}\right. \\
f\left(v_{n-1}\right)=1 ; f\left(v_{n}\right)=-1
\end{gathered}
$$

for $1 \leq i \leq n-1$

$$
\begin{aligned}
& f\left(u_{i}\right)=\left\{\begin{array}{l}
1 ; i \equiv 1 \bmod 2 \\
-1 ; i \equiv 0 \bmod 2
\end{array}\right. \\
& f\left(u_{n}\right)=-1
\end{aligned}
$$

The edge labeling are defined as follows for $1 \leq i \leq n-1$

$$
\begin{aligned}
f^{*}\left(v_{i} v_{i+1}\right) & =f\left(v_{i}\right) f\left(v_{i+1}\right) \\
& = \begin{cases}1 & \text { if } f\left(v_{i}\right) \text { and } f\left(v_{i+1}\right) \text { have same sign } \\
-1 & \text { if } f\left(v_{i}\right) \text { and } f\left(v_{i+1}\right) \text { have different sign }\end{cases}
\end{aligned}
$$

for $1 \leq i \leq n$

$$
\begin{aligned}
f^{*}\left(v_{i} u_{i}\right)= & f\left(v_{i}\right) f\left(u_{i}\right) \\
& = \begin{cases}1 & \text { if } f\left(v_{i}\right) \text { and } f\left(v_{i+1}\right) \text { have same sign } \\
-1 & \text { if } f\left(v_{i}\right) \text { and } f\left(v_{i+1}\right) \text { have different sign }\end{cases}
\end{aligned}
$$

In view of the above labeling pattern we have, Table 3.

Hence the graph $P_{n}^{+}, n \geq 3$ admits signed product cordial labeling.

Theorem 3.2: The graph $C_{n}^{+}, n \geq 3$ admits signed product cordial labeling except for $n \equiv 2 \bmod 4$.

Table 3. Vertex and edge conditions of the graph $P_{n}^{+}, \boldsymbol{n} \geq 3$.

| $n$ | $v_{f}(-1)$ | $v_{f}(1)$ | $\left\|v_{f}(-1)-v_{f}(1)\right\|$ |
| :---: | :---: | :---: | :---: |
| $n \equiv 0 \bmod 2$ | $n$ | $n$ | 0 |
| $n \equiv 1 \bmod 4$ | $n$ | $n$ | 0 |
| $n \equiv 3 \bmod 4$ | $n$ | $n$ | 0 |


| $n$ | $e_{f^{\prime}}(-1)$ | $e_{f^{\prime}}(1)$ | $\left\|e_{f^{\cdot}}(-1)-e_{f^{\cdot}}(1)\right\|$ |
| :---: | :---: | :---: | :---: |
| $n \equiv 0 \bmod 2$ | $n-1$ | $n$ | 1 |
| $n \equiv 1 \bmod 4$ | $n$ | $n-1$ | 1 |
| $n \equiv 3 \bmod 4$ | $n-1$ | $n$ | 1 |

Proof: Let $v_{1}, v_{2}, v_{3} \cdots v_{n}$ and $u_{1}, u_{2}, u_{3} \cdots u_{n}$ be the vertex sets of the graph $C_{n}^{+}, n \geq 3$ with $2 n$ vertices and $2 n$ edges. The edge set is given by

$$
\begin{aligned}
& E_{1}=\left\{v_{i} v_{i+1} ; 1 \leq i \leq n-1\right\} \cup\left\{v_{1} v_{n}\right\} \\
& E_{2}=\left\{v_{i} u_{i} ; 1 \leq i \leq n\right\}
\end{aligned}
$$

The vertex labeling is defined by
for $1 \leq i \leq n$

$$
\begin{aligned}
& f\left(v_{i}\right)=\left\{\begin{array}{l}
1 ; i \equiv 1,2 \bmod 4 \\
-1 ; i \equiv 0,3 \bmod 4
\end{array}\right. \\
& f\left(u_{i}\right)=\left\{\begin{array}{l}
-1 ; i \equiv 1 \bmod 2 \\
1 ; i \equiv 0 \bmod 2
\end{array}\right.
\end{aligned}
$$

The edge labeling is given by
for $1 \leq i \leq n$

$$
\begin{aligned}
& f^{*}\left(v_{i} v_{i+1}\right)=f\left(v_{i}\right) f\left(v_{i+1}\right) \\
&= \begin{cases}1 & \text { if } f\left(v_{i}\right) \text { and } f\left(v_{i+1}\right) \text { have same sign } \\
-1 & \text { if } f\left(v_{i}\right) \text { and } f\left(v_{i+1}\right) \text { have different sign }\end{cases} \\
& f^{*}\left(v_{1} v_{n}\right)= \begin{cases}1 & \text { if } f\left(v_{i}\right) \text { and } f\left(v_{i+1}\right) \text { have same sign } \\
-1 & \text { if } f\left(v_{i}\right) \text { and } f\left(v_{i+1}\right) \text { have different sign }\end{cases} \\
& f^{*}\left(v_{i} u_{i}\right)= \begin{cases}1 & f\left(v_{i}\right) \text { and } f\left(v_{i+1}\right) \text { have same sign } \\
-1 & f\left(v_{i}\right) \text { and } f\left(v_{i+1}\right) \text { have different sign }\end{cases}
\end{aligned}
$$

In view of the above labeling pattern we have, the total number of vertices labeled with -1 's are given by $v_{f}(-1)=n$ and the total number of vertices labeled with 1 's are given by $v_{f}(1)=n$. Therefore the total difference between the vertices labeled with -1 's and 1 's is $\left|v_{f}(-1)-v_{f}(1)\right|=0$. The total number of edges labeled with -1 's are given by $e_{f^{*}}(-1)=n$ and the total number of edges labeled with 1 's are given by $e_{f^{*}}(1)=n$. Therefore the total difference between the edges labeled with -1 's and 1 's is $\left|e_{f^{*}}(-1)-e_{f^{*}}(1)\right|=0$, differ by zero.

$$
\begin{aligned}
& v_{f}(-1)=v_{f}(1)=n \\
& e_{f^{*}}(-1)=e_{f^{*}}(1)=n
\end{aligned}
$$

Hence the cycle graph $C_{n}^{+}, n \geq 3$ admits signed product cordial labeling.

Theorem 3.3: The graph $B_{n, n}, n \geq 2$ admits signed product cordial labeling.

Proof: The graph $B_{n, n}, n \geq 2$ is a bistar obtained from two disjoint copies of $K_{1, n}$ by joining the centre vertices by an edge. It has $2 n+2$ vertices and $2 n+1$ edges. Let $v_{1}, v_{2}, v_{3}, \cdots, v_{2 n+2}$ be the vertices of the bistar graph. The edge set is defined as

$$
\begin{aligned}
& E_{1}=\left\{v_{1} v_{2 i+1} ; 1 \leq i \leq n\right\}, \\
& E_{2}=\left\{v_{2} v_{2 i} ; 2 \leq i \leq n+1\right\}
\end{aligned}
$$

We now define vertex labeling $f: V(G) \rightarrow\{-1,1\}$ as

$$
\begin{aligned}
& f\left(v_{i}\right)=\left\{\begin{array}{c}
1 ; i \equiv 1 \bmod 2 ; 1 \leq i \leq 2 n \\
-1 ; i \equiv 0 \bmod 2 ; 3 \leq i \leq 2 n+2
\end{array}\right. \\
& f\left(v_{2}\right)=1 \\
& f\left(v_{2 n+1}\right)=-1
\end{aligned}
$$

The edge labeling is given by

$$
\begin{aligned}
& f\left(v_{2} v_{2 i}\right)=-1 ; 2 \leq i \leq n+1 \\
& f\left(v_{1} v_{2 n+1}\right)=-1 \\
& f\left(v_{1} v_{2 i+1}\right)=1 ; 1 \leq i \leq n-1
\end{aligned}
$$

The total number of vertices labeled with -1 's are given by $v_{f}(-1)=n+1$ and the total number of vertices labeled with 1 's are given by $v_{f}(1)=n+1$. Therefore the total difference between the vertices labeled with -1 's and 1 's is $\left|v_{f}(-1)-v_{f}(1)\right|=0$. The total number of edges labeled with -1 's are given by $e_{f^{*}}(-1)=n$ and the total number of edges labeled with 1 's are given by $e_{f^{*}}(1)=n+1$. Therefore the total difference between the edges labeled with -1 's and 1 's is $\left|e_{f^{*}}(-1)-e_{f^{*}}(1)\right|=1$, differ by one. In view of the above labeling pattern we have,

$$
\begin{aligned}
& v_{f}(-1)=v_{f}(1)-1=n+1 \\
& e_{f^{*}}(-1)=e_{f^{*}}(1)+1=n+1
\end{aligned}
$$

From the above labeling pattern we have $\left|v_{f}(-1)-v_{f}(1)\right| \leq 1$ and $\left|e_{f^{*}}(-1)-e_{f^{*}}(1)\right| \leq 1$. Hence the bistar graph $B_{n, n}, n \geq 2$, admits signed product cordial labeling.

Example 3.4: Figure 1 illustrates the signed product cordial labeling for Bistar $B_{5,5}$. Among the eleven edges five edges receive the label +1 and six edges receive the label-1.


Figure 1. Signed product cordial labeling of Bistar $B_{5,5}$.

## 4. General Results on Signed Product Cordial Labeling

In this section we prove the Signed product cordial labeling for the some general graphs.
Definition 4.1: The tree $T @ m K_{1}$ is obtained by attaching $m$ copies of $K_{1}$ to any one of the vertices in $T$.

Theorem 4.2: If a tree $T$ admits signed product cordial labeling with $n$ vertices then $T @ m K_{1}$ ( $m$ even) is also a signed product cordial tree.

Proof: Let us assume that a tree $T$ admits signed product cordial labeling. The mapping $f: V \rightarrow\{-1,1\}$ satisfies the condition of signed product cordial labeling.

Let $T^{\prime}=T @ m K_{1}=\left(V^{\prime}, E^{\prime}\right)$ where $V^{\prime}=V \cup\left\{u_{1}, u_{2}, \cdots, u_{n}\right\}$ and $E^{\prime}=E \cup\left\{v u_{1}, v u_{2}, \cdots, v u_{n}\right\}$. The vertex labeling for $T^{\prime}, g: V^{\prime} \cup\{-1,1\}$ is defined as $g(v)=f(v) \forall v \in V$.

Let $\left\{u_{1}, u_{2}, \cdots, u_{m}\right\}$ be the m vertices joined to the vertex $v$ of the tree $T$. The vertex labeling of $\left\{u_{1}, u_{2}, \cdots, u_{m}\right\}$ is given by $g\left(u_{i}\right)=(-1)^{i} ; 1 \leq i \leq m$. If $f(v)=1$, then the sign of $g\left(v u_{1}\right), g\left(v u_{2}\right), \cdots, g\left(v u_{m}\right)$ will be the sign of $g\left(u_{1}\right), g\left(u_{2}\right), \cdots, g\left(u_{m}\right)$ respectively and if $f(v)=-1$ then the sign of $g\left(v u_{1}\right), g\left(v u_{2}\right), \cdots, g\left(v u_{m}\right)$ will be the sign of $-g\left(u_{1}\right),-g\left(u_{2}\right), \cdots,-g\left(u_{m}\right)$. In both the cases the new $m$ edges $\left\{v u_{1}, v u_{2}, \cdots, v u_{m}\right\}$ contributes equal number of edges labeled with -1 's and 1's. Therefore in a tree $T @ m K_{1}$, the difference between the total number of vertices labeled with -1 's and 1's and the difference between the total number of edges labeled with -1 's and 1's differs by utmost one.

Example 4.3: Figure 2 illustrates the signed product cordial labeling for $T @ 4 K_{1}$ where $T$ is an arbitrary tree having signed product cordial labeling.

Corollary 4.4: If a connected graph $G$ has signed product cordial labeling then the graph $G @ m K_{1}$ where $m$ is even admits signed product cordial labeling.
Definition 4.5: The tree $T \hat{0} P_{n}$ is obtained by superimposing a pendant vertex of $P_{n}$ with any of the selected vertex in $T$.

Theorem 4.6: If a tree $T$ as signed product cordial labeling then $T \hat{0} P_{n}$ where $m$ is odd admits signed product cordial labeling.


Figure 2. Signed product cordial labeling of $T @ 4 K_{1}$.
Proof: Let $T=(V, E)$ be a connected graph with vertex set $V$ and edge set E then the tree $T \hat{0} P_{n}=\left(V^{\prime}, E^{\prime}\right)$ where $V^{\prime}=V \cup\left\{u_{1}, u_{2}, \cdots, u_{n}\right\}$ and $E^{\prime}=E \cup\left\{u_{i} u_{i+1} ; 1 \leq i \leq n-1\right\}$. Let $v$ be a vertex in $T$. we superimpose a pendant vertex with a selected vertex $v$ in $T$ only if they preserves the same sign.
Case 1: If $f(v)=f\left(u_{1}\right)=1$, then the vertex labeling for the path graph follows from theorem 2.2

Case 2: If $f(v)=f\left(u_{1}\right)=-1$, then the vertex labeling is given by

Sub Case 2.1: when $n \equiv 0,1,3(\bmod 4)$
for $1 \leq i \leq n$

$$
\begin{aligned}
f\left(v_{i}\right)= & 1 ; i \equiv 0,3 \bmod 4 \\
& =-1 ; i \equiv 1,2 \bmod 4
\end{aligned}
$$

Sub Case 2.2: when $n \equiv 2(\bmod 4)$
for $1 \leq i \leq n-2$

$$
\begin{aligned}
f\left(v_{i}\right)= & 1 ; i \equiv 0,3 \bmod 4 \\
& =-1 ; i \equiv 1,2 \bmod 4
\end{aligned}
$$

and

$$
f\left(v_{n-1}\right)=-1, f\left(v_{n}\right)=1
$$

As we superimpose the pendant vertex of $P_{n}$ with any one of the vertex in $T$ provided they preserve the same sign then the path graph contributes equal number of vertices and edges labeled with -1 's and 1's. Hence the tree $T \hat{0} P_{n}$ admits signed product cordial labeling.

Corollary 4.7: If a connected graph $G$ has signed product cordial labeling then the graph $T \hat{0} P_{n}$ where $n$ is odd admits signed product cordial labeling.

Theorem 4.8: If a connected graph $G$ has a signed product cordial labeling with $n$ vertices $(n \equiv 0 \bmod 4)$ then $G^{+}$admits signed product cordial.

Proof: Let $G=(V, E)$ be a connected graph with vertex set $V=\left\{u_{1}, u_{2}, \cdots, u_{n}\right\}$. Since $G$ has a signed product cordial labeling there exists $f: V \rightarrow\{-1,1\}$ such that $\left|v_{f}(-1)-v_{f}(1)\right| \leq 1$ and $\left|e_{f^{*}}(-1)-e_{f^{*}}(1)\right| \leq 1$.

As $n \equiv 0 \bmod 4, \quad\left|v_{f}(-1)-v_{f}(1)\right|=0$. Let $V=\left\{V_{1} \cup V_{2}\right\}$ where $V_{1}=\left\{u_{i}: i \equiv 1 \bmod 2\right\}$ and $V_{2}=\left\{u_{i}: i \equiv 0 \bmod 2\right\}$. For our convenience let us assume that $f$ maps all the vertices of $V_{1}$ to 1 and all the vertices of $V_{2}$ to -1 . The graph $G^{+}=\left(V^{\prime}, E^{\prime}\right)$ is obtained by attaching the pendant vertices $\left\{u_{1}^{\prime}, u_{2}^{\prime}, \cdots, u_{n}^{\prime}\right\}$ to each of the vertices $\left\{u_{1}, u_{2}, \cdots, u_{n}\right\}$ in G. Let the vertex set and edge set of $G^{+}$be defined as $V^{\prime}=\left\{u_{i}, u_{i}^{\prime}: 1 \leq i \leq n\right\}$ and $E^{\prime}=E \cup\left\{u_{i} u_{i}^{\prime} ; 1 \leq i \leq n\right\}$.

The vertex labeling for the graph $G^{+}, g: V^{\prime} \rightarrow\{-1,1\}$ is defined as follows for, $1 \leq i \leq n$

$$
g\left(u_{i}\right)=f\left(u_{i}\right)
$$

## $g\left(u_{i}^{\prime}\right)$

$=\left\{\begin{aligned}-1 & \text { when } i \equiv 0 \bmod 2 \text { and } f\left(u_{i}\right)=-1 \text { if } i \equiv 0 \bmod 4 \\ 1 & \text { when } i \equiv 1 \bmod 2 \text { and } f\left(u_{i}\right)=1 \text { if } i \equiv 1 \bmod 4 \\ -1 & \text { when } i \equiv 0 \bmod 2 \text { and } f\left(u_{i}\right)=1 \text { if } i \equiv 2 \bmod 4 \\ 1 & \text { when } i \equiv 1 \bmod 2 \text { and } f\left(u_{i}\right)=-1 \text { if } i \equiv 3 \bmod 4\end{aligned}\right.$
The induced edge labels $g^{*}(u v)=f(u v) \forall u v \in E$. All the newly added edges $g^{*}\left(u_{i} u_{i}^{\prime}\right)$ will share equally the labels -1 and 1 as per our construction above. Hence $\left|v_{g}(-1)-v_{g}(1)\right|=0$ and $\left|e_{g^{*}}(-1)-e_{g^{*}}(1)\right|=0$. Only by
this labeling pattern the graph $G^{+}$admits signed product labeling where $n$ is a multiple of 4 .
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#### Abstract

The random sequence generated by linear feedback shift register can't meet the demand of unpredictability for secure paradigms. A combination logistic chaotic equation improves the linear property of LFSR and constructs a novel random sequence generator with longer period and complex architecture. We present the detailed result of the statistical testing on generated bit sequences, done by very strict tests of randomness: the NIST suite tests, to detect the specific characteristic expected of truly random sequences. The results of NIST's statistical tests show that our proposed method for generating random numbers has more efficient performance.
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## 1. Introduction

With perfect method of cryptographic algorithm based on generating high performance of random numbers, the need for random numbers of high quality is growing [1, 2]. Random numbers are also used for key generation in symmetric. For example, in the Smart cards, the main problem is the security which improves by using reliable random number generators (RNGs) [3].

One of the most reliable methods that work as RNG in cryptographic algorithms is Linear Feedback Shift Register (LFSR) [4-6] in stream cipher usage and is appropriate to low power or high speed application [5]. Since LFSRs are linear systems. They lead to responsible easy cryptanalysis tools. The short period of LFSR's outputs is the negative point of using this system as a reliable method in cryptographic algorithms.

LFSR is a shift registered the inputs of which are based on linear function of its previous states. It uses two linear operators Exclusive-OR $(\oplus)$ [6]. The LFSR is initializing by the random string that is called the seed and since the operation of register is deterministic, the result's string which is produced by the LFSR is completely determined (i.e. the current bit determined by its previous states) [4,7]. If the LFSR has the $n$ bits the biggest number for internal state is $2^{n}$ so to gain the longest period of this method (i.e. $2^{n-1}$ ), LFSR with length $n$ needs to find $n$ exponent primitive polynomial [4,7]. The
architecture is shown in Figure 1.
However, the production of $n$ exponent primitive polynomials becomes more difficult with the increment of $n$. Generally, through $2^{n-1}$ factorization, we can make sure that an $n$ exponent polynomial is a primitive polynomial. Furthermore, the items of $n$ exponent primitive polynomial are more complex to make a breakthrough. If the exponent of primitive polynomial is bigger, LFSR will be longer.

Reese defined a genetic algorithm for optimization problem. That parent population was generated by random number generator, pseudo random number generator, quasi random number generator [7]. Finally she ranked these generators with comparing precisions generated answers by GA and showed the genetic algorithm is a criterion to realize what initial population is more uniformity [8]. Also chaotic random number generator (CRNGs) was compared to other RNGs with this method [9]. In this Paper we used another famous test method: NIST suite test that is a statistical package comprising of 15 tests.

## 2. Chaotic Logistic Equation

The simple modified mathematical from of the logistic equation is given as:

$$
\begin{equation*}
f\left(x_{n}\right)=x_{n+1}=r \cdot x_{n} \cdot\left(1-x_{n}\right) \tag{1}
\end{equation*}
$$

where $x_{n}$ is the state variable, which lies in the interval


Figure 1. Linear Feedback Shift Register.
[ $0 \cdots 1$ ] and $r$ is system parameter which can have any value between $[1 \cdots 4]$.

In Figure 2, we have displayed the Lyapunov exponent which is the quantities measure of chaos as a function of system parameter $r$. A positive Lyapunov exponent (for example at $r=3.99$ ) indicates chaotic behavior.

This paper proposes a random bit generator, which is based on chaotic LFSR; the chaotic system starting from random independent initial conditions $x_{0}, y_{0} \in(0,1)$ and $x_{0} \neq y_{0}$.
Based on this theorem, in the next section we describe the new random number generator which can be used in the cryptology algorithms.

## 3. Proposed RNG

In this section, we describe the proposed method for generating random numbers, so based on previous sections in our method; in the first iteration it generated two random numbers (e.g. 0.9917 and 0.2375 ) with logistic chaotic equations. Then it defines a function with Equation (2):

$$
\begin{equation*}
G(n)=\sum_{n=0}^{M}\left(x_{n}+y_{n}\right) \bmod 1 \tag{2}
\end{equation*}
$$

where $G:[0 \cdots 1] \rightarrow[0 \cdots 1]$ so $G(n)$ is the decimal parts of these numbers and $M \in \mathbb{N}$.
L.Y. Deng et al. have proved that combination generator should improve upon the uniformity as well as the independence over individual generators [10]. Knowing that for any real number $x, x \bmod 1=x-[x]$, where $[x]$ is the generated integer $\leq x$.
In the next level of the proposed method, we define a function $f(x)$ which can compare $x$ value with a threshold, the best threshold for interval $[0 \cdots 1]$ is 0.5 . So according to Figure 3, if $x$ is the larger than 0.5 number 1 XOR with LFSR output, else number 0 XOR with LFSR output. Linear correlation in LFSR outputs decreases with this technique. According to the NIST suite test the number of binary sequences at least should be 2000 which the length of each sequence is $10^{6}$ bits so there is no experimental way to generate a valid sequence with the efficient period based on LFSR method. Our proposed RNG method prepares the external bit of


Figure 2. Plot of the lyapunov exponent versus $r$ for logistic equation.


Figure 3. Chaotic liner feedback shift register diagram.
the chaotic logistic map that changes the system condition and generates the sequence of bits with no period.

## 4. Test Results

In the last part of our paper before conclusion, we will refer to the NIST suite test in the Tables 1-4; the first column in these tables is the test's names; the second column is the P-value that is in the interval $[0 \cdots 1]$, the test has the better condition (i.e. it's more reliable) when it's $P$-value tend to 1 ; and the third column shows the pass rate of these tests (i.e. how proportion of the sequences that tested by this method, pass the test). Considering these facts, we have 15 tests in Table 1 that describe the general condition of the sequences which is produced by our proposed method and the other Tables show the proposed method condition with more detail. That is, non-overlapping templates in Table 2, the purpose of this test is to detect the number of occurrences of specific string. Random excursions test is shown in

Table 1. NIST suite tests table.

| Test | P-Value | Pass Rate |
| :---: | :---: | :---: |
| Frequency | 0.757790 | 0.9900 |
| Block-Frequency | 0.742917 | 0.9915 |
| CuSums-forward | 0.953553 | 0.9895 |
| CuSums-backward | 0.912069 | 0.9885 |
| Rans | 0.302657 | 0.9950 |
| Long run | 0.471146 | 0.9860 |
| Rank | 0.363593 | 0.9920 |
| FFT | 0.000159 | 0.9950 |
| Overlapping templates | 0.422638 | 0.9885 |
| Universal | 0.349676 | 0.9905 |
| Approximate entropy | 0.669359 | 0.9915 |
| Serial 1 | 0.301194 | 0.9910 |
| Serial 2 | 0.406499 | 0.9945 |
| Linear complexity | 0.125200 | 0.9920 |

Table 2. Non-overlapping templates.

| Test | P-value | Pass Rate |
| :---: | :---: | :---: |
| Template $=000000001$ | 0.069863 | 0.9895 |
| Template $=000100111$ | 0.292519 | 0.9895 |
| Template $=001010011$ | 0.028529 | 0.9935 |
| Template $=010001011$ | 0.342451 | 0.9880 |
| Template $=011101111$ | 0.515118 | 0.9910 |
| Template $=101101000$ | 0.845490 | 0.9935 |
| Template $=110100100$ | 0.786830 | 0.9900 |
| Template $=111100000$ | 0.892036 | 0.9885 |

Table 3. Random excursions test.

| Test | P-value | Pass rate |
| :---: | :---: | :---: |
| $\mathrm{X}=-4$ | 0.381162 | 0.9902 |
| $\mathrm{X}=-3$ | 0.379765 | 0.9878 |
| $\mathrm{X}=-2$ | 0.863888 | 0.9869 |
| $\mathrm{X}=-1$ | 0.464167 | 0.9918 |
| $\mathrm{X}=+1$ | 0.426003 | 0.9878 |
| $\mathrm{X}=+2$ | 0.700827 | 0.9894 |
| $\mathrm{X}=+3$ | 0.757015 | 0.9869 |
| $\mathrm{X}=+4$ | 0.899722 | 0.9878 |

Table 4. Random excursions variant test.

| Test | P-value | Pass rate |
| :---: | :---: | :---: |
| $\mathrm{X}=-9$ | 0.891536 | 0.9918 |
| $\mathrm{X}=-8$ | 0.510380 | 0.9918 |
| $\mathrm{X}=-7$ | 0.677158 | 0.9927 |
| $\mathrm{X}=-6$ | 0.710898 | 0.9927 |
| $\mathrm{X}=-5$ | 0.933972 | 0.9910 |
| $\mathrm{X}=-4$ | 0.651625 | 0.9869 |
| $\mathrm{X}=-3$ | 0.231937 | 0.9853 |
| $\mathrm{X}=-2$ | 0.113023 | 0.9927 |
| $\mathrm{X}=-1$ | 0.465727 | 0.9902 |
| $\mathrm{X}=+1$ | 0.518531 | 0.9910 |
| $\mathrm{X}=+2$ | 0.396742 | 0.9894 |
| $\mathrm{X}=+3$ | 0.908694 | 0.9878 |
| $\mathrm{X}=+4$ | 0.602174 | 0.9927 |
| $\mathrm{X}=+5$ | 0.651625 | 0.9886 |
| $\mathrm{X}=+6$ | 0.200238 | 0.9861 |
| $\mathrm{X}=+7$ | 0.445638 | 0.9869 |
| $\mathrm{X}=+8$ | 0.658445 | 0.9878 |
| $\mathrm{X}=+9$ | 0.326496 | 0.9878 |

Table 3; this test shows is the number of cycles having exactly K visits in a cumulative sum random walk. Table 4 describes random excursions variant test, the focus of this test is the total number of times that the particular state is visited [11].

## 5. Conclusions

We have proposed a design of a pseudo random bit generator (PRBG) based on combination chaotic logistic equations and LFSR method. That chaotic system iterated independently starting from independent initial conditions. The pseudo random bit sequence is obtained by combining the outputs of both the chaotic logistic equations with LFSR method. We have also tested rigorously the generated sequences using the NIST suite tests. The results of statistical testing are encouraging and show that the proposed PRBG has perfect cryptographic properties and hence can be used in the design of new stream ciphers.
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#### Abstract

The celebrated Weierstrass Approximation Theorem (1885) heralded intermittent interest in polynomial approximation, which continues unabated even as of today. The great Russian mathematician Bernstein, in 1912, not only provided an interesting proof of the Weierstrass' theorem, but also displayed a sequence of the polynomials which approximate the given function $f(x) \in C[0,1]$. An efficient "Combinatorial-Probabilistic Dual-Fusion" version of the modification of Bernstein's Polynomial Operator is proposed. The potential of the aforesaid improvement is tried to be brought forth and illustrated through an empirical study, for which the function is assumed to be known in the sense of simulation.
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## 1. Introduction

The problem of approximation arises in many contexts of "Numerical Analyses and Computing" [1-4]. Weirstrass [5] proved his celebrated approximation theorem: "...If, $f \in C[a, b]$, then for every $\delta>0, \exists$ a polynomial " $p$ " such that " $\|f-p\|<\delta "$. In other words, result established the existence of an algebraic polynomial in concerned variable capable of approximating the unknown function in that variable, as closely as we please!

This result was a big beginning of the Mathematicians’ interest in "Polynomial Approximation" [4,6-8] of an unknown function using its values generated, experimentally or otherwise, at certain equidistant knots in the impugned interval of the relevant variable. The Great Russian mathematician Bernstein proved the Weirstrass theorem in a style, which was very thought-provoking and curious in many ways. He first noted a simple though a very significant feature of this theorem, namely that if it holds for $C[0,1]$, it does hold for $C[a, b]$ also viceversa. In fact, $C[0,1]$ and $C[a, b]$ are essentially identical, for all practical purposes, inasmuch as they are linearly "isometric" as normed spaces, order isomorphic as lattices, and isomorphic as algebras (rings) [9].

Also, the most important contribution in the Bern-
stein's proof of the Weirstrass' theorem consisted in the fact that Bernstein actually displayed a sequence of polynomials that approximate a given function $f \in C[0,1]$.
If, $f(x)$ is any bounded function on $C[0,1]$, the sequence of "Bernstein Polynomials" [6] for $f(x)$ is defined by:

$$
\begin{align*}
& (\operatorname{Bn}(f))(x)=\sum_{k=0}^{k=n}\binom{n}{k} \cdot x^{k} \cdot(1-x)^{(n-k)} \cdot f(k / n)  \tag{1}\\
& x \in \mathrm{C}[0,1] \text {, Say } E[f(x)]
\end{align*}
$$

The aim of this paper is to propose a more efficient polynomial approximation operator exploiting the "combinatorial structure" of the "Bernstein's Polynomial Approximation operator", and the fact that the unknown function might, without any loss of the generality, be assumed to be $f \in C\left[0, \frac{1}{2}\right]$, as in [10-14].

## 2. The Proposition of the Variant of the Bernstein Polynomial Approximator

In context of the aforementioned sequence of "Bernstein Polynomials" for $f(x)$, a significant observation which must be taken note of is that the use is made of the values
of the unknown function " $f(x)$ " at the equidistantknots " $\frac{k}{n} ; k=0(1) n$ ", assumed to be knowable through the experiment (s) in the relevant scientific field of investigation or known otherwise.

In any approximating polynomial operator use is made of the "Knots" and of the corresponding "Weights".

In our proposition of a variant of the "Bernstein's Polynomial" we propose to systematically introduce new corresponding weights, without essentially changing the location of the "equi-distant" "knots", except for the fact that the impugned interval is $C\left[0, \frac{1}{2}\right]$, rather than $C[0,1]$, thanks to "isometric" spaces noted earlier. We propose a variant of the "Bernstein Polynomial" which is having a better combinatorial structure in favor of the interval for $f \in C\left[0, \frac{1}{2}\right]$, and that is the main strategy for making it better than the original/usual "Bernstein's Polynomial"! We consider the following PRIMAL variant of the Bernstein's Polynomial:

Say,

$$
\begin{aligned}
\mathrm{B}^{\mathrm{P}}(f ; x)[n] & =\sum_{k=0}^{k=n}\binom{n}{k} \cdot(0.67+x)^{k} \\
& \cdot(0.33-x)^{(n-k)} \cdot f(k /(2 * n))
\end{aligned}
$$

## 3. The Combinatorial-Probability \& Dual-Fusion Variant for Bernstein's Polynomial

The original interval $C[0,1]$ isometric to the impugnned interval $C\left[0, \frac{1}{2}\right]$ could be thought of in terms of its two parts, namely " $0.33-x$ " and " $0.67+x$ " for $x \in C[0,1]$ with " $k$ " and " $n-k$ " "knots" sitting in each, respectively. The expected number of points sitting these two parts. Respectively, would be $n^{(0.33-x)}$ and $n^{(0.67+x)}$. The "combinatorial probability" of description would be: binomial
$\left(n^{*}(0.33-x), k\right) \operatorname{binomial}\left(n^{*}(0.67+x), n-k\right) / \operatorname{binomial}(n, n)$ $\equiv \operatorname{binomialn}((0.33-x), n-k)$ binomialn $((0.67+x), n-k)$
Hence the PRIMAL-Variant of the "Bernstein's Polynomial" in (2.1) comes off to be as below.

Say,

$$
\begin{array}{r}
\mathrm{BV}^{\mathrm{P}}(f ; x)[n]=\sum_{k=0}^{k=n} \text { binomial }\left(n^{*}(0.33-x), k\right) \\
\quad * \text { binomial }\left(n^{*}(0.67+x), n-k\right) \cdot f\left(k /\left(2^{*} n\right)\right)
\end{array}
$$

The correspondingly DUAL (-Weights) variant of Bernstein Polynomial would be:

Say,

$$
\begin{aligned}
& \mathrm{BV}^{\mathrm{P}}(f ; x)[n]=\sum_{k=0}^{k=n} \operatorname{binomial}\left(n^{*}(0.33+x), k\right) \\
& \quad * \operatorname{binomial}\left(n^{*}(0.67-x), n-k\right) f(k /(2 * n))
\end{aligned}
$$

We define the "PRIMAL-DUAL-Fusion-Weights" variant of the Bernstein Polynomial as

Follows: Say,

$$
\operatorname{PDFBV}(f ; x)[n]=\left[\operatorname{BV}^{\mathrm{P}}(f ; x)+\mathrm{BV}^{\mathrm{D}}(f ; x)\right] / 2
$$

To make comprehensive the combinatorial systematicness of PRIMAL-DUAL Fusion variant of Bernstein polynomial say $\operatorname{PDFBV}(f ; x)[n]$, we note that it will work for an approximation polynomial focusing interval $[(1 / 3-x) / 2,(1 / 3+x) / 2]$ around " 0.33 ", which will $\sim[0,1 / 3]$ for $x=1 / 3$.

Impugned interval will be wider, the greater the value of " $x<1 / 3$ "! For example, in the approximating polynomial in " $x$ " for values of $x \in[0,1 / 3]$; interval will be symmetrically, centered on
" 0.165 ", e.g. $\sim[0.035,0.295]$ for $x=0.26$.
To balance the "Pull", systematically, the weights " $(1 / 2)$ " and " $(1 / 2)$ " are assigned to the relevant weights in $\mathrm{B}^{\mathrm{P}}(f ; x)[n] \& \mathrm{~B}^{\mathrm{D}}(f ; x)[n]$. These weights are also, respectively, "DUAL" to each-other, again!

The aforesaid (PRIMAL-DUAL Fusion) variant of the Bernstein Polynomial, namely, $\operatorname{PDFBV}(f ; x)[n]$ will, apparently induce a "(Systematic)Bias" in the approximating "Polynomial", which is amenable more systematically than that in the original "Bernstein's Polynomial".

Similar to what was noted in Sahai (2004) [10], in the absence of any conclusive analytical study [The derivable "Upper" bounds on the error of approximation (as noted in the paper by Sahai (2004) [8]) are not of much use. In fact, a smaller/lower "Upper Bound" does not guarantee a better approximation and the extent of the resultant "GAIN" is unavailable, too! Hence, we go for an empirical simulation study to illustrate the potential "GAIN" through our PRIMAL-DUAL Fusion variant of the Bernstein Polynomial, namely, $\operatorname{PDFBV}(f ; x)[n]$.

## 4. The Empirical Simulation Study

To illustrate gain in efficiency by using our proposed "Dual-Fusion" variant of Bernstein Polynomial Approximation, we have carried an empirical study. We have taken example-cases of $n=3,6$, and 9 (i.e. $n+1=4,7$, and 10 knots) in the empirical study.

To numerically illustrate the relative gain in efficiency in using "Dual-Fusion" variant of Bernstein Polynomial
proposed vis-à-vis the original (Primal) Bernstein's polynomial operator in each example case of $n$-value.

Essentially, the empirical study is a simulation one wherein we would assume that approximated function, namely " $f(x)$ ", is known to us.
We have confined to illustrations of relative gain in efficiency by Iterative Improvement for the following four illustrative-functions:

$$
f(x)=\exp (x) ; \ln (2+x) ; \sin (2+x), \text { and } 10^{x}
$$

To illustrate the POTENTIAL of improvement with our proposed Dual-Fusion Operator $\operatorname{PDFBV}(f ; x)[n]^{\prime}$, we have TWO numerical values of quantities $\sim$ two percentage relative errors (PREs) corresponding to original (Primal) Bernstein's Operator $\mathrm{B}^{\mathrm{P}}(f ; x)[n]$ : Say; PRE_PFB $(f ; x)[n]$ verses that of the proposed DualFusion Operator i.e.; PRE_PDFBV $(f ; x)[n]$. We calculated Percentage Relative Gains (PRGs) in using our "Dual-Fusion" variant of Bernstein Polynomial in place of Original "Primal" variant of Bernstein Polynomial PRG_UPDFB $(f ; x)[n]$. These quantities are defined: $\operatorname{PRE}$ PFB $(f ; x)[n]=100$.

$$
\begin{aligned}
& \left.\left[\left\{\int_{0}^{0.33} \text { abs. (PFB }(f ; x)[n]-f(x)\right) \mathrm{d} x\right\} / \int_{0}^{0.33} f(x) \mathrm{d} x\right] \\
& \& \operatorname{PRE} \_\operatorname{PDFBV}(f ; x)[n]=100 \text {. } \\
& {\left[\left\{\int_{0}^{0.33} \text { abs. }(\operatorname{PDFBV}(f ; x)[n]-f(x)) \mathrm{d} x\right\} / \int_{0}^{0.33} f(x) \mathrm{d} x\right]} \\
& \text { Hence, } \operatorname{PRG}_{-} \operatorname{PDFBV}(f ; x)[n]=100 \text {. } \\
& {\left[\left\{\operatorname{PRE}_{-} \mathrm{PFB}(f ; x)[n]-\right.\right.} \\
& \operatorname{PRE} \operatorname{PDFBV}(f ; x)[n]\} / \operatorname{PRE} \operatorname{PFB}(f ; x)[n]\}]
\end{aligned}
$$

PREs for Original-Primal/Variant Primal-Dual Bernstein polynomial respectively for each of example \# of approximation Knots/Intervals.

PRGs by using Proposed Dual-Fusion Polynomials with the $n$ intervals in $[0,1 / 2]$ over using the Original Primal-Bernstein Polynomial for approximation of function, " $f(x)$ " are tabulated in APPENDIX in Tables 14.

## 5. Conclusions

For all the FOUR illustrative functions, namely
$f(x)=\exp 9 x ; \ln (2+x) ; \sin (2+x)$, and $10^{x}$, the PRGs
are above $99.9 \%$ for $n=3,6$, and 9 . It is very significant to note that the PRGs are (almost) $100 \%$ for $n=6$ for all example-functions, i.e. for only SEVEN "Knots"!
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## APPENDIX

Table 1. (Iterative) algorithmic (In \%) relative (absolute) efficiency/gain for $f(x)=\exp (x)$.

| Items $\downarrow$ | $n \rightarrow 3$ | 6 | 9 |
| :---: | :---: | :---: | :---: |
| PRE_PFB $(f ; x)[n]$ | 7.7098 | 7.97506 | 8.0614 |
| PRE_PDFBV $(f ; x)[n]$ | 0.0004 | 0.00000 | 0.0000 |
| PRG_PDFBV $(f ; x)[n]$ | 99.994 | 100.000 | 99.999 |

Table 2. (Iterative) algorithmic (In \%) relative (absolute) efficiency/gain for $f(x)=\ln (2+x)$.

| Items $\downarrow$ | $n \rightarrow 3$ | 6 | 9 |
| :---: | :---: | :---: | :---: |
| PRE_PFB $(f ; x)[n]$ | 5.0970 | 5.0217 | 4.9961 |
| PRE_PDFBV $(f ; x)[n]$ | 0.0001 | 0.0000 | 0.0000 |
| PRG_PDFBV $(f ; x)[n]$ | 99.996 | 100.00 | 99.999 |

Table 3. (Iterative) algorithmic (In \%) relative (absolute) efficiency/gain for $f(x)=\sin (2+x)$.

| Items $\downarrow$ | $n \rightarrow 3$ | 6 | 9 |
| :---: | :---: | :---: | :---: |
| PRE_PFB $(f ; x)[n]$ | 5.0404 | 5.3105 | 5.4020 |
| PRE_PDFBV $(f ; x)[n]$ | 0.0004 | 0.0000 | 0.0000 |
| PRG_PDFBV $(f ; x)[n]$ | 99.991 | 99.999 | 99.999 |

Table 4. (Iterative) algorithmic (In \%) relative (absolute) efficiency/gain for $f(x)=10^{x}$.

| Items $\downarrow$ | $n \rightarrow 3$ | 6 | 9 |
| :---: | :---: | :---: | :---: |
| PRE_PFB $(f ; x)[n]$ | 16.112 | 17.498 | 17.935 |
| PRE_PDFBV $(f ; x)[n]$ | 0.0120 | 0.0000 | 0.0000 |
| PRG_PDFBV $(f ; x)[n]$ | 99.925 | 99.999 | 99.999 |
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#### Abstract

Minimax control chart uses the joint probability distribution of the maximum and minimum standardized sample means to obtain the control limits for monitoring purpose. However, the derivation of the joint probability distribution needed to obtain the minimax control limits is complex. In this paper the multivariate normal distribution is integrated numerically using Simpson's one third rule to obtain a non-linear polynomial (NLP) function. This NLP function is then substituted and solved numerically using Newton Raphson method to obtain the control limits for the minimax control chart. The approach helps to overcome the problem of obtaining the joint probability distribution needed for estimating the control limits of both the maximum and the minimum statistic for monitoring multivariate process.
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## 1. Introduction

Multivariate statistical process control (MSPC) is particularly important in the industries where data are collected on more than one variable. In practice, most of the quality characteristics to be controlled and monitored are not independent. The reason is that most of the variables involved are interconnected, that is, they are correlated. Hence, to monitor these interconnected or correlated variables is not simple but rather complex, especially for manufacturing processes. The use of multiple univariate control charts does not deliver a useful solution in this situation. The problems are that, the overall probability of signaling a false "out-of-control" situation is not controlled and more seriously the correlation among the variables are ignored.
In recent years, multivariate statistical process control (MSPC) procedures have enjoyed wide application in industry. This has resulted from expanded capability to monitor the key variables of a process with sensor and measurement technology, and the widespread availability of computers and statistical software programs that incorporate multivariate SPC capability.

Simultaneously, there have been many new technical developments that have made multivariate SPC more useful. For example, many authors have investigated methods of monitoring multivariate continuous data. [1] developed the multivariate $T^{2}$ statistic for quality control purposes. Multivariate generalizations of the CUSUM procedure have been studied by [2] and [3] developed and investigated multivariate exponentially weighted moving averages to identify quality problems. The use of multivariate exponentially weighted moving averages in monitoring multivariate data have been enhanced by [4]. Monitoring principal components of multivariate data has been studied by [5]. [6] discussed multivariate minimax control chart and he used the joint probability distribution function of the minimum and maximum standardized sample means to derive the control limits to make decision if the process is in or out of control. However, the derivation of the joint probability distribution needed to obtain the minimax control limits as discussed by [6] is complex. In this paper we propose a Non-Linear Polynomial function (NLP) approach to multivariate minimax control chart to monitor continuous data as an alternative approach to the use of joint probability for both the ma-
ximum $\left(Z_{[p]}\right)$ and minimum ( $Z_{[1]}$ ) limits used by [6]. The minimax control limits derived by [6] is modified and the multivariate normal distribution is integrated numerically using Simpson's one third rule to obtain a nonlinear polynomial (NLP) function. This NLP function is then substituted and solved numerically using Newton Raphson method to obtain the control limits for the minimax control chart.

## 2. Non Linear Polynomial Function

Polynomials are popular in curve and surface representations and many critical problems arising in Computer Aided Geometric Design such as surface integration, are reduced to finding the zero set of a system of nonlinear polynomial equations

$$
\begin{equation*}
f(x)=0 \tag{2.1}
\end{equation*}
$$

where $f=\left(f_{1}, f_{2} \cdots f_{n}\right)$ and each $f_{i}$ is a polynomial of independent variables $\underline{X}=\left(X_{1}, X_{2}, \cdots X_{l}\right)$. Several root-finding algorithms for multivariate polynomial systems (2.1) have been used in practice. Newton type methods, which are classified as local solution techniques, have been applied to many problems since they are quadratically convergent and produce accurate results. They, however, require good initial approximations of the roots of the systems, and fail to provide full assurance that all roots have been found. These limitations can be overcome by global solution technique, which can be categorized into three different types as proposed by [7]. The different types are algebraic and hybrid methods, homotropy methods, and subdivision methods. Among these techniques, the subdivision methods have been widely used in practice because of their performance and efficiency. The Interval Projected Polyhedral (IPP) algorithm proposed by [7] and [8] is one example, and it has been successfully applied to various problems. One particular interest is locating zeros of a univariate application of polynomial [9].

It is a critical problem in diverse fields such as control theory and many literature has been devoted to it (see e.g. [10]).

Most of the root finding algorithms, however, experience difficulties in dealing with roots with high multiplicity such as performance deterioration and lack of robustness in numerical computation. For example, the IPP algorithm, which belongs to the subdivision class of methods, slows down drastically and suffers from proliferation of boxes that are assumed to enclose roots. Moreover, since a root with high multiplicity is unstable with respect to small perturbation, round-off errors during floating point arithmetic may change the topological aspect in such a way that a cluster of roots could be formed around the root.

Solving univariate polynomials with multiple roots is an important but difficult task. [9] collated nine methods to bound multiple roots of polynomials and compared them rigorously. He also proposed a new hybrid algorithm which gives numerically nearly optimal bounds for multiple roots of univariate polynomials. Even though these methods work well in most cases, it is not easy for a user to control the size of the bound of a root in general. [11] used the Sturm sequences to compute all roots of a univariate polynomial, but his approach relies on the division of polynomials to compute Sturm sequences. So, it is not numerically robust unless exact arithmetic or symbolic computation is used.

This paper focuses on the particular case where the
functions $f, i \quad \varepsilon\{1, \cdots, Q\}$ in $\left\{\begin{array}{l}x_{1}=f_{1}\left(s_{1}, \cdots, s_{N}\right) \\ \vdots=\quad \vdots \\ x_{Q}=f_{Q}\left(s_{1}, \cdots, s_{N}\right)\end{array}\right.$ are polynomials.

Thus, we write $X=f(s)$ where $f$ is a nonlinear function $f: C^{N} \rightarrow C^{Q}$ and $f_{1} \cdots f_{Q}$ constitute the component of $f$. The source separation problem consists of recovering the sources $s_{1} \cdots s_{N}$ from the observation $x_{1}, \cdots, x_{Q}$ for all $i, f_{i} \varepsilon C(s)$, where $C(s)$ stands for the set of polynomials in variables $s_{1}, \cdots, s_{N}$ and with coefficients in $C$. This restriction is partly justified by the difficulty to tackle the nonlinear case because of its generality. In addition, polynomials constitute an important class of nonlinear models which may represent acceptable approximations of certain nonlinearities.

Finally, an important reason to deal with this model is the following:

Consider the case where the multidimensional source vector belongs to a finite set s $\varepsilon \mathrm{A}=\left\{a^{(1)}, \cdots, a^{(n a)}\right\}$. Although seemingly restrictive, this situation is highly interesting since it occurs in digital communications, where the emitted source sequences belong to a finite alphabet depending on the modulation used.

An important observation is that if $s \varepsilon \mathrm{~A}$ and A is finite, all instantaneous mixtures of the sources can be expressed as polynomial mixtures. This follows immediately from the fact that any function on a finite set can be interpolated by a polynomial in a way similar to Lagrange polynomial interpolation [12]. It follows that polynomial mixtures constitute the general model of nonlinear mixtures in the case of sources belonging to a finite alphabet.

## The Model

$$
\left\{\begin{array}{l}
x_{1}=f_{1}\left(s_{1}, \cdots, s_{N}\right)  \tag{2.2}\\
\vdots=\quad \vdots \\
x_{Q}=f_{Q}\left(s_{1}, \cdots, s_{N}\right)
\end{array}\right.
$$

is a polynomial, and in order to be able to resort to alge-
braic techniques, we will restrict the separator to the class of polynomial functions in $x_{1}, \cdots, x_{Q}$, that is, $\forall_{i}, g_{i} \varepsilon C[x]$.

### 2.1. Simpson One Third Rule

The Simpson's $1 / 3^{\text {rd }}$ rule is a numerical method for finding the integral $\int_{a}^{b} f(x) \mathrm{d} x$ within some finite limits $a$ and $b$. Simpson's $1 / 3^{\text {rd }}$ rule approximates $f(x)$ with a polynomial of degree two $p(x)$, i.e., a parabola between the two limits $a$ and $b$, and then finds the integral of that bounded parabola, and is used to represent the approximate integral $\int_{a}^{b} f(x) \mathrm{d} x$. The integral of the approximated function is the area under the parabola bounded by the points $a$ and $b$ by the positive side of the $x$ axis. The quadratic function has three points common to the function $f(x)$, as follows: The end points of the approximate quadratic function $p(x)$ is the same as the function $f(x)$ at points $a$ and $b . p(x)$ takes the same value of the function $f(x)$ at point $m=(a+b) / 2$.

Thus three points are fixed each in equal interval $a>m>b$ and a parabola is drawn through these three points $f(a), f(m), f(b)$. The area under the parabola through these points bounded by $a$ and $b$ with the positive side of the $X$ axis is found and used as the approximated integral value. The iterative formula below can be used to find the integral of a function $f(x)$ using Simpson's $1 / 3^{\text {rd }}$ rule.

$$
\begin{equation*}
I_{S I}=\frac{h}{3}\left[f\left(x_{0}\right)+f\left(x_{1}\right)+f\left(x_{2}\right)\right] \tag{2.3}
\end{equation*}
$$

### 2.2. Newton Raphson Method

The Newton-Raphson method is based on the principle that if the initial guess of the root of $f(x)=0$ is at $x_{i}$, then if one draws the tangent to the curve at $f\left(x_{i}\right)$, the point ( $x_{i+1}$ ) where the tangent crosses the $x$-axis is an improved estimate of the root.

Using the definition of the slope of a function, at $x=x_{i}$

$$
\begin{equation*}
f^{\prime}(x)=\tan \theta=\frac{f(x)-0}{x_{i}-x_{i+1}} \tag{2.4}
\end{equation*}
$$

Form Equation (2.4) we have

$$
\begin{equation*}
x_{i+1}=x_{i}-\frac{f\left(x_{i}\right)}{f^{\prime}\left(x_{i}\right)} \tag{2.5}
\end{equation*}
$$

Equation (2.4) is called the Newton-Raphson formula for solving nonlinear equations of the form $f(x)=0$. So starting with an initial guess, $x_{i}$, one can find the next guess, $x_{i+1}$ by using Equation (2.5). One can repeat this process until one finds the root within a desir-
able tolerance.

## Algorithm

The steps of the Newton-Raphson method to find the root of an equation $f^{\prime}(x)=0$ are:

Step 1. Evaluate $f^{\prime}(x)$ symbolically
Step 2. Use an initial guess of the root, $i x_{i}$, to estimate the new value of the root, $x_{i+1}$ as $x_{i+1}=x_{i}-\frac{f\left(x_{i}\right)}{f^{\prime}\left(x_{i}\right)}$

Step 3. Find the absolute relative approximate error $\left|\varepsilon_{\alpha}\right|$ as

$$
\left|\varepsilon_{\alpha}\right|=\left|\frac{x_{i+1}-x_{i}}{x_{i+1}}\right| * 100
$$

Step 4. Compare the absolute relative approximate error with the pre-specified relative error tolerance, $\varepsilon_{s}$, If $\left|\varepsilon_{\alpha}\right|>\varepsilon_{\alpha}$, then go to Step 2, or else stop the algorithm. Also, check if the number of iterations has exceeded the maximum number of iterations allowed. If so, one needs to terminate the algorithm and notify the user.

### 2.3. Minimax Control Chart

The Minimax control chart developed by Sepulveda [6], and as discussed in [13] is similar to the charts proposed by [14] and [15]. The minimax control chart uses the minimum and maximum standardized sample means to make the decision if the process should be considered in control or out of control. However, the minimax chart uses both lower and upper control limits on both the maximum and minimum standardized sample means. This is facilitated by the development of the capability to determine the value of the joint density function of the maximum and minimum standardized sample means. This not only facilitates a method for setting the control limits, but also allows for the comparison of the performance of the minimax chart relative to other charts through computation of the out-of-control average run length.

Minimax control chart is used to standardize all $p$ means and to monitor the maximum and the minimum of those standardized sample means. To do this, the sample average vector $\underset{\sim}{X}=\left(\overline{X_{1}}, \bar{X}_{2}, \cdots, \overline{X_{p}}\right)$ is calculated and its elements are standardized using the expression:

$$
\begin{equation*}
\underset{-}{Z}=\frac{\sqrt{n}(\underline{\bar{X}}-\underline{\mu})}{\sigma} \tag{2.6}
\end{equation*}
$$

where $\mu$ is the population mean and $\sigma$ is the standard deviation. The vector $\underline{Z}=\left[Z_{i}\right], i=1,2, \cdots, p$ is now defined as the standardized sample mean vector. The maximum sample mean $\left(Z_{p}\right)$ is defined as the maximum of the elements of the vector $Z$, that is, $Z_{[p]}=\max \left(Z_{i}\right)$, Also, the minimum standardized sam-
ple mean $\left(Z_{[1]}\right)$ is defined as the minimum of the elements of the vector $Z$.

The control limits that was proposed by [6] is modified to solve for both upper and lower of maximum and upper and lower of minimum as given in the expression below:

$$
\begin{align*}
& U C L_{[p]}=\left\{\tau: \int_{-\infty}^{\tau} \cdots \int_{-\infty}^{\tau} f(Z) \mathrm{d} z=1-\alpha\right\} \\
& L C L_{[p]}=\left\{\tau: \int_{-\infty}^{\tau} \cdots \int_{-\infty}^{\tau} f(Z) \mathrm{d} z=\alpha\right\} \\
& U C L_{[1]}=\left\{\tau: 1-\int_{\tau}^{\infty} \cdots \int_{\tau}^{\infty} f(Z) \mathrm{d} z\right\}  \tag{2.7}\\
& L C L_{[1]}=\left\{\tau: 1-\int_{\tau}^{\infty} \cdots \int_{\tau}^{\infty} f(Z) \mathrm{d} z=\alpha\right\}
\end{align*}
$$

## 3. Results

The data for this research work were collected from the production line of a manufacturing company that produces soft drinks. The samples were drawn from the lines on each variable of the production. The data are secondary and multivariate in nature. The data had five variables which are: $X_{1}=$ Contents in ml, $X_{2}=$ Brev brix, $X_{3}$ $=$ pressure, $X_{4}=$ Gas volume $\left(\mathrm{CO}_{2}\right)$ and $X_{5}=$ Temperature. Thus, $\underset{\sim}{X}=\left\{X_{1}, X_{2}, \cdots, X_{n}\right\}$. We assumed that the variables are normally distributed since we are dealing with continuous data. The multivariate normal distribution was integrated numerically using Simpson's one third rule. Simpson's rule is a numerical method that approximates the value of a definite integral by using quadratic polynomials. This approach was applied to the multivariate normal distribution to obtain a non-linear polynomial (NLP) function. This (NLP) function overcomes the problem of obtaining the joint probability distribution needed for the control limits of both the maximum ( $Z_{[p]}$ ) and the minimum ( $Z_{[1]}$ ) statistic. This method was used to determine the position of the five control limits of the chart stated in Equation (2.4). In other to obtain the control limits, an algorithm was developed and implemented on $C$ language to fit the polynomial function in the form $Z=0.0024 x^{5}+0.000005 x^{4}-$ $0.0444 x^{3}-0.00006 x^{2}+0.3805 x+0.4988$. Using the obtained polynomial equation, the algorithm in 2.2.1 was then used to obtain the control limits for both the minimum and the maximum statistics. The numerical solution for the control limits using the developed algorithm is presented in the Appendix. The control limits for minimum and maximum statistics for the five variables under consideration are presented in Table 1.

Using the obtained control limits in Table 1, the process under study was tested for stability. To test for the stability of the process, Equation (2.6) was used to transform the data to obtain the minimum and the maximum

Table 1. The upper and lower control limit for both maximum and minimum statistics.

| $U C L_{[p]}$ | $L C L_{[p]}$ | $U C L_{[1]}$ | $L C L_{[1]}$ |
| :---: | :---: | :---: | :---: |
| 2.4185 | 1.954 | 3.0306 | 2.7195 |
| -2.9458 | -1.3148 | -3.877 | -3.3942 |

Table 2. The maximum and the minimum values.

| Maximum | 0.018725 | 0.021426 | 0.021987 | 0.022794 | 0.0357959 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Minimum | 0.005012 | -0.00226 | -0.03127 | -0.03031 | -0.00954 |

values for the five variables. The obtained minimum and maximum values are presented in Table 2.

## 4. Discussion of Result

The values in Table 2 are arranged from the lowest to the highest. Thus minimum of $Z_{[p]}$ is 0.018725 , and maximum of $Z_{[p]}$ is 0.0357959 . Also the minimum of $Z_{[1]}$ is -0.031271 and the maximum of $Z_{[1]}$ is 0.005012 . Comparing these values with the control limit in Table 1, the result shows that the minimum and maximum values obtained are within the control limits. Hence, the production process under consideration can be adjudged as being stable.

## 5. Conclusions

Minimax multivariate control chart is another sensitive multivariate control chart that has upper and lower control limits for both maximum and the minimum statistics for monitoring a multivariate process. The paper has addressed the use of numerical solution for obtaining the control limits of the minimax control chart as an alternative to the use of joint probability distribution.
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## Appendix: Numerical Solution

The numerical solutions for the control limits is
$Z(x)=0.0024 X^{5}+5 \times 10^{-5} X^{4}-0.444 X^{3}-6 \times 10^{-5} X^{2}+0.3805 X+0.4988$
The multiple integral of Equation (2.6) is solved below:
$\int\left(0.0024 X^{5}+5 \times 10^{-5} X^{4}-0.444 X^{3}-6 \times 10^{-5} X^{2}+0.3805 X+0.4988\right) \mathrm{d} x=$
$\frac{0.0024 X^{6}}{6}+\frac{5 \times 10^{-6} X^{5}}{5}-\frac{0.444 X^{4}}{4}-\frac{6 \times 10^{-5} X^{3}}{3}+\frac{0.3805 X^{2}}{2}+0.4988 X$
$\int\left(\frac{0.0024 X^{6}}{6}+\frac{5 \times 10^{-6} X^{5}}{5}-\frac{0.444 X^{4}}{4}-\frac{6 \times 10^{-5} X^{3}}{3}+\frac{0.3805 X^{2}}{2}+0.4988\right) \mathrm{d} x=$
$\frac{0.0024 X^{7}}{7 \times 6}+\frac{5 \times 10^{-6} X^{6}}{6 \times 5}-\frac{0.444 X^{5}}{5 \times 4}-\frac{6 \times 10^{-5} X^{4}}{4 \times 3}+\frac{0.3805 X^{3}}{3 \times 2}+\frac{0.4988 X^{2}}{1 \times 2}$
$\int\left(\frac{0.0024 X^{7}}{7 \times 6}+\frac{5 \times 10^{-6} X^{6}}{6 \times 5}-\frac{0.444 X^{5}}{5 \times 4}-\frac{6 \times 10^{-5} X^{4}}{4 \times 3}+\frac{0.3805 X^{3}}{3 \times 2}+\frac{0.4988 X^{2}}{1 \times 2}\right) \mathrm{d} x=$
$\frac{0.0024 X^{8}}{7 \times 6 \times 8}+\frac{5 \times 10^{-6} X^{7}}{6 \times 5 \times 7}-\frac{0.444 X^{6}}{5 \times 4 \times 6}-\frac{6 \times 10^{-5} X^{5}}{4 \times 3 \times 5}+\frac{0.3805 X^{4}}{3 \times 2 \times 4}+\frac{0.4988 X^{3}}{1 \times 2 \times 3}$
$\frac{0.0024 X^{9}}{7 \times 6 \times 8 \times 9}+\frac{5 \times 10^{-6} X^{8}}{6 \times 5 \times 7 \times 8}-\frac{0.444 X^{7}}{5 \times 4 \times 6 \times 7}-\frac{6 \times 10^{-5} X^{6}}{4 \times 3 \times 5 \times 6}+\frac{0.3805 X^{5}}{3 \times 2 \times 4 \times 5}+\frac{0.4988 X^{4}}{1 \times 2 \times 3 \times 4}$
The possible solutions for the numerical algorithm of the multiple integral are given below.

$$
\begin{aligned}
& -7.5249 \\
& -4.2219-4.8351 i \\
& -4.2219+4.8351 i \\
& -2.9458
\end{aligned}
$$

$\left.3.1708 \times 10^{3} x^{5}+2.0783 \times 10^{2} x^{4}-0.95\right)$, roots :
$0.24197-2.5085 i$
$0.24197+2.5085 i$
2.4185
$8.0042-4.6104 i$
$8.0042+4.6104 i$
$7.9366 \times 10^{-7} x^{9}+2.9763 \times 10^{-9} x^{8}-5.2857 \times 10^{-5} x^{7}-1.6667 \times 10^{-7} x^{6}+$

$$
\begin{aligned}
& -7.5651 \\
& -4.223-4.7726 i \\
& -4.223+4.7726 i \\
& -1.3148
\end{aligned}
$$

$\left.3.1708 \times 10^{-3} x^{5}+2.0783 \times 10^{-2} x^{4}-0.05\right)$, roots :

$$
\begin{aligned}
& 5.8498 \times 10^{-2}-1.2355 i, \text { roots } \\
& 5.8498 \times 10^{-2}+1.2355 i \\
& 1.1954 \\
& 8.0048-4.6049 i \\
& 8.0048+4.6049 i
\end{aligned}
$$

$1-\sqrt{2 * 3.141592654}-\left(7.9366 \times 10^{-7} x^{9}+2.9763 \times 10^{-9} x^{8}-5.2857 \times 10^{-5} x^{7}-\right.$
$-7.4507$
$-4.2262-4.928 i$
$-4.2262+4.928 i$
$-3.877$
$\left.\left.\left.1.6667 \times 10^{-7} x^{6}+3.1708 \times 10^{-3} x^{5}+2.0783 \times 10^{-2} x^{4}\right)\right)-0.95\right)$, root :
$0.36978-3.1125 i$
$0.36978+3.1125 i$
3.0306
8.0031-4.6195i
$8.0031+4.6195 i$
$1-\left(\sqrt{2 * 3.141592654}-\left(7.9366 \times 10^{-7} x^{9}+2.9763 \times 10^{-9} x^{8}-5.2857 \times 10^{-5} x^{7}-\right.\right.$
$-74962$
$-4.2229-4.8741 i$
$-4.2229+4.8741 i$
$-3.3942$
$\left.\left.1.6667 \times 10^{-7} x^{6}+3.1708 \times 10^{-3} x^{5}+2.0783 \times 10^{-2} x^{4}\right)\right)-0.05$, roots :
0.30276-2.8096i
$0.30276+2.8096 i$
2.7195
$8.0037-4.614 i$
$8.0037+4.614 i$
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#### Abstract

We discuss three-dimensional uniform distribution and its property in a sphere; give a method of assessing the tactical and technical indices of cartridge ejection uniformity in some type of weapon systems. Meanwhile we obtain the test of generating function and the estimation of equivalent radius. The uniformity of distribution is tested and verified with $\omega^{2}$ test method on the basis of stochastic simulation example.
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## 1. Introduction

Uniform distribution is very important in the probability statistics, many scholars pay attention to it. The following questions have been explored: the estimate of interval length about uniform distribution in $[a, b][1,2]$, the estimate of regional area about two dimension uniform distribution in a rectangle [3], the estimate of cuboid volume about three dimension uniform distribution [4], the estimate of regional area about two-dimensional uniform distribution in a circle [5,6], estimate of radius on three-dimensional uniform distribution in a sphere [7]. In addition, many scholars get useful test statistics and limit theorems [8-12]. In this paper, basing on some articles [13-18], according to $t$ the indices of cartridge ejection uniformity in some type of weapon systems, we give the test of generating function and the estimation of equivalent radius by simulation example.
Definition 1 [7]. If ( $X, Y, Z$ ) is three-dimensional continuous random variable, its probability density function is

$$
f(x, y, z)=\left\{\begin{array}{lc}
\frac{3}{4 \pi R_{0}^{3}}, & (x, y, z) \in G,  \tag{1.1}\\
0 & (x, y, z) \notin G .
\end{array}\right.
$$

where $G=\left\{(x, y, z) \mid x^{2}+y^{2}+z^{2}<R_{0}^{2}\right\}, R_{0}>0$, then we call that ( $X, Y, Z$ ) obeys uniform distribution in
$G=\left\{(x, y, z) \mid x^{2}+y^{2}+z^{2}<R_{0}^{2}\right\}$, recorded as $(X, Y, Z) \sim U(G)$.
Give a transformation
$\left\{\begin{array}{l}x=r \sin \varphi \cos \theta \\ y=r \sin \varphi \sin \theta\left(0<r<R_{0}, 0<\varphi<\pi, 0<\theta<2 \pi\right)(1,2 \\ z=r \cos \varphi\end{array}\right.$
The probability density function of three-dimensional $r . v .(R, \Phi, \Theta)$ is
$h(r, \varphi, \theta)=f(r \sin \varphi \cos \theta, r \sin \varphi \sin \theta, r \cos \varphi)\left|\frac{\partial(x, y, z)}{\partial(r, \varphi, \theta)}\right|$
in which $0<r<R_{0}, 0<\varphi<\pi, 0<\theta<2 \pi, \frac{\partial(x, y, z)}{\partial(r, \varphi, \theta)}$ is
Jacobi determinant of the transformation (1.2), and

$$
\begin{align*}
& \frac{\partial(x, y, z)}{\partial(r, \varphi, \theta)}=\left|\begin{array}{lll}
\frac{\partial x}{\partial r} & \frac{\partial x}{\partial \varphi} & \frac{\partial x}{\partial \theta} \\
\frac{\partial y}{\partial r} & \frac{\partial y}{\partial \varphi} & \frac{\partial y}{\partial \theta} \\
\frac{\partial z}{\partial r} & \frac{\partial z}{\partial \varphi} & \frac{\partial z}{\partial \theta}
\end{array}\right| \\
& =\left|\begin{array}{ccc}
\sin \varphi \cos \theta & r \cos \varphi \cos \theta & -r \sin \varphi \sin \theta \\
\sin \varphi \sin \theta & r \cos \varphi \sin \theta & r \sin \varphi \cos \theta \\
\cos \varphi & -r \sin \varphi & 0
\end{array}\right|  \tag{1.4}\\
& =r^{2} \sin \varphi
\end{align*}
$$

Therefore the probability density function of $(R, \Phi, \Theta)$ is

$$
h(r, \varphi, \theta)=\left\{\begin{array}{lc}
\frac{3 r^{2} \sin \varphi}{4 \pi R_{0}^{3}}, & 0<r<R_{0}, 0<\varphi<\pi, 0<\theta<2 \pi  \tag{1.5}\\
0, & \text { otherwise }
\end{array}\right.
$$

Theorem 1. If the marginal density functions of r.v. $(R, \Phi, \Theta)$ about $R, \Phi, \Theta$ are $h_{1}(r), \quad h_{2}(\varphi), \quad h_{3}(\theta)$, then

1) $h_{1}(r)= \begin{cases}\frac{3 r^{2}}{R_{0}^{3}}, & 0<r<R_{0}, \\ 0, & \text { otherwise. }\end{cases}$
2) $h_{2}(\varphi)=\left\{\begin{array}{l}\frac{1}{2} \sin \varphi, 0<\varphi<\pi, \\ 0, \quad \text { otherwise. }\end{array}\right.$
3) $h_{3}(\theta)= \begin{cases}\frac{1}{2 \pi}, & 0<\theta<2 \pi, \\ 0, & \text { otherwise } .\end{cases}$

Proof. According to (1.5) and the definition of marginal density function, we have

$$
\begin{aligned}
h_{1}(r) & =\int_{0}^{\pi} \int_{0}^{2 \pi} h(r, \varphi, \theta) \mathrm{d} \varphi \mathrm{~d} \theta \\
& =\int_{0}^{\pi} \int_{0}^{2 \pi} \frac{3 r^{2} \sin \varphi}{4 \pi R_{0}^{3}} \mathrm{~d} \varphi \mathrm{~d} \theta=2 \pi \times \frac{3 r^{2}}{4 \pi R_{0}^{3}} \int_{0}^{\pi} \sin \varphi \mathrm{d} \varphi \\
& =2 \pi \times \frac{3 r^{2}}{4 \pi R_{0}^{3}} \times 2=\frac{3 r^{2}}{R_{0}^{3}},
\end{aligned}
$$

where $0<r<R_{0}$,

$$
\begin{aligned}
h_{2}(\varphi) & =\int_{0}^{R_{0}} \int_{0}^{2 \pi} h(r, \varphi, \theta) \mathrm{d} r \mathrm{~d} \theta=\int_{0}^{R_{0}} \int_{0}^{2 \pi} \frac{3 r^{2} \sin \varphi}{4 \pi R_{0}^{3}} \mathrm{~d} r \mathrm{~d} \theta \\
& =2 \pi \times \frac{3 \sin \varphi}{4 \pi R_{0}^{3}} \int_{0}^{R_{0}} r^{2} \mathrm{~d} r=\frac{1}{2} \sin \varphi
\end{aligned}
$$

where $0<\varphi<\pi$,

$$
\begin{aligned}
h_{3}(\theta) & =\int_{0}^{R_{0}} \int_{0}^{\pi} h(r, \varphi, \theta) \mathrm{d} r \mathrm{~d} \varphi=\int_{0}^{R_{0}} \int_{0}^{\pi} \frac{3 r^{2} \sin \varphi}{4 \pi R_{0}^{3}} \mathrm{~d} r \mathrm{~d} \varphi \\
& =\frac{3}{4 \pi R_{0}^{3}} \int_{0}^{R_{0}} r^{2} \mathrm{~d} r \int_{0}^{\pi} \sin \varphi \mathrm{d} \varphi=\frac{3}{4 \pi R_{0}{ }^{3}} \times \frac{1}{3} R_{0}^{3} \times 2 \\
& =\frac{1}{2 \pi}
\end{aligned}
$$

where $0<\theta<2 \pi$.
Corollary 1 [7]. If r.v. $(R, \Phi, \Theta)$ is defined by (1.5), then three r.v. $R, \Phi, \Theta$ are independent each other.

Corollary 2. If r.v. $(R, \Phi, \Theta)$ is defined by (1.5), the marginal distribution function of r.v. $(R, \Phi, \Theta)$ about $R, \Phi, \Theta$ are $H_{1}(r), H_{2}(\varphi), H_{3}(\theta)$, then

$$
H_{1}(r)=\left\{\begin{array}{lr}
0, & r \leq 0 \\
\frac{r^{3}}{R_{0}^{3}}, & 0<r<R_{0}, \\
1, & r \geq R_{0}
\end{array}\right.
$$

$$
H_{2}(\varphi)=\left\{\begin{array}{lr}
0, & \varphi \leq 0 \\
\frac{1}{2}(1-\cos \varphi), & 0<\varphi<\pi \\
1, & \varphi \geq \pi
\end{array}\right.
$$

$$
H_{3}(\theta)=\left\{\begin{array}{lr}
0, & \theta \leq 0 \\
\frac{\theta}{2 \pi}, & 0<\theta<2 \pi \\
1, & \theta \geq 2 \pi
\end{array}\right.
$$

Proof. According to theorem 1, we can get it easily.
Corollary 3. If $E(R)=\mu, \operatorname{Var}(R)=\sigma^{2}$, then the probability of cartridges falling into a ball with radius $\mu$ is about $42.2 \%$, and the probability of cartridges falling into a sphere with radius $\mu+\sigma$ is about $84.0 \%$.

Proof. By the definition of Mathematical expectation, we have

$$
\begin{gather*}
\mu=E(R)=\int_{0}^{R_{0}} r h_{1}(r) \mathrm{d} r=\frac{3}{4} R_{0}  \tag{1.6}\\
E\left(R^{2}\right)=\int_{0}^{R_{0}} r^{2} h_{1}(r) \mathrm{d} r=\int_{0}^{R_{0}} \frac{3 r^{4}}{R_{0}^{3}} \mathrm{~d} r=\frac{3}{5} R_{0}^{2} \tag{1.7}
\end{gather*}
$$

then

$$
\sigma^{2}=D(R)=E\left(R^{2}\right)-E^{2}(R)=\frac{3}{5} R_{0}^{2}-\frac{9}{16} R_{0}^{2}=\frac{3}{80} R_{0}^{2}
$$

and $\sigma=\frac{\sqrt{15}}{20} R_{0}$, then the probability of cartridges falling into a sphere with radius $\mu$ is about

$$
\begin{equation*}
H_{1}(\mu)=H_{1}[E(R)]=H_{1}\left[\frac{3}{4} R_{0}\right] \approx 42.2 \% \tag{1.8}
\end{equation*}
$$

then the probability of cartridges falling into a sphere with radius $\mu+\sigma$ is about

$$
\begin{equation*}
H_{1}(\mu+\sigma)=H_{1}\left(\frac{3}{4} R_{0}+\frac{\sqrt{15}}{20} R_{0}\right) \approx 84.0 \% \tag{1.9}
\end{equation*}
$$

## 2. Test of Generating Distribution Function

Usually there are $\chi^{2}$ test method, $\omega^{2}$ test method and Cole Moge Rove test method (K test method) [17] to test distribution function. Here, we use $\omega^{2}$ test method, we want to know the sub-sample is uniform distribution or not. Because the locations of any cartridges are ascertained by three-dimensional r.v. $(R, \Phi, \Theta)$, so we should
test them one by one, test $R \sim H_{1}(r), \Phi \sim H_{2}(\varphi)$, $\Theta \sim H_{3}(\theta)$. We give testing hypotheses $H_{0}$

$$
H_{0}: F(x)=\Phi_{0}(x)
$$

where $F(x)$ is generating distribution function, $\Phi_{0}(x)$ is known distribution function, and $\varphi_{0}(x)$ is the derivative of $\Phi_{0}(x)$.

Tests for generating function should be independent, $y_{(1)}, y_{(2)}, \cdots, y_{(n)}$ is the sequent sub-sample of the test, under hypotheses $H_{0}$ is correct, the statistic

$$
\begin{equation*}
n \omega^{2}=\frac{1}{12 n}+\sum_{i=1}^{n}\left[\Phi_{0}\left(y_{(i)}\right)-\frac{2 i-1}{2 n}\right]^{2} \tag{2.1}
\end{equation*}
$$

is Smirnov distribution. For the given confidence level $\alpha$, according to the Table 10 in [17], we obtain the boundary value $z_{\alpha}$ of $n \omega^{2}$, in which $P\left(n \omega^{2}>z_{\alpha}\right)=\alpha$. Then $\left(z_{\alpha}, \infty\right)$ is rejection region of the hypotheses $H_{0}$, when $n \omega^{2}>z_{\alpha}$, we reject $H_{0}$, if $n \omega^{2} \leq z_{\alpha}$, we should accept $H_{0}$.

## 3. Estimation of Equivalent Radius

On the supposition that $N$ is the number of cartridges from a shrapnel, $n$ is the actual observed number of cartridges within a certain region near the centre of dispersion. When calculating equivalent radius, we presume all the cartridges are found. The distances from any cartridges to the dispersion centre point $A$ are recorded as $r_{i}(i=1,2, \cdots, n)$, let $\bar{r}=\frac{1}{n} \sum_{i=1}^{n} r_{i}$. According to the properties of density function $h_{1}(r)$, we know that $R$ obeys uniform distribution in a ball with radius

$$
\begin{array}{r}
r_{n 0}\left(0<r_{n 0}<R_{0}\right), E(R)=\frac{3}{4} r_{n 0} \quad(\text { by 1.6), owing to } \\
E(\bar{r})=E\left(\frac{1}{n} \sum_{i=1}^{n} r_{i}\right)=\frac{1}{n} \sum_{i=1}^{n} \int_{0}^{r_{n 0}} r_{i} \frac{3 r_{i}^{2}}{r_{n 0}^{3}} d r_{i}=\frac{3}{4} r_{n 0} \tag{3.1}
\end{array}
$$

so $\hat{r}_{n 0}$ is a unbiased estimate of $r_{n 0}$ [7]. on the basis of the properties of distribution function, let $\varphi=\pi, \theta=2 \pi$, we have $H(r)=H(r, \varphi, \theta) \left\lvert\, \begin{aligned} & \varphi=\pi \\ & \theta=2 \pi\end{aligned}\right.$, let $N \rightarrow \infty,(N$ is amount of test cartridges ), then

$$
\lim _{N \rightarrow \infty} H(r, \varphi, \theta) \left\lvert\, \begin{align*}
& \varphi=\pi  \tag{3.2}\\
& \theta=2 \pi
\end{align*}=\lim _{N \rightarrow \infty} \frac{n}{N}=\frac{r_{n 0}^{3}}{R_{0}^{3}}\right.
$$

Therefore let $\hat{R}_{0}=\sqrt{\frac{N}{n}} \hat{r}_{n 0}$, that is $\hat{R}_{0}=\frac{4}{3 n} \sqrt{\frac{N}{n}} \sum_{i=1}^{n} r_{i}$, and

$$
\begin{equation*}
D\left(\hat{R}_{0}\right)=\frac{16 N}{9 n^{2}} D\left(r_{i}\right) \tag{3.3}
\end{equation*}
$$

As well as by (1.7), $D\left(r_{i}\right)=\frac{3}{80} r_{n 0}^{2}$, substitute into
(3.3), we obtain

$$
\begin{align*}
& D\left(\hat{R}_{0}\right)=\frac{16 N}{9 n^{2}} D\left(r_{i}\right)=\frac{16 N}{9 n^{2}} \times \frac{3}{80} r_{n 0}^{2}=\frac{N r_{n 0}^{2}}{15 n^{2}} \\
& \sigma\left(\hat{R}_{0}\right)=\frac{\sqrt{15 N} r_{n 0}}{15 n} \tag{3.4}
\end{align*}
$$

Based on Formula (3.4), if $N$ is large enough, when $n \rightarrow N, \quad \sigma\left(\hat{R}_{0}\right)$ becomes small enough. In order to decrease estimating error of equivalent radius $R_{0}$, sample size is large enough.

## 4. Stochastic Simulation

In order to verify the correctness of above methods, we give a simulation example. For some type of weapon systems, assuming the tactical technical requirements, the cartridges from single shrapnel should be more evenly scattered in a ball with equivalent radius ( $120 \pm$ 20) m, launching a shrapnel, the number of cartridges is $N=400$, measuring the coordinates of one hundred cartridges near the dispersion centre $(n=100)$, they were produced by computer simulation basing on uniform requirements in a sphere, i.e. $(r, \varphi, \theta)$ were produced by stochastic simulation according to the following formulas

$$
\begin{gather*}
r=\sqrt[3]{H_{1}(r)} r_{n 0}, \varphi=\arccos \left[1-2 H_{2}(\varphi)\right]  \tag{4.1}\\
\theta=2 \pi H_{3}(\theta)
\end{gather*}
$$

where, $r_{n 0}=60, H_{1}(r), H_{2}(\varphi), H_{3}(\theta)$ are random number produced by stochastic simulation in $(0,1)$, coordinates for cartridges as below Table 1, and the MATLAB program as below,
>> clear
for $\mathrm{k}=1: 100$
$\mathrm{r}=\operatorname{rand}(1,3)$; $\mathrm{x}=60 * \operatorname{sqrt}(\mathrm{r}(1))$; $\mathrm{y}=\operatorname{acos}(-2 * \mathrm{r}(2)+1)$; $\mathrm{z}=2 * \mathrm{pi}^{*} \mathrm{r}(3)$;
[ $\mathrm{x}, \mathrm{y}, \mathrm{z}$ ]
end
$\gg$ clear
for $\mathrm{k}=1: 100$
$\mathrm{a}=\left(\mathrm{x}^{\wedge} 2-((2 * \mathrm{k}-1) / 200)\right)^{\wedge} 2$;
$\mathrm{b}=\left(\mathrm{y}^{\wedge} 2 / 3600-\left(\left(2^{*} \mathrm{k}-1\right) / 200\right)\right)^{\wedge} 2$;
$\mathrm{c}=\left(\mathrm{z}^{\wedge} 2 / 3600-\left(\left(2^{*} \mathrm{k}-1\right) / 200\right)\right)^{\wedge} 2$;
[a, b, c]
end
>> clear
for $\mathrm{k}=1: 100$
s=1/1200+sum (a);
$\mathrm{u}=1 / 1200+$ sum $(\mathrm{b})$;
$\mathrm{v}=1 / 1200+$ sum (c);
[suv]
End

Table 1. Polar coordinates points of fall for cartridges.

| $(\mathrm{r} / \mathrm{m}, \varphi / \mathrm{rad}, \theta / \mathrm{rad})$ |  |  | $(\mathrm{r} / \mathrm{m}, \varphi / \mathrm{rad}, \theta / \mathrm{rad})$ |  |  | $(\mathrm{r} / \mathrm{m}, \varphi / \mathrm{rad}, \theta / \mathrm{rad})$ |  |  | $(\mathrm{r} / \mathrm{m}, \varphi / \mathrm{rad}, \theta / \mathrm{rad})$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 57.8262 | 1.1283 | 0.0936 | 56.9007 | 1.7096 | 0.0811 | 55.0439 | 0.4464 | 5.2025 | 47.7960 | 0.6985 | 5.5996 |
| 58.8251 | 1.3574 | 1.8108 | 33.8961 | 1.4923 | 1.9503 | 43.4513 | 2.1067 | 5.7655 | 33.1923 | 2.1410 | 3.0668 |
| 41.6750 | 1.5768 | 5.1315 | 19.1279 | 1.4612 | 4.8952 | 45.6907 | 2.4810 | 0.7106 | 48.3936 | 1.3183 | 6.2367 |
| 45.5454 | 2.0309 | 6.1921 | 54.1207 | 0.6013 | 1.9308 | 47.0793 | 1.1287 | 5.1026 | 51.7387 | 2.2742 | 2.3455 |
| 46.6895 | 1.1728 | 0.1093 | 48.7537 | 1.4576 | 5.8226 | 50.8327 | 1.0500 | 5.7070 | 15.1818 | 0.4352 | 3.3389 |
| 31.8301 | 0.6831 | 5.1484 | 39.0650 | 1.3001 | 4.2644 | 33.6245 | 2.6167 | 0.9827 | 56.5426 | 1.7679 | 1.1391 |
| 30.8478 | 1.4572 | 3.9025 | 43.0160 | 1.1647 | 0.4668 | 7.5595 | 0.7407 | 0.7672 | 55.7802 | 2.6869 | 3.1535 |
| 48.6323 | 1.5043 | 3.5198 | 14.0717 | 2.3512 | 0.4442 | 55.4707 | 2.6500 | 4.7922 | 53.2184 | 1.1347 | 2.6528 |
| 53.9209 | 0.2431 | 1.5331 | 57.6967 | 2.1165 | 0.0748 | 48.0499 | 1.9865 | 4.5352 | 46.3803 | 2.4616 | 4.1494 |
| 44.1604 | 1.9052 | 5.1648 | 57.1905 | 2.6896 | 1.4275 | 35.8438 | 2.3398 | 4.0941 | 26.1303 | 0.6488 | 4.2330 |
| 42.6194 | 2.0355 | 1.6537 | 38.0081 | 1.6869 | 3.2440 | 28.1616 | 0.9503 | 4.7375 | 56.1754 | 0.5168 | 6.0149 |
| 39.4989 | 1.1188 | 4.7350 | 49.7335 | 0.2389 | 2.8790 | 32.3887 | 1.4809 | 4.1670 | 34.6740 | 1.0105 | 1.2057 |
| 57.2477 | 1.0742 | 4.1444 | 32.5254 | 1.7644 | 4.4183 | 44.4830 | 0.5776 | 5.5512 | 45.8214 | 2.6183 | 0.6987 |
| 51.3376 | 2.0009 | 1.3452 | 50.4480 | 2.2554 | 3.6600 | 44.4939 | 2.3493 | 1.7103 | 14.1080 | 0.5078 | 3.5506 |
| 37.3488 | 2.1746 | 3.7831 | 41.5086 | 2.8378 | 3.1994 | 22.4951 | 1.6951 | 2.6352 | 40.5506 | 1.0797 | 6.0897 |
| 59.5588 | 2.9061 | 3.8007 | 52.2026 | 0.9810 | 0.4668 | 58.8127 | 1.2010 | 1.3383 | 57.3967 | 3.0969 | 0.1489 |
| 51.7199 | 1.5174 | 4.1438 | 57.1376 | 1.9904 | 1.2139 | 31.8798 | 1.3179 | 0.2237 | 56.5065 | 0.9570 | 5.4676 |
| 36.7509 | 2.5075 | 1.1523 | 49.6781 | 1.6150 | 2.3851 | 43.6260 | 2.3973 | 0.5102 | 41.5920 | 1.5676 | 0.1690 |
| 52.7956 | 1.4728 | 3.9992 | 59.6074 | 2.6175 | 1.7367 | 40.6554 | 1.3123 | 5.3445 | 57.5123 | 1.1385 | 3.2641 |
| 52.3921 | 2.2256 | 1.0700 | 55.5081 | 2.0117 | 4.8437 | 33.1399 | 0.5499 | 2.1375 | 46.9686 | 1.9237 | 1.2083 |
| 30.7568 | 2.2887 | 3.3904 | 32.0629 | 0.9956 | 1.9723 | 57.8563 | 0.9268 | 2.9292 | 49.4790 | 2.7288 | 4.4969 |
| 16.9386 | 0.8401 | 3.9169 | 56.4546 | 1.4698 | 4.0099 | 41.1545 | 0.4487 | 5.7416 | 51.0491 | 2.1332 | 1.5752 |
| 38.4027 | 1.3570 | 4.3096 | 34.6080 | 0.8558 | 6.1990 | 54.1232 | 1.7046 | 1.4363 | 52.2896 | 1.9094 | 5.8679 |
| 29.3040 | 1.6124 | 4.2556 | 51.6795 | 2.7865 | 3.1598 | 44.6063 | 0.7133 | 5.4161 | 51.0684 | 0.7404 | 0.8621 |
| 24.6450 | 2.0222 | 5.5091 | 52.4759 | 1.2780 | 5.9546 | 44.2010 | 1.6150 | 4.1255 | 52.8935 | 0.6280 | 3.2773 |

According to the data in Table 1 and methods in this paper, using above MATLAB program, we obtain

$$
\begin{aligned}
& n \omega_{r}^{2}=0.0888, n \omega_{\varphi}^{2}=0.0425, n \omega_{\theta}^{2}=0.0749 \\
& \hat{R}_{0}=117.4909, \sigma\left(\hat{R}_{0}\right)=3.0984
\end{aligned}
$$

Take conspicuous level $\alpha=10 \%$, seeing the Table 10 in [17], we obtain the boundary value $z_{\alpha}=0.3472$ for $n \omega^{2}$. Because $n \omega_{r}^{2}, n \omega_{\varphi}^{2}, n \omega_{\theta}^{2}$ are less than 0.3472, so we consider that cartridges obeys uniform distribution in a sphere.
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