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ABSTRACT 

Laws and policies impose many information handling requirements on business practices. Compliance with such regu-
lations requires identification of conflicting interpretations of regulatory conditions. Current software engineering 
methods extract software requirements by converting legal text into semiformal constraints and rules. In this paper we 
complement these methods with a state-based model that includes all possibilities of information flow. We show that 
such a model provides a foundation for the interpretation process.  
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1. Introduction 

Laws, regulations, and policies such as the Health Insur-
ance Portability and Accountability Act (HIPAA) Pri-
vacy Rule and the Telecommunications Act of 1996 im-
pose many requirements on business practices for han-
dling information. In 2006, 161 billion gigabytes of 
digital information were created, captured, and replicated 
[1]. It is estimated “that today, 20% of the digital uni-
verse is subject to compliance rules and standards, and 
about 30% is potentially subject to security applications” 
[1]. In 2005, more than 20,000 regulations were passed 
related to creation, storage, access, maintenance, and 
retention of information [2]. 

Compliance with these laws, regulations, and policies 
requires identification of conflicting interpretations of 
regulatory requirements. The information system needs 
to be aligned with legal and regulatory requirements in 
order to be in compliance.  

Statements of regulations in legal documents relevant 
to information processing contain a great deal of natural 
language ambiguity that makes it difficult to formalize 
requirements and constraints in software systems. The 
basic problem can be viewed as how to extract software 
requirements from regulations.  

Researchers have introduced different methods for 
converting legal language into semiformal specifications; 
nevertheless, the approaches to interpreting legal text 
lack compatibility with the software-engineering style of 
problem solving. A need exists for an underlying infor-
mation-processing model of the different information 
processing systems, similar to the classical communica-
tion model of sender, receiver, and message. Terms such 

as “collecting,” “processing,” “disclosing,” and so forth 
are used loosely, without a pattern tying them together as 
actions based on information. We will demonstrate such 
aspects in an example after introducing our model.  

So, what is the software-engineering style of problem 
solving that ought to be applied to interpretation of regu-
lations to meet software requirements? It involves simply 
constructing an information flow model, and taking into 
account all possible types of actions utilized in process-
ing information. While it is not practical to take into ac-
count every possible interpretation, we propose a state- 
based model that includes a limited number of possibili-
ties for software responses to all categories of informa-
tion handling. 

2. Related Work 

The software engineering field is rich with work related 
to software requirements for domain and systems de-
scriptions. Methods have been proposed to extract re-
quirements from policies and regulations using formal 
models [3], semantic parameterization [4], and ontology 
[5]. Several publications deal with the problem of ex-
tracting goals from natural language documents and 
Internet privacy policies [6,7]. Breaux and Antón [4,8] 
developed a method to trace the words in regulations to 
semantic primitives. Giorgini et al. [9] described a 
framework that enables modeling of actors and goals and 
their relationships. May et al. [3] introduced a method-
ology to extract formal models from regulations and ap-
plied it to the HIPAA Privacy Rule.  
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Figure 1. Information states in FM with the possibility of triggering another type of flow 
 

We will concentrate on the recent methodology of 
Breaux and Antón [10] “to extract access rights and ob-
ligations directly from regulation texts . . . [and] present 
results from applying this methodology to the entire 
regulation text of the U.S. Health Insurance Portability 
and Accountability Act (HIPAA) Privacy Rule.” In our 
case, we will discuss a very limited portion of such a 
commendable venture. 

Information processing models have evolved from the 
classic 1949 Shannon-Weaver communication theory of 
transference of electrical signals from sender to receiver. 
Nevertheless, the main aspect of Shannon and Weaver’s 
model is communication, while information appears as a 
secondary component of the model. The “transmitted 
materials” in this communication can be information, 
data, meaningless signals, energy, or, with proper per-
spective, other entities.  

We are interested more in information properties than 
in the communication act itself. Such an approach con-
centrates solely on information, while communication 
aspects (as important as they are) become secondary fea-
tures of the flow of information. This paper introduces an 
information flow model that includes five stages: collec-
tion, processing, creation, disclosure, and communica-
tion. Such a model provides a better framework on which 
to base interpretation of information handling processes. 

3. Model of Information Flow 

The flow model (FM) has been proposed and used in 
several applications. In FM, the flow of flowThings in-
dicates movement inside and between spheres. The 
sphere is the environment of the flow and includes five 
stages that may be sub-spheres, each with its own 
five-stage schema. The stages may be named differently; 
for example, in an information sphere, a stage may be 

called communication, while in action flow, the same 
stage is called transferring.  

To illustrate the notion of flowThing, we will assume 
that the “thing that flows” is information. We use the 
term information to refer to information and misinforma-
tion, as in common usage where a reporting statement 
can be true or false. An information sphere denotes the 
information environment. The lifecycle of information is 
a sequence of states in its lifecycle, as follows: 1) Re-
ceived, 2) Processed (in a way that changes its form, but 
not content), 3) Released, 4) Communicated (to another 
sphere), and 5) Created (i.e., a new piece of information). 
These five states of information form the main stages of 
the stream of flow, as illustrated in Figure 1. Each stage 
may include sub-stages, such as storage and usage. 

The states shown in Figure 1 are exclusive in the sense 
that if information is in one state, then it is not in any of 
the other four states. Consider a piece of information, , 
possessed by a hospital;  is thus in one of the following 
states: 

1)  has just been collected from some source (patient, 
friend, sent by some agency) and stored in the hospital 
record, waiting to be used. It is collected (row) informa-
tion that has not yet been processed by the hospital. 

2)  has been processed in some way, converted to 
another form (e.g., digital), translated, compressed, etc. 
Also, it may be stored in the hospital information system 
as processed data waiting for some use. 

3)  has actually been created in the hospital as the 
result of doctor’s diagnoses, lab tests, etc. Thus,  is in 
the possession of the hospital as created data to be used. 

4)  is being released from the hospital infosphere. It 
is designated disclosed information ready for transfer. 
Analogous to a factory environment,  represents materi- 
als ready to be shipped outside the factory. It may actu-
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ally be stored for some period waiting to be transported; 
nevertheless, its designation as “for export” keeps it in 
such a state. 

5)  is in a transfer state, being transferred between 
two infospheres. It has left the disclosure state and will 
enter the collection state, where it will become collected 
information in the new infosphere. 

It is not possible for processed information to directly 
become collected information in the same infosphere. 
Processed information can become collected information 
in another infosphere by first becoming disclosed infor-
mation, and then transferred information, in order to ar-
rive at the other environment. 

We use this model, called the information flow model 
(IFM), to classify information in generic theoretical 
categories that can be applied in any infosphere, includ-
ing laws and regulations. According to Kurt Lewin, 
“There is nothing quite as practical as a good theory.”  

Consider the following extract from the Safety Offi-
cer’s Briefing Book of the United States Air Force Aux-
iliary [11]: 

Water vapor is an invisible gas, similar to nitrogen 
and oxygen, the two gases which make up 98% of our 
atmosphere. We see clouds and fog when the gaseous 
water vapor is cooled sufficiently to allow a change of 
state from gas to liquid. We see snow, sleet, and hail 
when the liquid water is further cooled to a solid state. 
And when water changes directly from gas to solid it 
becomes frost, through a process called “sublimation.” 
[Italics added.] 

Imagine this to be a statement of regulations with no 
model of water circulation among its states of liquid 
(water), gas (vapor, fog), and solid (ice). We could 
probably manage to write safety regulations using terms 
such as “clouds” and “frost,” as in the following rewrite 
of the previous quote: 

Water is an invisible material, similar to nitrogen and 
oxygen, the two gases which make up 98% of our at-
mosphere. We see clouds and fog when the water is 
cooled sufficiently. We see snow, sleet, and hail when 
the water is further cooled. And when water changes, it 
becomes frost, through a process called “sublimation.” 

A great deal of conceptual clarity is lost without 
specification of the three natural states of water in a 
model of its circulation among those states. Similarly, 
information handling regulations not based on the infor-
mation flow model are simply vague descriptions of the 
proper way to handle information.  

As another example, consider applying the IFM to 
HIPAA Privacy Rule [12]. According to the Privacy 
Rule, “A covered entity may use or disclose, without an 
individual’s authorization, the psychotherapy notes . . .” 
[13]. We show that, in the context of IFM, use and dis-
close may be interpreted in several ways. 

Psychotherapy notes are defined in the Rule as: 

. . . notes recorded (in any medium) by a health care 
provider who is a mental health professional document-
ing or analyzing . . . that are separated from the rest of 
the individual’s medical record. Psychotherapy notes 
exclude medication prescription and monitoring, coun-
seling session start and stop times, the modalities and 
frequencies of treatment furnished, results of clinical 
tests, and any summary of the following items: diagnosis, 
functional status, the treatment plan, symptoms, progno-
sis, and progress to date. 

A psychotherapist collects information from four 
sources: 

1) The original medical record 
2) Information created by the psychotherapist during a 

session  
3) New information revealed by the patient during a 

session 
4) Created information related to the session (e.g., 

start and stop times: John’s session is at 4 pm, John ar-
rived late for the session). 

These clear categorizations of information can be sup-
plemented with the type of descriptions given by the rule 
(e.g., summary of this type or that type). Each category 
may require different constraints on its use and disclo-
sure. For example, releasing information of type (2) may 
need the approval of the psychotherapist who wrote it, 
while the decision to release information of category (1) 
has nothing to do with the psychotherapist. 

The point here is that the IFM allows more refined in-
terpretation of natural language description involving 
operations on different types of information, such as dis-
closure. The example above includes at least three types 
of disclosures: disclosure of collected information, dis-
closure of created information, and disclosure of proc-
essed information. Each type may need different disclo-
sure constraints [14].  

4. Personal Identifying Information 

This paper focuses on the HIPAA Privacy Rule; for that 
purpose we regard personal identifiable information (PII) 
as the main type of information and object of study [12]. 
The “circulation of PII” can be modeled in IFM as in-
formation flow.  

It is typically claimed that what makes data “private” 
or “personal” is either specific legislation (e.g., a com-
pany must not disclose information about its employees) 
or individual agreements (e.g., a customer has agreed to 
an electronic retailer's privacy policy); however, this line 
of thought blurs the difference between personal identi-
fiable information and other “private” or “personal” in-
formation. Personal identifiable information has an “ob-
jective” definition in the sense that it is independent of 
such authorities as legislation or agreement.  
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4.1 Definition of Personal Identifiable  
Information  

In the information sphere, information is classified as per- 
sonal identifiable information (PII) and non-identifiable 
information (NII). Personal identifiable information is 
information about singly identifiable persons, called 
proprietors. PII is information that has referents who are 
natural persons. Two types of PII can be identified: 

1) Atomic personal information, where the information 
refers to a single proprietor, e.g., John is 25 years old. 
“Referent” here implies an identifiable (natural) person.  

2) Compound personal information, where the infor-
mation refers to more than one proprietor, e.g., Mary 
donated her kidney to Alice. 

Any compound PII is privacy reducible to a set of 
atomic PIIs [12]. 

4.2 Elaborated IFM Model for PII 

“Handling information” involves observing the progress 
of information from its arrival at the infosphere through 
the various information stages until it exits, or disappears 

from, the “information circulation system.” “Pieces of 
information” circulating in the IFM (Figure 2) are envi-
sioned here as “informational objects” that have an exis-
tence within the information realm. This type of infor-
mation, the so-called “meme,” is “a hypothetical unit of 
cultural transmission conceived not as an inert object but 
as a quasi-organic entity endowed with the capacity of 
self-replication” [4]. 

The flow model makes a piece of information visible 
as soon as it enters the circulation system of IFM. In 
most cases, the piece of information then moves repeat-
edly among the stages of the model. IFM includes types 
of acts on information (labelled 1 through 14 in Figure 2) 
that transform information from one stage or sub-stage to 
another. 

Creation stage: In Figure 2, the creation stage in-
cludes two attached sub-stages: Storage and Actions. 
New information is created (e.g., data mining generates 
new information). The created information is utilized in 
some way (called sub-stage actions in Figure 2; e.g., de-
cision making), stored, or immediately moved on to the 

 

 

Figure 2. The Information Flow Model (IFM) 
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stages of processing or departure (disclosure and trans-
fer). In IFM, “action” refers to any utilization of infor-
mation. 

For example, suppose a physician makes a new diag-
nosis of a disease (creates new information), such as 
John Smith has AIDS. Such new information may be 
generated by examining (mining) some data. John Smith 
has AIDS is then communicated to an expert (disclosed 
and transferred), or processed further (cycled through 
processing-mining-creation-processing) to verify the 
medical judgment. The physician creates (act 9) new 
information and also uses the information in the patient’s 
file for “treatment” (physical action). Another example 
of uses in this context is “home delivery of medicine to a 
patient” (physical action) that uses the address informa-
tion.  

Collection stage: The collection stage is the informa-
tion acquisition stage, when information is accepted from 
external suppliers and fed into the IFM circulation sys-
tem. This stage includes the possibility of using the ar-
riving (raw) information; the sub-stage, Actions, in IFM 
is therefore a way for information to exit the system (i.e., 
arriving information generates the action of physical 
treatment, without further propagation in IFM). It also 
includes the possibility of storing the collected informa-
tion. 

Processing stage: The processing stage involves act-
ing on information (e.g., anonymization, data mining, 
summarizing). Processing is performed on acquired in-
formation from the collection stage or the creation stage; 
see Figure 2. In actual processing, information is modi-
fied in form or content.  

IFM distinguishes between two types of processing: 
ordinary processing, which does not produce new or in-
ferred information, and creation of new information (e.g., 
by mining). An example of creation of new information 
is the categorization of diverse information used to reach 
a decision, e.g., John is a risk. Other types of processing 
that do not generate new information, but only change 
the appearance of information, include comparing, com-
pressing, translating, and deleting.  

Disclosure and transfer/communication stages: The 
disclosure stage involves releasing information to those 
outside the infosphere. It relies on the transfer stage to 
carry information from the current infosphere to the col-
lection stage in another infosphere. When information is 
in the transfer state, it is flowing (e.g., through a channel) 
between two infospheres. 

5. Application to Extraction Constraints 

Healthcare regulations, such as HIPAA, are often diffi-
cult to grasp and interpret. Interpretation of HIPAA 
regulations is of utmost importance because of the costs 

associated with any misinterpretation. According to the 
U.S. Department of Health and Human Services., the 
healthcare industry will spend $17.6 billion over the next 
few years to bring their systems and procedures into 
compliance with HIPAA [15]. 

Consequently, we limit this paper to applying the IFM 
model to the problem of extracting software require-
ments from HIPPA regulations; however, this focus does 
not mean the model cannot be applied to any other area 
with information-handling regulations. Additionally, our 
treatment is obviously incomplete in the sense that it is 
not a rewriting of the entire regulation, since it aims 
mainly to present a general methodology for interpreting 
informational privacy regulations.  

We will concentrate specifically on methodology re-
cently introduced by Breaux and Antón [10] for extract-
ing access rights and obligations directly from the text of 
regulations. According to Breaux and Antón [10], 
“‘rules’ are often precursors to software requirements 
that must undergo considerable refinement and analysis 
before they are implementable.” Breaux and Antón [10] 
then present “a methodology to extract access rights and 
obligations directly from regulation texts . . . to support 
the software engineering effort to derive security re-
quirements from regulations.” The methodology will 
then “identify and infer six types of data access con-
straints, handle complex cross-references, resolve ambi-
guities, and assign required priorities between access 
rights and obligations to avoid unlawful information dis-
closures.” 

The following excerpt from Privacy Rule §164.510 
(b)(1)(i) will be used to illustrate use of IFM to develop a 
complete picture of situations specified by the Rule.  

A CE [Covered Entity] may, in accordance with para-
graphs (b)(2) or (3) of this section, disclose to a family 
member, other relative, or a close personal friend of the 
individual, or any other person identified by the individ-
ual, the PHI [Protected Health Information] directly 
relevant to such person’s involvement with the individ-
ual’s care or payment related to the individual’s health-
care. 

We discuss some of the constraints extracted by 
Breaux and Antón [10] to exemplify ambiguities uncov-
ered by the definitions of PII and IFM. 

Constraint 1: The PHI is directly relevant to the per-
son’s involvement in the individual’s care.  

Comments: We should explicitly declare whether the 
atomic PII is collected PII, processed PII, or created PII. 
For example, the proprietor may agree to release his or 
her telephone number (collected information), but not the 
results of his or her lab examination (created PII), or his 
or her doctor’s diagnosis (created PII). 

Notice that the point here is not constraints on the 
scope of information (e.g., address and phone number); it 
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is, rather, the right of the proprietor to be presented with 
all alternative actions to which he or she can consent, 
and the obligations of the stakeholder to provide the pro-
prietor with complete information for making informed 
consent. The choices here are as follows: 

- Disclosing only PII collected by the stakeholder from 
other sources 

- Disclosing PII processed by the stakeholder, such as 
implied PII, translated PII, anonymized PII, etc. 

- Disclosing created PII by the stakeholder, such as lab 
results, doctors’ diagnoses, etc. 

These actions deal with categories of PII and not spe-
cific PIIs; thus, it is practical to list this small number of 
categories of which the proprietor approves disclosure. 
Such classification of PII is also suitable for software 
design and implementation in a decision-making system. 

In general, the Privacy Rule permits uses and disclo-
sures for “treatment, payment and health care opera-
tions,” as well as certain other disclosures, without the 
individual’s prior written authorization. What we pro-
pose is that such permission be categorized by the sys-
tem according to the type of PII, for example, 

- Collected PII uses and disclosures for “treatment, 
payment and health care operations” has a different ac-
cess policy than 

- Created PII uses and disclosures for “treatment, pay-
ment and health care operations.” 

For example, “uses and disclosures” of created PII 
may need the approval of its creator (e.g., the physician).   

Constraint 2: PHI is directly relevant to the person’s 
involvement in payment related to that person’s health-
care.  

Comment: PII “directly relevant to the person’s in-
volvement in payment related to the individual’s health-
care” may also be collected PII, processed PII, or created 
PII. For example, disclosing such information may not 
include a hospital’s own evaluation of the proprietor’s 
financial reliability. It is similar to releasing “information 
I have” (collected PII), but not “information I have in-
ferred” (created PII). 

Constraint 3: The use is to carry out treatment, pay-
ment, or healthcare operations.  

Comments: The “uses” of collected PII, processed PII, 
and created PII are different. In particular, created in-
formation carries different types of responsibilities from 
those of collected PII that is then disclosed. The disclo-
sure that (According to our diagnoses) John Smith is an 
AIDS patient (collected PII) has a different weight than 
the disclosure that John Smith is an ABC employee (col-
lected PII) even though both disclosures are for the same 
use. 

We conclude that IFM can enhance such a methodol-
ogy for extracting constraints from regulation texts. IFM 
simply reveals all paths of information circulation; thus, 
we can take into account all possible interpretations in 
the text. Next, we apply IFM to the process called “se-

mantic parameterization,” proposed by Breaux and 
Antón [10].  

6. Enhanced Semantic Parameterization 

According to Breaux and Antón [10], semantic parame-
terization is a process to “support engineers who map 
natural language domain descriptions to models ex-
pressed in first-order predicate logic for the purpose of 
performing automated reasoning and analysis” [16]. It 
provides: 

1) A reference system that systematically detects and 
resolves such ambiguities. 

2) Automated support for placing natural language-li- 
ke inquiries across collections of requirements that an-
swer who, what, where, when, how, and why questions. 

3) A means to formalize and compare different stake-
holder viewpoints.  

Breaux and Antón [10] consider the following “prop-
erties” of information to be access–related activities: 

a) The subject is the actor who performs an action on 
an object in the activity. In the IFM, the subject is one of 
the entities that acts on PII. 

b) The action is the verb that affects information, such 
as access, use, disclose, etc. The IFM limits the number 
of acts on PII that can be applied here. 

c) The modality modifies the action by denoting the 
action as a right, obligation, or refrainment. Such a “mo-
dality” can be added after the backbone of the informa-
tion handling processes is designed, as described next. 

d) The object is limited to information, including the 
name or date of birth of a patient, or an accounting of 
disclosures. In IFM, information is limited to PII and 
includes all acts and uses of information defined by the 
model in Figure 2. 

e) The target is the recipient in a transaction, such as 
the recipient of a disclosure. The target in IFM is one of 
the agents in PII transactions. There may be several 
agents, as illustrated in Figure 3. It is also possible that 
both sides of the transaction belong to the same organi-
zation. 

In the IFM, we can identify all entities that may be in-
volved in handling PII in order to accomplish the same 
thing that Breaux and Antón [10] extract from legal 
wording. IFM gives a complete picture that includes all 
entities and processes needed to produce a design descrip-
tion of the software, and no more. For example, a policy 
for access-related activities can be specified according to 
the type of entity (e.g., a collector—a clerk who fills pa-
tient data cannot access processed information). 

Thus, the software engineer can design a system that 
takes into consideration all cases of information flow. 
The entities that may be involved in handling PII are 
several, including proprietor, possessor, collector, proc-
essor, different types of users, different types of store-
keepers, (data) miner, creator, releaser, and transferor.   
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Figure 3. PII flow involving a proprietor and two agents 
 

Consider the following example from Breaux and 
Antón [10]: 

Excerpt from Privacy Rule §164.522(a)(1): 
(i) A CE must permit an individual to request that the CE 
restrict:  

(A) Uses or disclosures of PHI about the individual to 
carry out treatment, payment or healthcare opera-
tions; and  

(B) Disclosures permitted under §164.510(b) 
(ii) A CE is not required to agree to a restriction. 
(iii) A CE that agrees to a restriction under paragraph 
(a)(1)(i) of this section may not use or disclose PHI in 
violation of such restriction, except that, if the individual 
who requested the restriction is in and the restricted PHI 
is needed to provide emergency treatment, the CE may 
use the restricted PHI, or may disclose such information 
to a HCP, to provide such treatment to the individual. 

Applying the Breaux and Antón [10] method to this 
excerpt yields constraints and rules, some of which are as 
follows: 

- The use is to carry out treatment, payment, or health-
care operations.  

- The disclosure is to carry out treatment, payment, or 
healthcare operations. 

- The CE agrees to a restriction.  
- The individual requested the restriction. 
- The individual is in need of emergency treatment.  
- The PHI is needed to provide emergency treatment.  
- A CE must permit an individual to request a restric-

tion. 
- A CE is not required to agree to a restriction.  
A software engineer then applies patterns to identify 

rights, obligations, and constraints. For example, “the 
basic activity pattern describes a subject who performs 
an action on an object and modality distinguishes the 
activity as a right, obligation or refrainment. Each rule 

uses these two patterns to ensure that the statement has 
precisely one subject, action, object and modality” [10]. 

The IFM introduces an intermediate stage of analysis 
that provides a foundation for the legal text. The excerpt 
from Privacy Rule §164.522(a)(1) specifies relationships 
between a CE and a proprietor: use and disclosure, as 
described next.  

6.1 The Use Relationship  

Figure 4 shows the Use relationship embedded in the 
excerpt. The CE is a possessor of PII about the proprietor. 
The CE may be a collector, processor, creator, store-
keeper, or (data) miner of this PII, or all or some of these 
roles. In all cases, the relationship between the CE and 
proprietor leads to some use (actions in IFM). The uses 
are of two types: 

- Use to “carry out treatment, payment, or healthcare 
operations” 

- Use for “need of emergency treatment” (dotted lines 
in Figure 4). 

The software engineer can represent all possible cases 
in this situation. Thus, he or she can put constraints and 
rules on the use of PII generated by the CE that are dif-
ferent from constraints and rules on use of PII collected 
from outsiders, including the proprietor him/herself. If PII, 
e.g., a bank account number, is given by the proprietor, 
then obviously there are no restrictions on the use of such 
PII to “carry out payment.” It would make no sense for a 
patient to give his or her bank account number and then 
request restrictions on CE use of such information to 
“carry out payment;” therefore, the software engineer can 
design a system such that it traces the source of PII, hence 
focusing the rules accordingly. The IFM magnifies all 
types of relationships between entities such that ambigu-
ty in the legal text can be easily spotted. i 
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Figure 4. A relationship between a proprietor and CE involving uses of PII 
 

 

Figure 5. Relationship between proprietor and a situation involving CE disclosure of PII 
 

6.2 The Disclosure Relationship 

Now consider the disclosure relationship between the CE 
and the proprietor embedded in Privacy Rule excerpt 
§164.522(a)(1) given previously. The first question that 
comes in mind is, what type of PII is disclosed? Is it col-
lected, processed, or created PII by the CE? Privacy Rule 
§164.522(a)(1) lumps these types together. 

Since the CE is the party who discloses PII, then the 
user is the party who receives this information from the 
CE. Thus, the relationship involves three entities: the CE, 
the proprietor, and the receiver of PII, who uses it to 
“carry out treatment, payment or healthcare operations” 

and “disclosures permitted under §164.510(b).” Figure 5 
represents this relationship. 

Figure 5 depicts a proprietor (wide arrow) in a situa-
tion that includes the CE disclosing PII to a collecting 
agent, who uses it to “carry out treatment, payment or 
healthcare operations” and “disclosures permitted under 
§164.510(b).” Figure 6 represents the disclosure condi-
tion as described by the Privacy Rule. In comparison with 
Figure 5, the Privacy Rule is very brief and thus may 
create ambiguity in disclosure possibilities. 

6.3 Assigning Roles to Users 

Previous sections demonstrate that the Privacy Rule’s 
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Figure 6. The Privacy Rule is very brief in describing the disclosure condition in comparison with the IFM 
 

 

Figure 7. Laboratory as a user of PII 
 
brevity hides types of uses and disclosures that may re-
quire different constraints and access rules. The notion of 
purpose that Breaux and Antón [10] use to indicate the 
goal of an activity remains to be discussed. In 
Role-Based Access Control (RBAC) systems [17], 
stakeholders (users) are permitted or denied access to 
information based on their roles. Roles are assigned to 
users, whereas purposes (we call them “uses”) are as-
signed to data. In IFM, instead of a mapping between 
roles and purposes, a sub-graph of IFM is assigned to the 
users. For example, Figure 7 shows a sub-graph assigned 
to the laboratory as a user of PII in the hospital system. 
The hospital system discloses PII to the lab as part of a 
request for specimen testing. The lab possesses PII from 
two sources: collected PII from the hospital system, and 
created PII in the lab itself (the top two boxes in Figure 7). 
This PII is processed; mined and final conclusions are 

generated, then disclosed back to the hospital system. 
The whole sub-graph (which probably also includes 

“Storage” sub-stages) represents the role of the lab. The 
sub-graph replaces the purpose, “resting specimen in 
laboratory.” Access permission/denial of lab workers is 
decided according to their IFM (sub-graph). It is possible 
that inside the lab’s IFM, several IFMs exist for the su-
perintendent of the lab, lab technician, etc. 

In such a system, where the infospheres of different 
PII possessors and users are very clear, it is possible to 
implement disclosure and access requirements in the 
fullest detail within a framework that can be understood 
even by laymen. The proprietor can request restrictions 
on disclosers to inside or outside handlers of PII in the 
possession of the CE. The software engineer can design 
the PII flow diagram as the network engineer draws the 
communication network. The drawing can be comple-
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mented with all types of requirements at different points of 
PII flow. Complacence level can be claimed accordingly. 

7. Conclusions 

In this paper we have proposed complementing current 
software engineering methods to extract requirements 
from legal text, with a model that includes all possibili-
ties of information flow. We have shown through exam-
ples that such a model provides a foundation for the in-
terpretation process. The IFM is very general, such that it 
can be applied in all kinds of work in this area. We have 
concentrated on the analysis of Breaux and Antón [10] in 
order to reach some depth in illustrating the application 
of the IFM. 

A great deal of work is needed to integrate the IFM 
into a workable product that generates the software re-
quirement. The most productive approach is to incorpo-
rate the model into an existing methodology, rather than 
developing an IFM-based scheme from scratch. On the 
other hand, as a future work, theoretical analysis can be 
developed for the methodology to formally characterize 
its features.   
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ABSTRACT 

Automata theory has played an important role in computer science and engineering particularly modeling behavior of 
systems since last couple of decades. The algebraic automaton has emerged with several modern applications, for ex-
ample, optimization of programs, design of model checkers, development of theorem provers because of having proper-
ties and structures from algebraic theory of mathematics. Design of a complex system not only requires functionality 
but it also needs to model its control behavior. Z notation is an ideal one used for describing state space of a system 
and then defining operations over it. Consequently, an integration of algebraic automata and Z will be an effective 
computer tool which can be used for modeling of complex systems. In this paper, we have combined algebraic automata 
and Z notation defining a relationship between fundamentals of these approaches. At first, we have described algebraic 
automaton and its extended forms. Then homomorphism and its variants over strongly connected automata are speci-
fied. Finally, monoid endomorphisms and group automorphisms are formalized, and formal proof of their equivalence 
is given under certain assumptions. The specification is analyzed and validated using Z/EVES tool. 
 
Keywords: Formal Methods, Automata, Integration of Approaches, Z Notation, Validation

1. Introduction 

Almost all large, complex and critical systems are being 
controlled by computer software. When software is 
used in a complex system, for example, in a safety criti-
cal system its failure may cause a huge loss in terms of 
deaths, injuries or financial damages. Therefore, con-
structing correct software is as important as its other 
counterparts, for example, hardware or electrome-
chanical systems [1]. Formal methods are approaches 
used for specification of properties of software and 
hardware systems insuring correctness of a system [2]. 
Using formal methods, we can describe a mathematical 
model and then it can be analyzed and validated in-
creasing confidence over a system [3]. At the current 
stage of development in formal approaches, it is not 
possible to develop a system using a single formal 
technique and as a result its integration is required with 
other traditional approaches. That is why integration of 
approaches has become a well-researched area in com-
puting systems [4,5,6,7,8,9,10]. Further, design of a 
complex system not only requires capturing functional-
ity but it also needs to model its control behavior. There 
are a large variety of specification techniques which are 
suitable for specific aspects in the software develop-
ment process. For example, algebraic techniques, Z, 

VDM, and B are usually used for defining data types 
while process algebra, petri nets and automata are some 
of the examples which are best suited for capturing dy-
namic aspects of systems [11]. Because of well-defined 
mathematical syntax and semantics of the formal tech-
niques, it is required to identify, explore and develop 
relationships between such approaches for modeling of 
complete, consistent and correct computerized systems. 

Although there exists a lot of work on integration of 
approaches but there does not exist much work on for-
malization of graphical based notations. The work [12,13] 
of Dong et al. is close to ours in which they have inte-
grated Object Z and Timed Automata. Another piece of 
good work is listed in [14,15] in which R. L. Constab- le 
has given a constructive formalization of some important 
concepts of automata using Nuprl. A combination of Z 
with statecharts is established in [9]. A relationship is 
investigated between Z and Petri-nets in [16,17]. An in-
tegration of UML and B is given in [18,19]. Wechler, W. 
has introduced algebraic structures in fuzzy automata 
[20]. A treatment of fuzzy automata and fuzzy language 
theory is given when the set of possible values is a 
closed interval [0, 1] in [21]. Ito, M., has described for-
mal languages and automata from the algebraic point of 
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view in which he has investigated the algebraic struc-
tures of automata and then a kind of global theory is 
treated [22]. Kaynar, D. K et al. has presented a model-
ing framework of timed computing systems [23]. In [24], 
Godsil, C. et al. has presented some ideas of algebraic 
graphs with an emphasis on current rather than classical 
topics of graphs. 

Automata theory has proved to be a cornerstone of 
theoretical computer science since last couple of decades. 
Compiler constructions, modeling of finite state systems, 
natural language processing, defining a regular set of 
finite words are some of the traditional applications of 
automata. The algebraic automaton is an advanced form 
of automata having properties and structures from alge-
braic theory of mathematics. It has emerged with several 
modern applications, for example, optimal representation 
and efficient implementation of algorithms, optimization 
of programs, speech recognition, design of model check-
ers, image processing and verification of protocols. The 
applications of algebraic theory of automata are not lim-
ited to computers but are being seen in many other disci-
plines of science and engineering, for example, repre-
senting characteristics of natural phenomena in biology 
[25]. Modeling of chemical systems using cellular auto-
mata is another important application area of it [26]. An-
other interesting application of automata is presented in 
[27] in which it is described a system for specifying and 
automatically synthesizing physics-based animation pro-
grams based on hybrid automata. 

It is obvious that theory of automata has various ap-
plication areas as discussed above. Because of having 
some interesting properties from algebra, the algebraic 
automata has increased its importance in some special 
application domain of computer science. For example, 
algebraic automata can be used in static as well as in 
dynamic part of distributed systems. To understand it, we 
can suppose objects or entities representing a collection 
of distributed systems. As in this case, for many applica-
tions, there is no precedence of order in computation that 
means the entities can be concatenated in any order and 
hence the associative property is satisfied. Further, after 
identifying the identity element in this collection of ob-
jects, the structure produced is called a monoid which is 
an abstract algebraic structure. It is to be mentioned that 
the identity element can be identified if it exists based on 
the nature of the problem. Because of having these spe-
cial algebraic characteristic, an automaton can be ex-
tended to develop algebraic automata which can be used 
for specification and capturing control behavior over 
such systems. After understanding the importance of 
algebraic automata, a relationship is identified and pro-
posed, in this paper, between algebraic automata and Z 
notation thus facilitating the modeling techniques for 
complex systems. To achieve the objective of proposed 
integration, at first, we have given formal description of 

algebraic automaton and its other extended forms. The 
strongly connected automaton is described by reusing the 
structure defining algebraic automata. Then homo-
morphism, which is an important structure in verifying 
symmetry of the algebraic structures, and its other vari-
ants over strongly connected automata are formalized. 
Next, monoid endomorphisms and group automorphisms 
are described. Finally, a formal proof of their equiva-
lence is given under certain assumptions. The specifica-
tion is analyzed and validated using Z/EVES tool. The 
major objectives of this paper are: 1) to identify a linkage 
between automata and Z notation to be useful for mod-
eling the systems and 2) providing a syntactic and se-
mantic relationship between Z and algebraic automata. In 
Section 2, an introduction to Z notation is given. In Sec-
tion 3, an overview of algebraic automata is provided. 
Formal construction of proof showing equivalence of 
algebraic structures is given in Section 4. Finally, con-
clusion and future work are discussed in Section 5. 

2. An Introduction to Z Notation 

Formal methods are approaches, based on the use of ma- 
thematical techniques and notations, for describing and 
analyzing properties of software systems [28]. That is, 
descriptions of a system are written using notations wh- 
ich are mathematical expressions rather than informal 
notations. These mathematical notations are based on di- 
screte mathematics such as logic, set theory, graph the-
ory and algebraic structures. There are several ways in 
which formal methods may be classified. One frequen- 
tly-made distinction is between property oriented and 
model oriented methods [29]. Property oriented methods 
are used to describe the operations which can be per-
formed on a system and then defining relationships be-
tween these operations. Property oriented methods usu-
ally consist of two parts. The first one is the signature 
part which is used for defining the syntax of operations 
and the second one is an equations part used for defining 
the semantics of the operations by a set of equations 
called the rules. Algebraic specification of abstract data 
types [30] and the OBJ language [31] are examples of 
property oriented methods. 

Model oriented methods are used to construct a model 
of a system’s behavior and then allow us to define opera-
tions over it [32]. Z notation is one of the most popular 
specification languages which is a model oriented ap-
proach based on set theory and first order predicate logic 
[33]. It is used for specifying behavior of abstract data 
types and sequential programs. 

A brief overview of some important structures and op-
erators of Z, used in our research, is given by taking a 
case from a book on “Using Z: specification, refinement 
and proof” by Woodcock J. and Davies J., [34]. A pro-
gramming interface is taken as case study for file systems. 
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A list of operations which is defined after defining file 
and an entire system is, 1) read: used to read a piece of 
data from a file, 2) write: used to write a piece of data to 
a file, 3) access: may change the availability of a file for 
reading and writing over the file of the system. 

A file is represented as a schema using a relation be-
tween storage keys and data elements. For simple speci-
fication, basic set types are used. In the formal notation, 
name, type, keys and data elements of a file are repre-
sented as Name, Type, Key, and Data respectively in Z 
notation as given below. An axiomatic definition is used 
to define a variable null which is used to prove that the 
type of a file cannot be null even there are no contents on 
a file. 

[Name, Type, Key, Data]; |  null: Type 

A file consists of two components, i.e., file contents 
and its type which are specified by contents and type 
respectively. The schema structure is usually used 
be-cause of keeping specification both flexible and ex-
tensible. In the predicate part, an invariant is described 
proving that the file type is non null even there are no 
con-tents in it. As a file can associate a key with at most 
one piece of a data and hence the relation contents is 
sup-posed to be a partial function. 

 

The read operation is defined over the file to interro-
gate the file state. A successful read operation requires 
an existing key as input and provides the corresponding 
data as output. The symbol is used when there is no 
change in the state of a component. Now the structure 

 File means that the bindings of File and File’ are 
equal. The decorated file, File’, represents the next state 
of the file. Here, it is in fact unchanged because the k? is 
given as input and the output is returned in output vari-
able d!. The symbols ? and ! are used with input and 
output variables respectively in the schema given below. 
In the predicate part of the schema, first it is ensured that 
the input key k? must be in the domain of contents which 
is a partial function. Then the value of data against the 
given key is returned in the output variable d!. 





 

Another operation is defined to write contents over the 
file. The symbol  is used when there is a change in the 
state of a component (schema). In the schema defined 

below, the structure 



 File gives a relationship between 
File and File’, representing that the binding of File is 
now changed. The meaning of File’ is the same as de-
fined above. In this case, the write operation defined 
below replaces the data stored under an existing key and 
provides no output. The old value of contents is updated 
with maplet k? d?. It is to be noted that file type re-
mained unchanged as defined in the predicate part of the 
schema. The symbol   is an override operator which 
is used to replace the previous value of a key with the 
new one in a given function. 

 

The structure file is reused in description of a file sys-
tem. As a system may contain a number of files indexed 
using a set of names and some of which might be open. 
Hence, the system consists of two components namely 
collection of files known to the system and set of files 
that are currently open. The variable file is used as a par-
tial function to associate the file name and its contents. 
The variable open is of type of power set of Name. The 
set of files which are open must be a subset of set of total 
files as described in the predicate part of the schema 
given below. 

 

As the open and close operations neither change name 
of any file nor add and remove files from the system. It 
means both of these are access operations. It may change 
the availability of a file for reading or writing. The 
schema described below is used for such operations. The 
variable n? is used to check if the file to be accessed ex-
ist in the system. In the schema, it is also described that 
the file is left unchanged. 
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Renaming is another important concept of Z which we 
have used in our research. For example, if we require 
creating another system with same pattern but with dif-
ferent components then renaming can be used rather than 
creating the new system from the scratch. Renaming is 
sometimes useful because in this way we are able to in-
troduce a different collection of variables with the same 
pattern. For example, we might wish to introduce vari-
ables newfile and newopen under the constraint of exist-
ing system System. In this case, the new system NewSys-
tem can be created in horizontal form by defining: 
NewSystem em[newfile/file, newo en/open] which 
is equivalent to the schema given below in the vertical 
form. 

A Syst p

 

3. Algebraic Automata 

As we know that automata theory has become a basis in 
the theoretical computer science because of its various 
applications and playing a vital role in modeling scien-
tific and engineering problems [35]. Modeling control 
behavior, compiler constructions, modeling of finite state 
systems are some of the traditional applications of it 
[36,37,38]. Automata can be classified because of its 
deterministic and nondeterministic nature. Both types of 
automata have their own pros and cons in modeling of 
systems. Both of the automata are equivalent in power 
because if a language is accepted by one, it is also ac-
cepted by the other. Nondeterministic finite automata 
(NFA) are useful because constructing an NFA is easier 
than deterministic finite automata (DFA). On the other 
hand, DFA is useful when implementation is required. 
Consequently, both of the automata can be used based on 
the requirements and nature of a problem. 

Algebraic automaton which is an abstract form of 
automata, however, has some properties and structures 
from algebraic theory of mathematics. The algebraic 
automata have emerged with several modern applications 
in computer science. Further, the applications of alge-
braic theory are not limited to computers but are being 
seen in other disciplines of science, e.g., representing 
chemical and physical phenomena in chemistry and bi-
ology. It is a well known fact that a given automata may 
have different implementations and consequently its time 
and space complexity must be different, which is another 
issue in modeling using automata. Therefore it is also 
required to describe the formal specification of automata 

for its optimal implementation. Further, this relationship 
will result a useful tool at academic as well as industrial 
level. A formal verified linkage of algebraic automata 
and Z is given in the next section. 

4. Formal Proof of Equivalence 

Now we give formal description of some important con-
cepts of algebraic automata using Z notation. And an 
equivalence of endomorphisms and automorphisms over 
strongly connected automata is formalized. The defini-
tions used in this section are based on a book on “Alge-
braic Theory of Automata and Languages” [22]. 

4.1 Formalizing Automaton and its Extensions 

An algebraic automaton (AA) is a 3-tuple (Q, Σ, δ), 
where 1) Q is a finite nonempty set of states, 2) Σ is a 
finite set of alphabets and 3) δ is a transition function 
which takes a state and an alphabet and produces a state. 
To formalize AA, Q and Σ are denoted by S and X re-
spectively. 

[Q, X] 

In modeling using sets in Z, we do not impose any re-
striction upon number of elements and a high level of 
abstraction is supposed. Further, we do not insist upon 
any effective procedure for deciding whether an arbitrary 
element is a member of the given collection or not. As a 
consequent, our Q and X are sets over which we cannot 
define any operation. For example, cardinality to know 
the number of elements in a set cannot be defined. Simi-
larly, subset and complement operations over these sets 
are not defined as well. 

To describe a set of states for AA, a variable states is 
introduced. Since, a given state q is of type Q therefore 
states must be of type of power set of Q. For a set of 
alphabets, the variable alphabets is used which is of type 
of power set of X. As we know that δ is a function be-
cause for each input (q1, a), where q1 is a state and a is 
an alphabet there must be a unique state, which is image 
of (q1, a) under the transition function δ. Hence we can 
declare δ as, delta: Q x X → Q. 

For a moment, we have used mathematical language 
of Z which is used to describe various objects. The same 
language can be used to define the relationships between 
the objects. This relationship will be used in terms of 
constraints after composing the objects. The schema 
structure is used for composition because it is very pow-
erful at abstract level of specification and helps in de-
scribing a good specification approach. All of the above 
components are encapsulated and put in the schema 
named as Automaton. The formal description of it is 
given below. 
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Invariants: For each input (s, x) where s is an element 
of states and x is a member of alphabets, there is a un- 
ique state t such that: delta (s, x) = t. 

An extended form of algebraic automaton is denoted 
by EA. In the extended form, two more components are 
added in addition to the three components of the alge-
braic automaton defined above. In the schema given be-
low, the variables states and alphabets have the same 
meaning but the third one delta function is refined. In the 
extended form, the delta function takes a states and a 
string as inputs and produces the same state or new state 
as output. We also need to compute the set of all the 
strings based on the set of alphabets and hence a fourth 
variable is used and denoted by strings which is of type of 
power set of set of all the sequences (strings: P (seq X)). 
As we know that a sequence can be empty and hence a 
fifth variable is used representing it and is denoted by 
epsilon of type seq X. 

 

Invariants: 1) The null string is an element of strings. 
2) If transition function takes a state and the null string 
epsilon, and it produces the same state. 3) For each input   
where s is an element of states, a is an alphabets and u is 
an element of strings, delta function is defined 
as:  ( , ( )) (( ( , )), ).delta s a u delta delta s a u    º

Another extended form of algebraic automaton is a st- 
rongly connected automaton. A strongly connected is a 
one for which if for any two given states there exists a 
string s such that the delta function connects these states 
through the string s. The strongly connected automaton 
is represented by SCEA as a schema in Z notation and 
described as given below. It has the same number of 
components and properties in addition to one more con-
straint defined here. 

 

Invariants: 1) The null string is an element of strings. 
2) If the transition function takes a state and null string 
as input, then it produces the same state. 3) For each 
( , ( ))s a u  º , where s is state, a an alphabet and u is a 
string, the delta function is defined as:  ( , ( ))delta s a u  º

(( ( , )), ).delta delta s a u   4) For any two states q1 and q2, 
there exists a string s such that:  ( 1, ) 2.delta q s q

4.2 Homomorphism and its Variants 

The word homomorphism means “same shape” and is an 
interesting concept because a similarity of structures can 
be verified by it. It is a structure in abstract algebra 
which preserves a mapping between two algebraic struc-
tures, for example, monoid, groups, rings, vector spaces. 
Now we give formal specification of it and its variants 
over strongly connected automata. In [22], Ito M. has 
given a concept of homomorphism and its variants over 
algebraic automata. 

Let SCEA1 = (Q1, 1 , δ1) and SCEA2 = (Q2, 2 , 
δ2) be two strongly connected automata, and let   be a 
mapping from Q1 into Q2. If  
holds for any q

(q,x)) 2    ( ( q), x)

Q1 and , then ρ is called a 
homomorphism from Q1 to Q2. The above pair of sche-
mas is represented by 

x1

 SCEA in Z which shows a rela-
tionship between SCEA1 and SCEA2. A formal defini-
tion of homomorphism from SCEA1 into SCEA2 in 
terms of a schema is given below. It consists of two 
components  SCEA and row. The variable row is a 
mapping from Q1 into Q2. The sets Q1 and Q2 are used 
for states of SCEA1 and SCEA2 respectively. 
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Invariants: 1) For every q in set of states and s in set 
of strings of the first automata, if the mapping row satis-
fies the following condition then it conforms a homo-
morphism from automata SCEA1 into SCEA2:  

Invariants: 1) For all q1, q2 in set of states of SCEA1 
and q in set of states of SCEA2, if images of q1 and q2 
are same under the mapping row then the elements q1 
and q2 must be same. 2) Each element of the set of states 
of automata SCEA2 is an image of some element of 
automata SCEA1 under the mapping row. 

( ( , )) 2 (( ), )row deltal q s delta rowq s . 

If SCEA1 = SCEA1 in the homomorphism then it is 
called an endomorphism. The mapping row is defined 
from set of states S into itself. We have induced formal 
definition of endomorphism from the definition of 
homomorphism because it is a special case of it. 

If SCEA1 = SCEA2 then an isomorphism becomes an 
automorphism. Its formal description is given below 
along with its invariants which are not explained here 
because it is a repetition as given above in the schema 
Isomorphism. 

 

 Invariants: 1) For every state q and string s, if the 
mapping row satisfies the condition: ( ( , ))row deltal q s   

, then it conforms an endomorphism 

between SCEA into itself.  

2 (( ), )delta rowq s
4.3 Formalizing Endomorphisms 

Let G be a nonempty set. The structure (G,*) under bi-
nary operation * is monoid if  1) ∀ x, yG, x*yG, 2) 
∀ x, y, z

Let us define the bijection over two given sets. Let A 
and B are two nonempty sets. A mapping π from A to B 
is called one to one if different elements of A have dif-
ferent images in B. That is ∀ a1, a2A; bB • π (a1) = 
b and π(a2) = b a1 = a2. The mapping π is called onto 
if each element of B is an image of some element of A. If 
a mapping is one to one and onto then it is called bijec-
tive. If the mapping defined in case of homomorphism is 
bijective from algebraic automata SCEA1 to SCEA2 
then it is called an isomorphism and the automata are 
said to be isomorphic. Now we give a formalism of iso-
morphism from SCEA1 to SCEA2 using the schema 
given below. For this purpose, we simply define the re-
quired constraints of bijection over the homomorphism 
and it results an isomorphism. 

G, (x*y)*z = x*(y*z), that is associative prop-
erty is satisfied, 3) ∀ xG, there exists an eG such 
that x*e = e * x = x, e is an identity of G. 

Let A be a automaton and E (A) = a set of all the en-
domorphisms over an automaton A. It is proved in [21] 
that E (A) forms a monoid which is an algebraic struc-
ture as defined in Section 1. To formalize it, two vari-
ables are assumed. The first one is a set of all endomor-
phisms which is of type of power set of Endomorphism. 
The second one is a binary operation which is denoted by 
the variable boperation. It takes two endomorphisms as 
input and produces a new endomorphism as an output. 
The formal definition of the above structure is given be-
low. 

 

Invariants: 1) This property defines binary operation 
over the set of endomorphisms. 2) Associative is verified 
here in this property. 3) This property ensures the exis-
tence of an identity element in the collection of endo-
morphisms. 
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4.4 Formalizing Automorphisms 

The algebraic structure (G, *) is called a group if 1) it is 
a monoid and 2) for any element x in the set G, there 
exists an element y in G such that x*y = y*x = e. That is 
the inverse of each element of G exists. Now let us sup-
pose that G (A) = set of all the automorphisms over the 

algebraic automata A. For its formal specification, three 
variables are assumed. The first one is a set of all auto-
morphism which is of type of power set of Automor-
phism. The second one is an identity element. And the 
last one is binary operation denoted by boperation. It 
takes two automorphisms as input and produces a new 
automorphism as an output. 

 

 
 
Invariant: The last one property verifies existence of 

inverse of each element in set G (A). The first three 
properties are same as in case of endomorphisms. 

4.5 Proof of Equivalence 

In this section, a formal proof of equivalence of endo-
morphisms and automorphisms is described. That is we 
have to verify that the set of all endomorphisms and set 
of all automorphisms over strongly connected algebraic 
automata are same. This verification is done in terms of a 
schema named as Equivalence. There are three inputs to 
this schema which are Endomorphism, Endomorphisms- 
SCEA and AutomorphismsSCEA. At first, it is described 
that set of all endomorphisms are bijective over the 
strongly connected automata. Then it is verified that the 
number of elements must be same in both of the endom- 
orphisms and automorphisms. 

 

5. Conclusions 

The main objective of this paper was proposing an inte-
gration of some fundamental concepts in strongly con-
nected automata and Z notation. To achieve this objec-

tive, first we described formal specification of strongly 
connected automaton. Then a relationship was identified 
and proposed between automata and Z structures. Next 
we described two important concepts of homomorphism 
and isomorphism between algebraic structures. Extended 
forms over strongly connected automata were formalized 
for these structures. Finally, a formal proof of equiva-
lence between endomorphisms and automorphisms over 
strongly connected automata was described. It is to be 
mentioned here that preliminary results of this research 
were presented in [39]. 

Why and what kind of integration is required, were 
two basic questions in our mind before initiating this 
research. Strongly connected algebraic automaton is best 
suited for modeling behavior while Z is an ideal one used 
describing state space of a system. This distinct in nature 
but supporting behavior of Z forces us to integrate it with 
strongly connected algebraic automata. 

An extensive survey of existing work was done before 
initiating this research. Some interesting work [40,41,42] 
in addition to given in Section 2 was found but our work 
and approach are different because of abstract and con-
ceptual level integration of Z and automata. We believe 
that this work will be useful in development of integrated 
tools increasing their modeling power. It is to be men-
tioned that most of the researchers discussed here have 
either taken some examples in defining integration of 
approaches or addressed only some aspects of these ap-
proaches. Further, there is a lack of formal analysis 
which can be supported by computer tools. Our work is 
different from others because we have given a generic 
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approach to link Z and algebraic automata with a com-
puter tool support. 

Our idea is original and important because we have 
observed after integrating that a natural relationship ex-
ists there. This work is important because formalizing 
graph based notation is not easy as there has been little 
tradition of formalization in it due to concreteness of 
graphs [43]. Our work is useful for researchers interested 
in integration of approaches. We believe that this re-
search is also useful because it is focused on general 
principles and concepts and this integration can be used 
for modeling systems after required reduction. Formal-
ization of some other concepts in algebraic automata is 
under progress and will appear soon. 
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ABSTRACT 

In this paper, we propose a three-dimensional Set Partitioned Embedded ZeroBlock Coding (3D SPEZBC) 
lossy-to-lossless compression algorithm for hyperspectral image which is an improved three-dimensional Embedded 
ZeroBlock Coding (3D EZBC) algorithm. The algorithm adopts the 3D integer wavelet packet transform proposed by 
Xiong et al. to decorrelate, the set-based partitioning zeroblock coding to process bitplane coding and the con-
text-based adaptive arithmetic coding for further entropy coding. The theoretical analysis and experimental results 
demonstrate that 3D SPEZBC not only provides the same excellent compression performances as 3D EZBC, but also 
reduces the memory requirement compared with 3D EZBC. For achieving good coding performance, the diverse wave-
let filters and unitary scaling factors are compared and evaluated, and the best choices were given. In comparison with 
several state-of-the-art wavelet coding algorithms, the proposed algorithm provides better compression performance 
and unsupervised classification accuracy.  
 
Keywords: Image Compression, Hyperspectral Image, 3D Wavelet Packet Transforms, Zeroblock Coding

1. Introduction 

Hyperspectral images provide high resolution and valu-
able spectrum information about the Earth’s surface, so 
they are a useful tool and extensively applied in military 
and civilian fields. However, due to the huge amounts of 
data that bring about some problems in data transmission, 
storage and processing, more efficient compression tech-
nique becomes an indispensable task and a hot research 
topic. 

In recent years, some hyperspectral image compression 
algorithms based on three-dimensional wavelet transform 
[1,2,3,4,5] are particularly interested thanks to their ex-
cellent compression performances and many attractive 
properties, such as the three-dimensional Set Partitioning 
in Hierarchical Trees (3D SPIHT) [4,5], the three-dimen-
sional Set Partitioned Embedded bloCK (3D SPECK) [1], 
and the JPEG2000 multi-component (JPEG 2000-MC) 
[2,3]. The researches on hyperspectral image compres-
sion schemes can be generally classified into lossless and 
lossy techniques [1]. Lossless compression can exactly 
reconstruct the original images without losing any infor-
mation. The state-of-the-art lossless compression meth-
ods are able to achieve compression ratios of 2 ~ 3.4 : 1, 

which is not enough to meet the actual compression re-
quirements. Lossy compression can achieve higher com-
pression ratio by discarding some information. Never-
theless, thanks to the extraordinary expense to collect 
hyperspectral images, sometimes we would not like to 
lose important data information that may affect the later 
applications. The lossy-to-lossless compression scheme 
combines the characteristics of two above-mentioned 
compression techniques and gives the option of the re-
constructed image quality (lossy or lossless coding) ac-
cording to the practical demands. The lossy compression 
results are obtained when the decoder truncates the loss-
less encoded bit stream at a desired rate. If the hyper-
spectral image is decoded without losing any information, 
it can be perfectly reconstructed. Recently, the re-
searches in the lossy-to-lossless compression for hyper-
spectral images have been proposed. Tang and Pearlman 
[6] proposed a lossy-to-lossless compression solution to 
support random ROI access for hyperspectral image using 
the 3D SPECK algorithm. Wu et al. [7] present an asym-
metric transform 3D SPECK (AT-3D SPECK) algorithm 
for hyperspectral image lossy-to-lossless compression. In 
Reference [8], Penna et al. propose a unified embedded 
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lossy-to-lossless compression framework based on the 
JPEG 2000 standard. Zhang, Fowler and Liu [9] present 
a lossy-to-lossless hyperspectral image compression al-
gorithm by using three-dimensional tarp-based coding 
with classification for embedding (3D TCE) and integer 
Karhunen-Loève transform (KLT). 

The motion-compensated Embedded ZeroBlock Cod-
ing (MC-EZBC) [10] coder proposed by Hsiang and 
Woods is a successful scalable video compression algo-
rithm and provides higher compression efficiency, lower 
computational complexity and some attractive features 
such as quality, resolution and temporal scalability. Hy-
perspectral image has higher correlation and not motion 
along spectral direction [1]. Thus, the 3D EZBC algo-
rithm without motion compensation can achieve better 
coding performance for hyperspectral image compres-
sion. Whereas, because it needs to establish a quadtree 
representation structure for each individual 2D subband 
before starting the bitplane coding, the amount of mem-
ory required for quadtree structure is prominent and dis-
advantageous for the hyperspectral images compression. 
For a hyperspectral image with size 512 512 224, the 
memory space of quadtree representation structure needs 
about 299.52 Mbytes. So, Hou and Liu take into account 
the characteristics of hyperspectral image, the excellent 
performance of the 3D EZBC algorithm, as well as the 
attractive properties of low memory requirements and 
fast encoding/decoding of the 2D SPECK algorithm [11], 
and then propose a three-dimensional Set Partitioned 
Embedded ZeroBlock Coding (3D SPEZBC) algorithm 
which is more suitable for hyperspectral image compres-
sion [12]. Instead of the partitioning coding method 
based on the quadtree representation structure in 3D 
EZBC, this algorithm adopts the partitioning coding 
method based on the set representation structure in 2D 
SPECK to process each individual 2D subband, so it can 
save higher memory requirements against 3D EZBC 
because the quadtree structure can be eliminated. For 
512 512 224 hyperspectral image, 75.52 Mbytes me- 
mory space is economized against 3D EZBC.  

In this paper, we present a hyperspectral image lossy- 
to-lossless compression method based on the 3D SPEZ- 
BC algorithm, which adopts the Xiong’s 3D integer wa- 
velet packet transform (3D integer WPT) to decorrelate, 
the set-based quadtree partitioning zeroblock technique 
to process bitplane coding and the context-based adap-
tive arithmetic coding for further entropy coding. Accor- 
ding to the extensive experiments and theoretical analy-
ses, 3D SPEZBC provides the same excellent compressi- 
on performances compared with 3D EZBC, saves the 
considerable memory requirement against 3D EZBC and 
exhibits the speed performance that is slightly worse than 
3D EZBC. Furthermore, for achieving good coding per   
formance, we also evaluate different wavelet filters and uni-
tary scaling factors based on the 3D integer WPT structure, 

and make the best choices. Compared with several 
state-of-the-art wavelet-based coding algorithms, the 
experimental results demonstrate that our algorithm can 
provide excellent compression performance and unsu-
pervised classification accuracy. So the 3D SPEZBC al- 
gorithm is a good candidate for hyperspectral images 
lossy-to-lossless compression. 

The remainder of this paper is organized as follows: 
Section 2 presents an overview of wavelet transform and 
Xiong’s 3D integer wavelet packet decomposition struc-
tures with unitary scaling. In Section 3, the 3D SPEZBC 
algorithm for hyperspectral image lossy-to-lossless com-
pression is described in detail. Furthermore, the discus-
sions on the coding characteristics and the comparison 
between the 3D SPEZBC and 3D EZBC algorithm are 
given in Section 4. Section 5 provides the comprehensive 
experimental results for hyperspectral image compres-
sion. Finally conclusion is drawn in Section 6. 

2. Three-Dimensional Wavelet Transform 

The lifting scheme presented by Sweldens is the sec-
ond generation wavelet transform and provides many 
attractive advantages. To realize lossy-to-lossless im-
age compression based on wavelet transform, the in-
teger-based lifting scheme [13] is an indispensable 
tool. It performs the reversible integer-to-integer 
wavelet transform by rounding and truncating each 
filter output. Many integer-based lifting wavelet 
transforms are proposed [14,15]. In this paper, we 
evaluate and compare the lossy-to- lossless compres-
sion performances by using some integer wavelet 
transforms, such as S+P(B), (2+2, 2), 5/3, etc. 

Hyperspectral images can be viewed as 3D data and 
the image coding performance using 3D wavelet trans-
form (WT) obviously outperforms those using 2D WT 
in most cases. However, there are diverse 3D WT 
structures [1,2,3] according to different decomposition 
order in the spatial-horizontal, spatial-vertical, and 
spectral-slice directions, namely 3D dyadic wavelet 
transform (DWT), 3D wavelet packet transform (WPT) 
and Xiong’s 3D integer WPT. In recent years, re-
searches have proven that the statistics of hyperspectral 
image are not symmetric along three dimensions and 
that higher correlation is exhibited in the spectral direc-
tion [1]. 3D WPT allows different decomposition levels 
in the spatial and spectral dimensions, and further per-
forms spatial decomposition even in the higher-fre-
quency spectral subbands. So it can achieve more flexi-
ble decomposition structure and preferable energy con-
vergence in the space-frequency domain. Moreover, 3D 
integer WPT proposed by Xiong et al. [15] is capable of 
efficiently utilizing the statistical properties to decorre-
late and gaining better compression performance for 
lossy-to-lossless coding. In our lossy-to-lossless com-
pression coder, Xiong’s 3D integer WPT is used to 
decorrelate hyperspectral images. 

Copyright © 2009 SciRes                                                                                 JSEA 



88 Lossy-to-Lossless Compression of Hyperspectral Image Using the 3D Set 
Partitioned Embedded ZeroBlock Coding Algorithm 

2.1 Xiong’s 3D Integer WPT Structure 

As shown in Figure 1, Xiong’s 3D integer WPT first 
carries out an spectralL  levels 1D WPT in the spec-

tral-slice direction, which needs to further decompose the 
high-frequency component at even decomposition level, 
and then applies an spectralL   levels 2D DWT to each 

resulting spatial image. If we adopt Xiong’s 3D integer 
WPT of spectralL  spatial levels and spectralL  spectral lev-

els for the hyperspectral image with F spectral bands, 
( 3patial 1)sK L  F   individual 2D subbands can be 

generated. For example, Figure 1 shows the Xiong’s 3D 
integer WPT structure with 56 2D subbands, as per-
forming two spatial levels and two spectral levels for a 
volumetric image with 8 spectral bands. 

2.2 Unitary Scaling Factor for 3D Integer Wave-
let Transform 

Because the integer-based lifting wavelet transform is not 
unitary, it badly compromises integer-based lossy coding 
performance [15]. To obtain better lossy coding perform-
ance, some researchers have presented a simple approach 
via bit shifting of wavelet coefficients to make the integer 
WT approximately unitary. In Reference 1, Tang et al. 
adopt Xiong’s 3D integer WPT with unitary scaling [15] 
for hyperspectral image lossy-to-lossless compression. 
Nevertheless, thanks to fractional scaling factors, bits will 
be lost for right shift on the highest-frequency subbands, 
so all factors must be multiplied by the correctional times 
in order to make them be the nonnegative powers of 2. 
The correctional times used by Tang equal to four [1]. 
Through our experimental evaluations and analysis on the 
 

 
Figure 1. Xiong’s 3D integer wavelet packet transform struc-
tures of two spectral levels and two spatial levels. The num-
bers on the front upper left corner of all subbands indicate 
the list initialization order of the 3D SPEZBC algorithm 

compression performances of several 3D integer WT 
structures with unitary scaling factor, we found that the 
Tang’s unitary scaling structure with the correctional 
times can achieve effective integer-based lossy coding 
performances, but its lossless compression performance 
is degraded. Furthermore, unitary scaling structure 
adopted by Wu et al. [7] can obtain slightly better loss-
less performance than Tang’s unitary scaling structure, 
but its integer-based lossy coding performance is worse 
than that of Tang’s method. So we adopt a unitary scal-
ing structure as in Figure 2’s for hyperspectral image 
compression, which can obtain not only better lossless 
performance, but also excellent integer-based lossy per-
formance. 

3. The 3D SPEZBC Algorithm for Hypersp- 
ectral Image Coding 

The 3D EZBC algorithm needs to establish a quadtree 
representation structure with the hierarchical pyramidal 
model for each individual 2D subband before starting the 
bitplane coding. This structure provides a fast quadtree 
splitting scheme, but its price paid needs much memory 
[10]. Especially, the memory cost is prominent and dis-
advantageous in the huge volumetric images compres-
sion, such as hyperspectral images, 3D medical images, 
etc. 3D SPEZBC is an embedded zeroblock bitplane cod- 
ing algorithm by efficiently utilizing the energy clustering 
nature within subbands and the strong dependency across 
subbands. It adopts the set-based quardtree partitioning 
zeroblock coding and the context-based adaptive arithmetic 
 

 
(a) 

 

 
(b) 

Figure 2. The unitary scaling factors after Xiong’s 3D 
integer WPT of four spatial levels and four spectral lev-
els. (a) The spatial scaling factors. (b) The spectral scal-
ing factors 
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Figure 3. Block diagram of the hyperspectral image lossy-to-lossless coding system based on 3D SPEZBC 
 
coding techniques. The block diagram of the hyperspectral 
image lossy-to-lossless compression coder based on 3D 
SPEZBC is illustrated in Figure 3 and the complete coding 
procedure is summarized as the following three steps. 

1) Firstly, for the hyperspectral image, a hierarchical 
pyramidal structure is obtained by Xiong’s 3D integer 
WPT with Figure 2’s unitary scaling factor. In this struc-
ture, many rectangular 2D subbands with different sizes 
are generated, and each individual 2D subband is treated 
as a code block and defined as an initialization set. 
Whereafter, the code blocks are split and the significant 
coefficients are located via the set-based quadtree parti-
tioning zeroblock coding technique.  

2) Before starting the coding process, we define a set 
 to represent the code block of size l  at the 

spectral band b, subband k and set partitioning level l, as 
shown in Table 1. Where the set partitioning level l de-
notes the splitting depth from current code set to pixel- 
level sets (namely single pixel). For a set of size 

, [ ]k bS l 2 2l 

M M , 
it is defined by 

2logl M  

Substantively, l plays the same role as the quadtree level 
in 3D EZBC. Moreover, Lk denotes the set partitioning 
level of initialization set (namely kth 2D subband), where k 
is the subband index ordeir (k = 0, 1, …, K-1) and K is the 
total number of the 2D subbands in wavelet decomposi-
tion image. At the same time, we define Lmax to be the 
maximum set partitioning level among all initialization 
subbands. Table 1 lists the relationship among the code 
block, set and set partitioning level. 

The 3D SPEZBC algorithm adopts the same list strat-
egy used in 3D EZBC, and maintains two arrays of lists: 
◆ LIS: List of Insignificant Sets. 
◆ LSP: List of Significant Pixels. 
In order to effectively use the statistical characteristics 

within individual subbands and set partitioning levels, 
some lists are separately established, namely LISk[l] (LIS  
of the subband k and set partitioning level l ) and LSPk 

(LSP of the subband k), where k = 0, 1, …, K-1 and l = 0, 
1, …, Lmax. Initially, kth 2D subband at spectral band b is 
treated as a Sk,b[Lk] set and added into LISk[Lk] list acc- 
ording to the subband index order k of the marked num-
bers in Figure 1. In the coding procedure, the sets are suc-

cessively added into corresponding LISk[l] or LSPk list in 
terms of their significance status. 

3D SPEZBC adopts the set-based partitioning bitplane 
coding to progressively encode the wavelet coefficients of 
each subband from the Most Significant Bit (MSB) plane 
toward the Least Significant Bit (LSB) plane. In every bit-
plane pass, all sets in LISk (LIS of the subband k) list are 
tested and coded from the bottom set partitioning level (l = 0 
level) to the maximum set partitioning level (l = Lmax 
level). Therefore, the sets of size 1 1 (single pixels) are 
coded first, and the sets of size  2 are coded next, and 
so on. If the set Sk,b[l] contains the significant coefficients, 
it is tested significant against the current threshold. So set 
Sk,b[l] of size 

2

2 2l l  at the set partitioning level l is parti-
tioned into four approximately equal subsets ,k b = ( [ ]O S l )
 0

, [ 1],k bS l  1
, [ 1S l ],k b  2

, [ 1S l  ],k b k b of size [ 1]3
,S l 

1 12 2l l   at the set partitioning level l-1. Subsequently, 
each subset is treated as a new set, and in turn these new 
sets ,k b  are further tested and processed in the 
same way above, as shown in Figure 4(b). Whole parti-
tioning process is recursively executed until the pixel-level 
sets are reached, so that all significant pixels in subband 
are located and then added into LSPk list for further re-
finement coding. The 3D SPEZBC coding algorithm is 
described later in detail.  

(O S [ ])l

3) Finally, in order to further improve the coding per-
formance, 3D SPEZBC makes use of the context-based 
adaptive arithmetic coding approach in 3D EZBC to en-
code the significance map, signs and refinement bit-
streams. Although our algorithm gets rid of the quadtree 
structure, it can also make use of the set-based partitioning 
process to build upon the similar context models with hi-
erarchical pyramidal structure as 3D EZBC. Nevertheless, 
unlike the 3D EZBC context models which are built for the 
quadtree nodes from different subbands and quadtree levels 
[10], 3D SPEZBC build the independent context models 
for all sets within individual subbands and set partitioning 
levels. And it effectively employs two statistical dependen-
cies — the intra-band correlation among sets at the same 
set partitioning level within subband and the inter-band 
correlation among set across subbands. For entropy coding 
of significance testing bitstreams, the 3D SPEZBC context  
models registers the significance testing status of each set, 
and the context of every set Sk,b[l] is located as node of the 
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pyramidal context models at the spectral band b, subband 
k and set partitioning level l, as illustrated in Figure 4(c). 
Moreover, the sign coding employs the similar scheme of 
JPEG 2000, namely the output sign bitstream of the sig-
nificant coefficient is coded according to its sign and sig-
nificance status of its eight neighboring pixels. Finally, the 
entropy coding of refinement bitstreams utilizes the same 
context models of the significance map coding. The details 
about the context models and look-up tables can refer to 
Reference 10. 

The significance testing function of the set Sk,b[l] 
against a certain threshold 2n is defined as follows:  

,

1

( , , ) [ ]
,

1, if 2 max | ( , , ) | 2
( [ ])

0, else
k b

n n

i j b S l
n k b

c i j b
S l




      
 

<
 

 

where c(i, j, b) denotes the transformed wavelet coeffi-
cient at the coordinate (i, j, b)

 
Table 1. The relationship of code block, set and set partitioning level 

 

 

 
Figure 4. Illustration of the set-based quadtree partitioning procedure and the context models of the 3D SPEZBC algorithm.  
(a) The original kth subband of bth spectral band. Initially, two arrays of lists (LISk and LSPk）is maintained for subband k. (b) 
The set-based partitioning procedure. (c) The context models for subband k. (d) The Partitioning result for subband k of 
spectral band b 

Code block Set size
Set partitionin

level  lSet 

]0[,bkS 1 x 1 0  

]1[,bkS  2 x 2 1   

]2[,bkS  4 x 4 2 
 

 

]3[,bkS  8 x 8 3 
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therwise

 
3.1 Initialization 

 Output b  2
( , , )

log {max | ( , , ) |}
i j b

n c i j    
 for 0 : 1  k K 
 Set 

 , [ ], namely subband ,
[ ]

, o

th

k b k
k

S l k l L
LIS l



  


 

 Set .kLSP    

3.2 Sorting Pass  

for l = 0 : Lmax 
for  0 : 1k K 

            CodeLIS (k, l); 
 
CodeLIS (k, l) 
{ 
   For each set ,  , [ ] [ ]k b kS l LIS l

 Output ,( [ ])n k bS l ; 

 if  ,( [ ])n k bS l 1

 if l = 0 ( namely the set Sk,b[l] is a pixel) 
Output sign of Sk,b[l], and remove Sk,b[l] to 
LSPk; 
else 
CodeSubSets( Sk,b[l] ), and remove Sk,b[l] 
from LISk[l]. 

} 
 
CodeSubSets ( Sk,b[l] )  
{ 
 Partition Sk,b[l] into four approximately equal 

sizes of subsets O ( Sk,b[l] ) ={ 0
, [ 1]k bS l  , 

1
, [ 1]k bS l  , 2

, [ 1]k bS l  , 3
, [ 1]k bS l  }, where 

( [ ])k bO S l . , ,
' [ 1]k bS l  

 For each ,
'  [ 1]k bS l 

 Output ,
' ) ; ( [ 1]n k bS l 

 if   ,
'( [ 1])n k bS l  1

 if l = 1 ( namely the set ,
' [ 1]k bS l   is a 

pixel) 

Output sign of , and add 

 to LSPk; 

,
' [ 1]k bS l 

,
' [ 1]k bS l 

else 

CodeSubSets ( ). ,
' [ 1]k bS l 

else 

add  to . ,
' [ 1]k bS l  [ 1]kLIS l 

} 

3.3 Refinement Pass 

for 0 : 1k K   
CodeLSP ( k ); 

 
CodeLSP ( k ) 

{ 
 For each pixel set  which 

correspond to pixel c(i, j, b), output the nth 
MSB of | c(i, j, b)|except those included in 
the last sorting pass. 

, [ ]k b kS l LSP

} 

3.4 Quantization Step 
Decrement n by 1 and go to step 2. 

4. Discussion 

The difference between two partitioning mechanism, the 
partitioning zeroblock coding based on set representation 
structure in 3D SPEZBC and the partitioning zeroblock 
coding based on quadtree representation structure in 3D 
EZBC, are only the different representation structures 
and testing mode for splitting the code block, but their 
splitting and coding results are same to each other. 
Moreover, our experimental results also show that the 
compression performances of 3D SPEZBC and 3D 
EZBC are totally the same. However, 3D SPEZBC saves 
considerable memory requirement in comparison with 
3D EZBC due to the fact that the quadtree representation 
structure can be eliminated. For the kth subband of size M
×M, the quadtree depth Dk of 3D EZBC is equal to 

2log M . If the transformed wavelet coefficients are stored 

as the binary floating-point numbers (4 bytes), its quad-
tree representation structure needs to be allotted 

2

0 0

1 1
( ) ( ) ( ) 4
4 4

k kD D

i i

i i

M M sizeof float M
 

       (bytes) 

memory usage. The quadtree nodes at the bottom quad-
tree level 0 (namely i = 0) consist of the magnitudes of 
the wavelet coefficients in subband, so it can’t be deleted. 
Therefore, when using the 3D SPEZBC algorithm,  

2

1

1
( ) 4

4

kL

i

i

M


   (bytes)  memory can be saved for 

this subband. 
If four spatial levels and four spectral levels 3D WPT 

is employed for the hyperspectral image of size 512× 
512×224, the pyramidal wavelet structure has 224 bands, 
and each band has 4 subbands of size 32×32, 3 subbands 
of size 64×64, 3 subbands of size 128×128, and 3 sub-
bands of size 256×256. So the saved memory space in 
our algorithm against 3D EZBC is computed as 

5 6
2 2

1 1

1 1
224 [4 ( ) 32 4 3 ( ) 64 4

4 4
i i

i i 

          
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7 8
2 2

1 1

1 1
3 ( ) 128 4 3 ( ) 256 4] ( )

4 4

79185344 ( ) 75.52 ( )

i i

i i

bytes

bytes Mbytes
 

       

 

   

The quadtree structure of 3D EZBC provides a fast 
quadtree splitting scheme by reducing the number of 
significance test. Nevertheless, the set-based partitioning 
zeroblock coding method of 3D SPEZBC is very simple, 
and its 2D code sets are smaller and are processed ac-
cording to the increasing order of set size using the 
multi-list structure at the particular set partitioning level, 
as well as the 3D SPEZBC algorithm does not need time 
to establish quadtree structure, so it also exhibits excel-
lent speed performance that is slightly worse than 3D 
EZBC. When our coder compresses four 512×512×224 
AVIRIS hyperspectral images (such as Cuprite, Jasper 
Ridge, Low Altitude and Lunar Lake) on a AMD Athlon 
3800+ CPU 2GHz machine, there are averagely 87.36 s 
for encoding and 125.23 s for decoding at 1.0 bpppb, 
105.88 s for encoding and 170.74 s for decoding at 2.0 
bpppb, as well as 135.10 s for encoding and 209.42 s for 
decoding at 3.0 bpppb, respectively. 

5. Experimental Results 

We performed coding experiments on four signed 16-bit 
radiance AVIRIS hyperspectral images [16], namely 
Cuprite scene 1, Jasper Ridge scene 1, Low Altitude 
scene 1 and Lunar Lake scene 1. In our experiments, we 
extracted the 256×256 lower left corner, so that the di-
mensions of the test image were 256×256×224 pixels. 
For lossy compression the rate distortion performance 
was compared by means of the signal-to-noise (SNR) 
values for a variety of bit rates in bits per pixel per band 
(bpppb), and for lossless compression performance we 
used those rates to evaluate the size of the compressed 

data streams. SNR is defined as
2

1010log x

MSE


, where 

2
x  is the average squared value (power) of the original 

AVIRIS image and MSE is the mean squared error over 
the entire sequence.  

5.1 Lossless Compression Performance 

Table 2 presents the lossless compression results for the 
3D SPEZBC algorithm using various integer wavelet 
filters, which adopts the four spatial levels and four 
spectral levels Xiong’s 3D integer WPT with Figure 2’s 
unitary scaling factor. We can see that no certain wavelet 
filter is optimal for all test images. The 5/11-A, 13/7-C 
and 5/3 integer filters all provide good compression per-
formances. Furthermore, Adams et al. [14] have found 
that the 5/3 filter evidently required the least computa-
tion, and experimental results in Subsection 5.2 further 
show that the integer-based lossy compression perform-

ance  using the 5/3 integer filter clearly outperform that 
using the 5/11-A and 13/7-C integer filters at the me-
dium and high bit rates. Therefore, Figure 5 displays the 
lossless compression ratios using the 5/3 integer filter in 
comparison with several state-of-the-art wavelet-based 
algorithms. In our experiments, JPEG2000-MC used the 
four spatial levels and four spectral levels 3D integer 
WPT and other algorithms used the four spatial levels 
and four spectral levels Xiong’s 3D integer WPT with 
the unitary scaling factor in Figure 2. For all test images, 
the results show that 3D SPEZBC outperforms 3D 
SPECK, 3D SPIHT and AT-3D SPIHT, and it is worse 
than JPEG2000-MC. The average compression ratio of 
3D SPEZBC is 5.70 % lower than 3D SPECK, 7.14 % 
lower than 3D SPIHT, 4.96 % lower than AT-3D SPIHT, 
and 1.07 % higher than JPEG2000-MC. 

5.2 Integer-Based Lossy Compression Performance 

The integer-based lossy compression results can be ob-
tained when the decoder truncates the lossless encoded 
bitstreams in Subsection 5.1 at a desired bit rate. If we 
decode the hyperspectral image without losing any in-
formation, it is perfectly reconstructed. Table 3 shows 
the rate distortion results of the 3D SPEZBC algorithm 
using various integer wavelet filters for “Cuprite” image. 
We can see that these wavelet filters exhibit different 
coding performance at various bit rates. The 5/3 integer 
filter requires the least computation proved by Adams et 
al. [14] and provides excellent compression performance 
at medium and high bit rates. Moreover, when we apply 
the ISODATA and K-means unsupervised classification 
methods in comparison further (in Subsection 5.3), at 
more than 1.0 bpppb (16:1 compression ratio) the classi-
fication accuracy is higher than 99%. The experimental 
results on “Jasper Ridge”, “Low Altitude” and “Lunar 
Lake” 

 
Figure 5. Lossless compression results (bpppb) in com-
parison with the state-of-the-art wavelet-based algorithms 
using 5/3 integer filter 
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Table 2. Lossless compression results (bpppb) for 3D SPEZBC using the various wavelet filters 

 
 

Table 3. Integer-based lossy compression performance (SNR, in dB) in comparison with the various integer-based  
wavelet filters for the 3D SPEZBC algorithm 

 

Commpression Performance (bpppb) 

Wavelet Cuprite Jasper Ridge Low Altitude Lunar Lake Average 

5.44 5.66 6.17 5.39 5.67 

(2+2,2) 5.39 5.63 6.11 5.35 5.62 

(2,4) 5.38 5.67 6.14 5.32 5.63 

(6,2) 5.42 5.66 6.14 5.38 5.65 

5/3 5.37 5.65 6.12 5.31 5.61 

2/6 5.42 5.69 6.21 5.36 5.67 

2/10 5.46 5.70 6.21 5.40 5.69 

9/7-M 5.39 5.63 6.11 5.35 5.62 

9/7-F 5.40 5.67 6.12 5.34 5.63 

5/11-A 5.37 5.62 6.09 5.32 5.60 

13/7-C 5.36 5.63 6.10 5.31 5.60 

Bit Rates ( bpppb) 
hyperspectral 

Image 
Wavelet 

0.1 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 

S+P (B) 39.33 47.95 51.95 55.05 56.69 59.01 60.38 62.27 63.17 

(2+2,2) 40.79 49.01 52.99 55.62 57.37 59.65 61.22 63.14 64.09 

(2,4) 40.50 48.90 53.13 55.99 57.94 60.21 61.75 63.60 64.49 

(6,2) 40.82 48.78 52.75 55.39 57.05 59.29 60.70 62.52 63.43 

5/3 40.71 49.19 53.28 56.00 57.95 60.21 61.81 63.68 64.64 

2/6 39.40 48.22 52.22 55.40 57.26 59.58 60.98 62.80 63.65 

2/10 39.28 47.95 51.82 55.03 56.84 59.09 60.57 62.43 63.36 

9/7-M 40.92 48.94 52.95 55.61 57.32 59.60 61.02 62.87 63.74 

9/7-F 40.55 48.96 52.90 55.55 57.26 58.73 59.72 60.84 61.37 

5/11-A 40.84 49.13 53.17 55.83 57.69 59.98 61.55 63.47 64.38 

Cuprite 

13/7-C 41.04 49.28 53.28 55.96 57.74 59.93 61.23 63.05 63.75 

 
hyperspectral images demonstrate the similar conclu-
sions. Taking into these causes consideration, we think 
that the 5/3 integer filter is a very good choice for hy-
perspectral image integer-based lossy compression by 
using the 3D SPEZBC algorithm. For four hyperspectral 
images, Table 4 shows that the rate-distortion perform-
ance of the proposed algorithm is better than several 
state-of-the-art wavelet-based coding algorithms by us-
ing the 5/3 integer filter. We can see that the 3D 
SPEZBC algorithm outperforms the 3D SPECK, 3D 
SPIHT, AT-3D SPIHT and JPEG2000-MC algorithms at 
various bit rates. For all of the four hyperspectral images 
at 2 bpppb (8:1 compression ratio), 3D SPEZBC aver-
agely overcomes 3D SPECK by 0.76 dB, 3D SPIHT by 
1.22 dB, AT-3D SPIHT by 0.40 dB and JPEG2000-MC 
by 0.18 dB, respectively. 

5.3 Classification Performance Comparison 

In order to measure the influence of the aforementioned 
compression algorithms on the application performance 

of the reconstructed hyperspectral images, we applied the 
ISODATA and K-means unsupervised classification 
methods for comparison further, where we set the maxi-
mal number as ten classes and the maximal iterations as 
three. For the hyperspectral images, Table 5 gives the 
results of ISODATA and k-means unsupervised classifi-
cation. The accuracy of the classification on 3D SPEZBC 
outperforms those of 3D SPECK, 3D SPIHT and AT-3D 
SPIHT, and is very close to those of JPEG2000-MC. For 
3D SPEZBC at 1.0 bpppb (16:1 compression ratio), the 
classification accuracy is higher than 99%. 

6. Conclusions 

In this paper, we propose the 3D SPEZBC algorithm for 
hyperspectral image lossy-to-lossless compression, whic- 
h is an improved 3D EZBC algorithm. It adopts the part- 
itioning coding technique based on the set representation 
structure so as to avoid the problem with higher memory 
requirements for establishing the quadtree representation 
structure. According to the theoretical and experimental 
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Table 4. Integer-based lossy compression performance (SNR, in dB) in comparison with the state-of-the-art  

wavelet-based coding algorithms using 5/3 integer filter 

 

Bit Rate ( bpppb) 
hyperspectral Image 

Coding 
Methods 0.1 0.5 1.0 1.5 2.0 2.5 3.0 

3D SPEZBC 40.71 49.19 53.27 56.00 57.95 60.21 61.81 

3D SPECK 39.92 48.62 52.61 55.49 57.57 59.71 61.45 

3D SPIHT 38.59 47.79 51.79 54.96 57.35 59.37 61.15 

AT-3D SPIHT 40.23 48.93 52.89 55.73 57.80 59.94 61.66 
Cuprite 

JPEG2000-MC 40.56 49.02 53.18 55.85 57.89 60.01 61.53 

3D SPEZBC 30.74 41.03 46.35 50.10 52.91 55.08 57.00 

3D SPECK 30.11 40.13 45.50 49.25 52.18 54.27 56.39 

3D SPIHT 29.07 39.42 45.14 48.91 51.60 53.86 56.03 

AT-3D SPIHT 30.26 40.65 46.05 49.49 52.52 54.51 56.64 

Jasper Ridge 

JPEG2000-MC 30.62 40.89 46.14 49.78 52.81 54.65 56.58 

3D SPEZBC 27.33 37.94 44.33 48.38 51.11 53.52 55.68 

3D SPECK 26.74 37.05 43.28 47.42 50.12 52.78 54.69 

3D SPIHT 25.84 36.56 42.57 46.82 49.82 52.37 54.40 

AT-3D SPIHT 26.76 37.59 43.81 47.82 50.68 53.21 55.10 

Low Altitude 

JPEG2000-MC 27.18 37.72 44.06 47.99 50.75 53.15 54.91 

3D SPEZBC 43.20 50.88 54.76 57.33 59.25 61.35 62.94 

3D SPECK 42.41 50.44 54.30 56.94 58.77 60.92 62.73 

3D SPIHT 41.11 49.70 53.49 56.31 58.58 60.55 62.39 

AT-3D SPIHT 42.59 50.64 54.51 57.14 58.94 61.08 62.81 

Lunar Lake 

JPEG2000-MC 43.02 50.76 54.68 57.20 59.07 60.98 62.69 

 
Table 5. Overall classification accuracy comparison (in ) based on ISODATA and K_mean at the various bit rates (bpppb) 

for lossy compression based on integer wavelet transform 

K_mean  ISODATA 
hyperspectral 

Image 
Coding Methods 

0.1 0.5 1.0 1.5 2.0 0.1 0.5 1.0 1.5 2.0 

3D SPEZBC 90.88 99.07 99.53 99.72 99.79  92.97 99.28 99.62 99.76 99.78

3D SPECK 90.58 99.03 99.49 99.70 99.78 92.72 99.20 99.58 99.75 99.77

3D SPIHT 87.63 98.83 99.45 99.69 99.75 90.30 99.13 99.56 99.74 99.76

AT-3D SPIHT 90.83 99.04 99.50 99.71 99.79 92.90 99.25 99.59 99.75 99.77
Cuprite 

JPEG2000-MC 90.86 99.06 99.52 99.71 99.79 92.93 99.27 99.61 99.76 99.77

3D SPEZBC 89.74 98.77 99.48 99.68 99.71 92.23 99.08 99.72 99.80 99.86

3D SPECK 89.63 98.70 99.43 99.53 99.66 92.07 98.97 99.65 99.75 99.84

3D SPIHT 87.53 98.58 99.27 99.51 99.65 90.38 98.91 99.54 99.76 99.83

AT-3D SPIHT 89.69 98.73 99.45 99.65 99.68 92.10 98.99 99.69 99.79 99.84

Jasper   Ridge 

JPEG2000-MC 89.72 98.74 99.46 99.66 99.71

 

92.20 99.04 99.70 99.80 99.85

 
analysis, our algorithm not only provides the same ex-
cellent compression performance as 3D EZBC, but also 
can save considerable memory requirements against 3D 
EZBC. For hyperspectral image lossy-to-lossless com-

pression based on 3D SPEZBC, Xiong’s 3D integer 
WPT with unitary scaling factor in Figure 2 and the 5/3 
integer filter are good options. Compared with several 
state-of-the-art wavelet-based coding algorithms, the 
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experimental results indicate that our coder provides 
better compression performance and unsupervised clas-
sification accuracy. 
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ABSTRACT 

Segmentation of moving objects efficiently from video sequence is very important for many applications. Background 
subtraction is a common method typically used to segment moving objects in image sequences taken from a statistic 
camera. Some existing algorithms cannot adapt to changing circumstances and require manual calibration in terms of 
specification of parameters or some hypotheses for changing background. An adaptive motion segmentation method is 
developed according to motion variation and chromatic characteristics, which prevents undesired corruption of the 
background model and does not consider the adaptation coefficient. RGB color space is selected instead of introducing 
complex color models to segment moving objects and suppress shadows. A color ratio for 4-connected neighbors of a 
pixel and multi-scale wavelet transformation are combined to suppress shadows. The mentioned approach is 
scene-independent and high correct segmentation. It has been shown that the approach is robust and efficient to detect 
moving objects by experiments.  
 
Keywords: Motion Segmentation, Background Update, Background Subtraction, Motion Variation, Shadow Suppression

1. Introduction 

Moving objects segmentation is an important topic in co- 
mputer vision applications, including video conferences, 
vehicle tracking, and three-dimensional object identifica-
tion, and has been actively investigated in recent years 
[1]. The most widely adopted approach for moving ob-
ject segmentation with a fixed camera is based on back-
ground subtraction. A background (called as background 
model also) is computed and evolved frame by frame. 
A reliable background model has to account for back-
ground at each time instant. Mistake in labeling fore-
ground and background points could cause wrong update 
of the background model. A particularly critical situation 
occurs whenever moving objects stop for a long time and 
become a part of the background. When these objects 
start again, a ghost is detected in the area where they 
stopped. This will persist for all the following frames, 
preventing the area to be updated in the background for-
ever. 

In addition, moving object segmentation is easily af-
fected by shadow problem. Researchers try to select an 
optimal color space for shadow eliminating among a set 
of color spaces, such as HSV, YCrCb, XYZ, L*a*b*, 

L*u*v*,C1C2C3, l1l2l3, normalized rgb and so on, how-
ever, it remains open-ended how important is the appro-
priate color space, and which color space is the most 
effective [2]. Many approaches in literature have been 
developed so far. Some existing methods require manual 
calibration in terms of the specification of parameters 
which are related to the environment and the lighting 
conditions or make some hypotheses. 

An approach to adaptive background updating and 
shadow suppressing is developed. RGB color space is 
selected instead of introducing complex color models to 
segment moving objects. Motion evaluation is intro-
duced to prevent giving erroneous segmentation in those 
corresponding with an un-updated background model. A 
color ratio and multi-scale wavelet transformation are 
combined to suppress shadows. The main contribution of 
the proposal is that the developed approach is scene- 
independent and automatic background updating ac-
cording to motion variations caused by moving objects. 
The second contribution is that when segmenting motion 
objects it does not require any complex supervised train-
ing or manual calibration in terms of the specification of 
parameters or makes any hypotheses. Experimental re-
sults from indoor and outdoor environments have shown *Tel: +86 21 56331967; Fax: +86 21 56336908. 
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the developed approach is efficient and flexible during 
segmenting moving objects and suppressing shadows in 
applications. 

The remainder paper is organized as follows. Section 2 
briefly reviews some related previous works. In the next 
section, background model update would be discussed. 
Shadow suppression is described in Section 4. Experi-
mental results from indoor and outdoor environments are 
given in Section 5 and followed by conclusions in Sec-
tion 6. 

2. Related Works 

Many works have been put forward in literature for mo- 
ving objects detection. Background subtraction based 
moving objects in the scene are detected by the differ-
ence between the current frame and the background 
model. When the deviation is greater than some critical 
value, the pixel is considered as foreground (moving 
object) [3]. The most simple background model is the 
previous frame. The difference between the observed 
frame and the previous frame is thresholded to determine 
which pixel is background and which pixel is the fore-
ground. Another way to model the background is to take 
the mean, median, or minimum and maximum values of 
the previous N pixel [4]. It needs to keep track of the 
pixel value history. To avoid this problem a first order 
recursive filter is used to update the background model 
[5]. It easily causes ‘tailing’ or ‘ghosting’. A particularly 
critical situation occurs whenever the moving object 
stopped for a long time and became a part of the back-
ground. When these objects start again, a ghost is de-
tected in the area where they stopped [6]. This will per-
sist for all the following frames, preventing the area to be 
updated in the background image forever [7]. One 
method is by modeling each pixel as unimodal Gaussian 
distribution [8]. It fails to model background pixels that 
are subject to repetitive motions which have multiple 
background colors. To overcome these difficulties, a 
parametric background modeling is done by modeling 
each background pixel value as a mixture Gaussian dis-
tribution [9,10]. The parametric background model still 
lacks flexibility when dealing with non-static back-
grounds, a highly flexible non-parametric technique is 
proposed for estimating background probabilities from 
recent samples over time using Kernel density estimation 
[11]. False detections due to fluctuating backgrounds are 
still not covered in the algorithm until now. Codebook 
technique is a different approach proposed for the back-
ground subtraction in [12]. One of drawbacks is that the 
algorithm cannot adapt to changing circumstance when 
the environment was not present in the training phase. 
Moving objects that stop moving and should be adopted 
into the background will get difficulties in the algorithm. 

Shadows cause serious problems while segmenting 
moving objects, due to the misclassification of shadow-

points as a foreground. Many works have been devel-
oped to suppress shadow [1,2,6,13,14,15,16,17,19,21,22]. 
By shadow suppression, the major problem is how to 
distinguish moving cast shadows from moving object 
points [15]. Cucchiara et al. [6] defined a shadow mask 
for each point resulting from motion segmentation. 
However, it often makes additional assumptions such as 
small changes in hue and saturation, necessary a prior 
knowledge of the bands of the changes in the value 
channel. Moreover choice of some parameters is less 
straightforward and for now is done empirically. Tatter-
sall et al. [16] proposed adaptive shadow identification 
through automatic parameter estimation based on the 
above method. The single variable parameter is only 
used. However, much additional assumptions must be 
made also in [16]. Salvador et al. [17] proposed invariant 
color features to detect cast shadows through using 
chrominance color components. It is found that several 
assumptions are needed regarding the reflecting surfaces 
and the lightings. In outdoor scene, shadows will have a 
blue color cast due to the sky, while the lighting regions 
have a yellow cast (sunlight), hence the chrominance 
color values corresponding to the same surface point 
may be significantly different in shadow and sunlit re-
gions [18]. Cavallaro et al. [19] proposed the normalized 
rgb space to detect shadows. It is known that the practi-
cal application of normalized rgb suffers from a problem 
inherent to the noise at low intensities which would re-
sult in unstable chromatic components [20]. Texture 
analysis can be potentially effective in solving the prob-
lem. Heikkila et al. [21] proposed a texture-based me- 
thod for modeling the background and detecting moving 
objects from a video sequence. Each pixel is modeled as 
a group of adaptive local binary pattern histograms that 
are calculated over a circular region around the pixel. 
Because of the huge amount of different combinations, it 
must be done more or less empirically to find a good set 
of parameter values. Spagnolo et al. [22] proposed a ra-
tio-based algorithm to detect shadows with an empiri-
cally assigned ratio threshold. This ratio-based algorithm 
considering the ratio between only two adjacent pixels 
considerably shortens the computation time, but it easily 
misclassifies shadows as objects, because ratio magni-
tude of shadows may have a similar magnitude value. 

3. Background Model Update 

The main idea of the proposed approach is to update pix-
els according to motion variations caused by moving 
objects, which has been proven to be more reliable and 
less sensitive to noise. 

Assuming the background model Bt+1(x, y) at t+1 time, 
extract possible moving regions P based on background 
subtraction (seen from Figure 1(c)). According to the 
fact that the variation of sensible motion target in the 
scene can be found out from the sequence, the difference 
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region P1 may be incorrect (seen from Figure 2(e)). In 
order to overcome the problem, chromatic information is 
used to further extract moving region P2 from P1 accord-
ing to moving objects with the same chromatic in P1 as in 
R (seen from Figure 2(f)). According to the mentioned 
above, the background model is updated as follows, 

between the two adjacent frames is used to extract mov-
ing regions R (seen from Figure 1(d)). Extract moving 
object regions P1 from the regions P according to mov-
ing objects with the same connective characteristic as 
regions R (seen from Figure 1(e)). 

When the object moves slowly in situ, the extracted 
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where 

1 2( , ), ( , )P connect R P P chrom P R  1     (2) 

In (1), It+1 is a current frame at t+1 time, “→” repre-
sents updating, Connect (R, P) represents selecting a 
region with the same connective characteristic as R from 
P, chrom (P1, R) represents selecting a region with the 
same chromatic information in R as in P1, XOR is a logi-
cal exclusive-or operator, T is a threshold value. 

The proposed background update approach reveals 
some advantages. Firstly it smoothes and reduces the 

effects of noise in the image since sudden variations of a 
single pixel are not included in the background model. 
Secondly it does not consider the adaptation coefficient 
or the learning rate used in the existing literatures. Fi-
nally it does not depend on static or moving objects in 
the image. In order to demonstrate the last point, some 
results of two sequences where lena walks, and she bend- 
s in two scenes from http://www.tele.ucl.ac.be/~gaitanis/ 
results/Human_Action_Video_Database/2Feet/ are given 
in Figures 1 and 2, respectively. 

 

 
Figure 1. Lena walks in the scene and the extracted results. (a) First frame in the sequence. (b) The 25th frame. (c) Segmenta-
tion based on subtraction of (a) and (b). (d) Segmentation based on difference between the 24th and 25th frames. (e) Ex-
tracted object region by connectivity. (f) Extracted object region by chromatic consistency. (g) Detected varied background 
region. (h) Extracted final foreground region 
 

 

Figure 2. Lena bends in situ and the extracted results. (a) First frame in the sequence. (b) The 25th frame. (c) Segmentation 
based on subtraction of (a) and (b). (d) Segmentation based on difference between the 24th and 25th frames. (e) Extracted 
object region by connectivity. (f) Extracted object region by chromatic consistency. (g) Detected varied background region. (h) 
Extracted final foreground region 
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In the second example, some existing algorithms in 

the literature are difficult to correctly extract moving 
objects. In Figures 1 and 2, the ghosts are removed since 
their connective pixels do not contain any frame-differe- 
nce pixels. From Figures 1(g) and 2(g), one can see that 
some varied background pixels are detected in the region 
no matter how lena walks or bends in situ. The results 
obtained with the approach show correct foreground 
segmentation and effective background updating from 
Figures 1 (h) and 2(h). It highlights that the aperture 
problem resulting from the adjacent frame-difference is 
overcome by combining region connectivity and the 
chromatic consistency. 

4. Shadow Suppression 

Since RGB color camera system is one of the most pop- 
ular color spaces, and all colors are seen as a variable 
combination of the three primaries in the RGB color 
space, RGB color space is selected to eliminate shadows 
in the paper. Before segmenting image, start by applying 
a smoothing operator both to the background image B(x, 
y) and the current frame F(x, y). 

Calculate a color ratio difference between B(x, y) and 
F(x, y) for 4-connected neighbors of a pixel and for all 
three color components as: 

 

, ,

( , ) ( , )
( , , , ) ( 1, 1, , 1, 2,3, 4)

( , ) ( , )

F B
k kn

k R G B F B
k k

I x y I x y
p x y i j i j i j n

I x i y j I x i y j        
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         (3) 

 
where ( , )F

kI x y  is the intensity of F(x, y) for the kth 
color component at location (x, y), ( ,F

k )I x i y j 
( ,B

k

 is 
the intensity of its neighbor color components; )I x y  
is the intensity of B(x, y) for the kth color component at 
location (x, y), and ( ,B

k )I x i y j   is the intensity of its 
neighbor color components. 

Since moving shadow makes the region covered by 
itself darker than the background and it has similar 
chromaticity, a suitable threshold Th is applied to the 
color ratio difference (3) to obtain a candidate fore-
ground region  as: ( , )nSP x y

1
( , )

0

n
kn

if p Th
SP x y

otherwise


 


     (4) 

If the distortion distribution of  is assumed to be a n
kp

Gaussian one, we can threshold the distortion by n
kp

 , 

where n
kp

  is a standard deviation of . However, it n
kp

is found from experiments that the distribution of  is 
not a Gaussian one, but is has a very sharp peak at zero. 
The standard deviation of  is used to select the thre- 
shold Th, and (4) can be rewritten as: 

n
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n
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1
( , )

0
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n
kn p

if p
SP x y

otherwise
 


    (5) 

The value of color ratio mentioned above may not 
uniquely highlight the property of a particular material, 
and there may be instable for particular values. To obtain 
a robust segmentation result, the results from the color 
ratio and multi-scale wavelet transformation method 
proposed in [23] are combined. 

5. Experimental Results 

To confirm the effectiveness of the above proposed 
method, we have conducted experiments with different 
indoor and outdoor video sequences.

 

 

Figure 3. Detected foregrounds for indoor circumstances. The first column is the first frame of the sequences, the second col-
umn is the current frames (67#, and 300#, from top to bottom, respectively), and the third column is the detected foreground 
masks with light grey pixels superimposed on the original image 
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Figure 4. Detected foregrounds in outdoor circumstances. The first column is the first frame of the sequences, the second 
column is the current frames (69#, and 84#, from top to bottom, respectively), and the third column is the detected fore-
ground masks with light grey pixels superimposed on the original image 
 

In the experiments, the threshold T used in (1) is cho-
sen as 100, which represents the minimum number of 
expected background updating in consecutive frames. 
The threshold T can be chosen lower in which more 
background pixels can be updated. The selection of 
lower T means more time to process background updat-
ing and some noises may drift into updating. The back-
ground reference image used is the first frame of se-
quence no matter objects enter the field of view before 
captured or not. 

The sequences with different indoor conditions in-
cluding the MPEG-4 test sequence Hall Monitor, aton 
project test sequence intelligent room from http://cvrr. 
ucsd.edu/aton/shadow have been used to test the devel-
oped algorithm. Some results are given in Figure 3. 

In Figure 3, the results obtained by the developed ap-
proach are quite good, considering that the contrast be-
tween the object and background is very low. 

In order to test the proposed approach further in out-
door conditions, the sequences with different outdoor 
conditions including campus and highway from the 
ATON project are used. The choice of such different 
scenes is made to emphasize the reliability and robust-
ness of the proposed approach in outdoor circumstances. 
Some results are shown in Figure 4. 

In Figure 4, the results show the robustness of the 
proposed algorithm to cope with different outdoor cir-
cumstances. 

The above results show qualitative information about 
the effectiveness of the developed approach. It is neces-
sary to quantitatively evaluate the performance of the 
method with a ground-truth. 

The main goal of the proposed method is not accurate 
detection or discrimination of shadow pixels, but the 
improvement of moving object detection because accu-
rate object detection is crucial for further applications. 
The performance of moving object detection is measured 

in term of correct segmentation rate (csr) and false seg-
mentation rate (fsr) as: 

2 ,
2

TP GT FP FN
csr fsr

TP GT GT


 


       (6) 

where TP (true positive) is the number of correctly de-
tected foreground pixels, GT (ground-truth) is the 
ground-truth for the foreground, FP (false positive) is the 
number of background falsely marked as foreground 
pixels, FN (false negative) is the number of foreground 
pixels falsely classified as background ones. 

Using the csr and fsr measurements, the total correct 
segmentation will have 100% by csr while the total 
agreement with the ground-truth will have 0% by fsr. 

The available sequence intelligent room and its ground- 
truth data are available from http://cvrr.ucsd.edu/aton/ 
shadow. In our work, two recent proposed methods in-
cluding the invariant color features (ICF) proposed in [17] 
and the ratio map (RM) developed in [22] are quantita-
tively evaluated together, and the results are shown in 
Figure 5 for a comparison. 

The symbols in the legend of Figure 5 refer to object 
extraction results: ICF [17], RM [22], and the proposed 
method. The mean values of csr corresponding to the 
plots of Figure 5 are the following: RM 0.84, ICF 0.86, 
proposed 0.98. The mean values of fsr are the following: 
RM 3.42, ICF 4.11, proposed 1.61.The proposed method 
outperforms the investigated methods with the best ob-
ject detection over time. 

6. Conclusions 

This paper has presented an approach to adaptive motion 
segmentation and shadow suppression. The ghosts are 
detected and removed by the developed background up-
date function, which prevents undesired corruption of the 
background model and does not consider the adaptation 
coefficient or the learning rate used in the literature. By 
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Figure 5. Comparison of video object segmentation rate for the test sequence intelligent room 
 

comparison, it has been shown that the proposed method 
outperforms the investigated methods and is robust and 
efficient to detect moving objects during coping with 
different indoor or outdoor circumstances. 
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ABSTRACT 

Autonomic software component (ASC) QoS matchmaking problem for autonomic element has been taken as one of the 
most important issue in field of autonomic computing based on agent. Aimed at overcoming drawbacks such as subjec-
tiveness and unfairness, and improving the self-configuration capability for autonomic element, we introduce evalua-
tion mechanism of confidence of individual QoS attributes during ASC QoS matchmaking, i.e., fidelity factor for each 
attribute, and propose an ASC QoS matchmaking algorithm based on fidelity factor. Simulation experiments demon-
strate that our proposed algorithm performs best performance in terms of QoS than other existing algorithms, and has 
better compromise between attribute quality and users’ evaluation when selecting ASC.  
 
Keywords: Autonomic Software Component, QoS Matchmaking, Fidelity Factor, Autonomic Computing, Autonomic 

Element

1. Introduction 

In mid-October 2001, aimed at the problem of looming 
software complexity crisis, IBM Company innovatively 
proposed autonomic computing [1] technology – com-
puting systems that can manage themselves given 
high-level objectives from administrators. An autonomic 
software component (ASC, or element, in IBM parlance) 
[1] is— 

“The fundamental atom of autonomic applications and 
systems—a modular unit of composition with contractu-
ally specified interfaces, explicit context dependencies, 
and mechanisms for self management, responsible for 
providing its own services, constraints (e.g., system re-
source requirements, performance requirements, etc.), 
managing its own behavior in accordance with context, 
rules, and policies, and interacting with other autonomic 
components. [1]” 

Autonomic software components will have complex 
life cycles, continually carrying on multiple threads of 
activity, and continually sensing and responding to the 
environment in which they are situated. Autonomy, pro-
activity, and goal-directed interactivity with their envi-
ronment are distinguishing characteristics of software 
agents. Viewing autonomic software components as agents 
and autonomic systems as multi-agent systems makes 

it clear that agent-oriented architectural concepts will be 
critically important [2]. 

In order to efficiently accomplish the self-configurati- 
on and self-management between ASCs, one of the most 
important issues is how to design an efficient autonomic 
software component matchmaking algorithm to find ap-
propriate provider(s) for a consumer according to the 
providers’ advertising description. 

However, most of the existing algorithms are only 
concerned with functional matchmaking on software 
component. Few of them focused on non-functional fac-
tors, such as software component cost, time, reliability, 
satisfaction, i. e. quality-of-service (QoS) of software co- 
mponent. Therefore, when more ASCs than one can pro-
vide a functional component, these algorithms just ran-
domly selected one from these ASCs, and could not be 
obtained optimal ASC with high QoS performance. 
Moreover, only a few existing algorithms are considered 
QoS factors during software component matchmaking. 
However, these algorithms were paid regard to QoS level 
as a whole, ignoring confidence of individual QoS at-
tributes. Due to QoS data was often advertised by soft-
ware component providers, it suffered from the draw-
backs such as subjectiveness and unfairness. And these 
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algorithms didn’t be considered the user’s feeling and 
satisfaction.  

Aimed at overcoming the above difficulties, we intro-
duce evaluation mechanism of confidence of individual 
QoS attributes during ASC QoS matchmaking, i.e., fidel-
ity factor for each attribute, and propose an ASC QoS 
matchmaking algorithm based on fidelity factor, which 
will improve the facility and fairness concerned with 
QoS attributes, and objectively select optimal ASC with 
QoS performance. 

The rest of the paper is organized as follows. Some of 
the existing work related to this paper is described in 
Section 2. Section 3 gives our proposed ASC match-
making algorithm in detail. A case study and simulation 
results are presented in Section 4. Section 5 concludes 
the paper. 

2. Related Work 

In recent years, much research has been devoted to the 
development of software component matchmaking algo-
rithms for agent or autonomic element [3,4,5,6,7,8]. 
Wickler [3] addressed the problem of capability broker-
ing agent, and proposed a new capability description 
language (CDL) for the representation of agent capabili-
ties. Sycara [4] defined a language called LARKS for 
agent advertisements and requests, and presented a flexi-
ble and efficient matchmaking process that used LARKS. 
LARKS performed both syntactic and semantic matching, 
and in addition allowed the specification of concepts 
(local ontologies) via ITL, a concept language. The es-
tablishment for semantic distance consumed much 
workload, so that their matching algorithm had limita-
tions on practicability and reliability. Arisha et al. [5] 
provided approximate software agent service match-
making by using semantic distance. Whereas, the algo-
rithm could not support definition of data type and de-
script software component efficiently. However, neither 
of the above algorithms considered the factors of qual-
ity-of-service attribution, such as cost, time, and reliabil-
ity. Zhang [6] and Jiang [7] analyzed the drawbacks in 
previous papers, i.e., the matchmaking was only based 
on the advertised capabilities of provider agents or soft-
ware components. They considered the matchmaking 
influenced by QoS of software components, and indi-
vidually presented software components matchmaking 
algorithm based on QoS. In [6], it was argued that the 
practical performance of provider agents had a signifi-
cant impact on the matchmaking outcomes of middle 
agents. The authors’ proposed algorithm could pick up 
the provider agents based on the history information in 
accomplishing similar tasks in the past rather than 
choosing randomly. At the launching of an agent system, 
the proposed algorithm provided initial values of the 

track records. With agents’ history information and the 
initial values of the track records, the quality of match-
making algorithms could be improved significantly, and 
the returned results were more accurate and reasonable. 
Jiang [7] pointed out that there were two drawbacks us-
ing the track records in [6], i.e., the value of track re-
cords was too subjective, and track record model is too 
simple to judge agent services’ performance more accu-
rately. So, the authors in [7] presented QoS-driven 
matchmaking algorithm, which aimed at matching the 
best satisfying agent for user. It is pity for the above two 
algorithms that the authors didn’t consider the user’s 
feeling and satisfaction when selecting agents or soft-
ware components. The authors in [8] studied agent ser-
vice selection and matchmaking in manufacturing indus-
try field. They applied the idea of rough sets theory and 
fuzzy information filter to reclaim agent selection prob-
lem and realized reasonable evaluation for recycling 
quotient. Their algorithm was easy to select optimum 
reclaiming agent for manufacturer. However, their 
method belonged to specific field and non-universal.  

Besides software component or agent service match-
making, some researchers took software component or 
agent as web service, and proposed many QoS-aware 
web services matchmaking or selection algorithms 
[9,10,11,12,13,14]. Some theoretic methods or principle 
in these algorithms can be used for reference when 
matchmaking software component, due to many similari-
ties between software component and web service. Ma [9] 
proposed a semantic QoS-aware framework for semantic 
web services discovery, and presented a selection algo-
rithm to obtain the optimal offer from clients’ viewpoint 
under complex QoS conditions through confirming the 
compatibility of concepts. Hu et al. [10] proposed a 
novel and extended web service QoS model (attributes 
include time, cost, reliability and interest) by adding an 
interest degree property, and then put forward to a QoS 
matchmaking algorithm based on this model. Aimed at 
resolving such conflicts to ensure consensus on the QoS 
characteristics in the selection of web services, Wei [11] 
proposed a QoS Consensus Moderation Approach 
(QCMA) in order to perform QoS consensus and to alle-
viate the differences on QoS characteristics in the selec-
tion of web services. QCMA enhanced the moderation 
for opinion similarity and preference on QoS attributes 
and was been designed a mechanism for providing group 
consensus moderation on QoS. Giallonardo et al. [12] 
used ontology to describe QoS-based WS specifications 
and reasoners to perform the matchmaking. They ad-
dressed QoS semantics to improve the recall of the 
matching process by exploiting ontology knowledge, and 
their QoS specification approach used metrics to under-
stand, describe, and control the QoS in the matching 
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process. However, they didn’t offer useful results for 
over-constrained demands. In addition, although they 
were capable of, they did not perform semantic QoS 
metric matching. Guo et al. [13] proposed three-dimen-
sional QoS model of web services, and designed a web 
services selection algorithm. In their algorithm, the con-
cept and measure method of web service effectiveness 
were proposed, and then a web service ranking algorithm 
based on the effectiveness of web service was designed. 
The comprehensive experiment showed their proposed 
model possessed high precision, high response rate and 
better influence on the load balance of web service. Li-
ang Kai-jian [14] studied QoS support problem in Ser-
vice-oriented Grid system, and presented a new parame-
ter called GSQN(Grid Service Quality Number) to depict 
the profile of qualitative characteristics of a grid service. 
Based on this idea, the author proposed a strategy of 
matchmaking with a price model to match grid service. 

3. Our Proposed Matchmaking Algorithm 

3.1 Problem Description 

Definition 1.  Autonomic software component match-
making based on QoS problem. Given the set of ASC 
providers , an ASC re-

quester rasc, autonomic software component match-
making based on QoS problem is to find an ASC such 
that their QoS level is maximized. 

 1 2, ,..., nPASC pasc pasc pasc

3.2 QoS Model for Autonomic Software 
Component  

Definition 2. Autonomic software component QoS mod- 
el for autonomic element is a 6-tuple as follows: 

_ _ ( , , , , ,qos model asc t c rel m rep fid )    (1) 

where t is ASC response time from sending request to 
receiving result, including process time and transmission 
delay time, i.e., qtime(asc) = Tprocess(asc) + Ttrans(asc); c is 
ASC cost, and represents the expenses paid by users to 
ASC provider; rel is a metric of reliability, denoting the 
probability of ASC providing its registered software 
component; rel is a technical measure related to hard-
ware and/or software configuration of ASCs and the net-
work connections between the ASC requesters and pro-
viders. m denotes the probability of accurate mainte-
nance when an exception occurs for an ASC; rep is a 
measure of ASCs’ trustworthiness or satisfaction degree, 
and denotes users’ (or requesters’) satisfaction to ASC. 
rep mainly depends on end user’s experiences of using 
the ASC. Different end users may have different opin-
ions or satisfaction degree on the same ASC. Usually, 
the end users or requesters are given a range to rank or 

score ASCs, for example, in Amazon.com, the range is 
[0,5]. In this paper, the range is [0,1]. 

The first four QoS attributes are often published by 
ASC providers themselves, and describe the basic QoS 
performance of an ASC, so most of the authors took 
them as quality criteria for an ASC. However, such crite-
rion is too subjective to reflect actual quality of ASC. In 
this paper, we introduce attribute “reputation” to meas-
ure users’ satisfaction degree. On the other hand, fidelity 
vector is added to the QoS model to improve the impar-
tiality and objectivity. Fidelity is treated as a vector 
composed of fidelity attributes. Each fidelity attribute 
refers to the confidence or fidelity of above first four 
QoS attributes, i.e., 

, , ,t c rel mfid fid fid fid fid            (2) 

3.3 Matchmaking Algorithm Description 

In our proposed QoS matchmaking algorithm, the draw-
backs in [6] and [7] such as subjectiveness and unfair-
ness are overcame through introducing evaluation 
mechanism of confidence of individual QoS attributes, 
i.e., fidelity factor for each attribute, which can improve 
the self-configuration capability for autonomic element. 

The basic idea of our algorithm is as follows: firstly, 
normalizing each attribute in QoS description to range 
[0,1] for each ASC in initial set; then fidelity of each 
attribute is considered to evaluate QoS overall perform-
ance for every ASC comprehensively and objectively; 
finally, an ASC whose total QoS value is maximal is 
picked out from all candidates.  

Concretely, suppose that there is a set of ASC pro-
viding a certain software function, i.e. PASC   
 1 2, ,..., npasc pasc pasc . By merging the quality vectors 
of all these candidates, a matrix  ,i j  
is built according with Definition 2, in which each row 
Qj corresponds to an ASC pasci while each column 
corresponds to a QoS attribute value. Let a matrix 

,1Q i Q ,1 5n j  

 4, ,1 ,1i jfid i n j   F  denote confidence fidelity 
of the first four QoS attributes for pasci. There are two 
phases as follows: 

1) Scaling phase.  
Some of the QoS attributes could be negative, i.e., the 

higher the value, the lower the quality, such as time, cost. 
Other QoS attributes are positive, i.e., the higher the 
value, the higher the quality, such as reliability, main-
tainability, and reputation. For negative attributes, val-
ues are scaled according to (3). For positive criteria, val-
ues are scaled according to (4). 

max
, max min

max min
,

max min

0
, 1,

1 0

j i j
j j

j ji j

j j

Q Q
if Q Q

Q QM j

if Q Q

 
 

 
  

2  (3) 
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min
, max min

max min
,

max min

, 0
, 3, 4,

1 0

i j j
j j

j ji j

j j

Q Q
if Q Q

Q QM

if Q Q

 
  

 
  

5j   (4) 

In the above equations, and are the maxi-
mal and minimal value of the jth QoS attribute, respec-
tively. Let ,i j  be normaliz-
ing matrix according to Q, where ,i j

max
jQ

,1

min
jQ

 5j ,1M i n M
M  denotes nor-

malizing value of the jth QoS attribute for ASC provider 
pasci. 

Proof. In scaling phase, the time complexity of getting 
normalizing matrix for all attributes is O(kn), where k is 
the number of attributes (constant), in this work, k=5. 
Then, weighting phase takes O(n). So, the worst time of 
algorithm is O(n). 

4. Simulation Results 

4.1 A Case Study 

A case study of our proposed matchmaking algorithm 
will be given for explaining the effect of our proposed 
algorithm. The following experiment method will be 
used to select the most satisfactory ASC. Suppose the 
initial providers have 10 ASCs, i.e., PASC   
 1 2 1, , ,pasc pasc pasc 0 . It means that these ten ASCs 
can provide the same or closely similar capabilities.  

2) Weighting phase. 
The following formula is used to calculate the overall 

quality score of ASC provider pasci. 

4

, , 5
1

( ) ( )i j i j i j i
j

qos pasc w M fid w M


     ,5

1

   (5) 
The QoS values of 10 ASCs are generated through the 

following simulation. Assume that there are 50 similar 
tasks (or ASC requests). For each request, we randomly 
delegate it to an ASC, pasci, from PASC, and randomly 
generate QoS attribute values and their fidelity values, 
denoting QoS value of pasci in this request. In these at-
tributes, t is randomly distributed between 70 and 100 ms; 
c is uniformly distributed [10, 100] $; rel, m, rep is ran-
domly generated in [0,1]. The fidelity for the first four 
attributes is in [0,1]. The QoS values of 10 ASCs for 50 
requests are shown in Table 1, where pn denotes pro-
vided ASC number of pasci for all requests. 

where, is the weight value of the jth QoS attribute, 

. End users express their prefer-

ences regarding QoS by providing values for the weight wj. 

jw

0 1w 
5

1

,j j
j

w




3.4 Algorithm Analysis 

Theorem 1. In worse case, the time complexity of our 
proposed algorithm is O(n), where n is the total number 
of ASC providers. 

 

Table 1. The QoS values of 10 ASCs for 50 request 

pasc pn QoS attribute value. (time, cost, reliability, maintainability, reputation) 

pasc1 4 
(81.364, 94.46, 0.069, 0.614, 0.575), (73.451, 35.37, 0.838, 0.042, 0.187), (71.636, 99.96, 0.304, 0.106, 
0.656), (99.294, 43.29, 0.384, 0.493, 0.011) 

pasc2 5 
(84.663, 23.28, 0.740, 0.456, 0.716), (79.636, 70.50, 0.746, 0.767, 0.616), (91.45, 26.392, 0.427, 0.235, 
0.245), (91.586, 92.89, 0.124, 0.888, 0.587), (73.615, 87.73, 0.738, 0.082, 0.804) 

pasc3 3 
(99.547, 94.69, 0.690, 0.593, 0.930), (90.360, 86.49, 0.422, 0.235, 0.356), (90.825, 22.23, 0.678, 0.784, 
0.763) 

pasc4 4 
(77.087, 90.03, 0.947, 0.393, 0.697), (74.888, 44.23, 0.978, 0.834, 0.624), (80.114, 12.45, 0.502, 0.948, 
0.990), (73.533, 35.89, 0.114, 0.325, 0.026) 

pasc5 9 

(82.862, 32.69, 0.708, 0.043, 0.986), (73.595, 59.18, 0.611, 0.816, 0.219), (97.835, 69.63, 0.150, 0.017, 
0.724), (91.110, 11.66, 0.540, 0.945, 0.221), (97.034, 54.32, 0.205, 0.832, 0.493), (93.738, 58.43, 0.659, 
0.478, 0.182), (70.386, 36.56, 0.674, 0.919, 0.364), (70.894, 60.31, 0.288, 0.810, 0.637), (98.963, 65.05, 
0.412, 0.013, 0.052) 

pasc6 4 
(73.856, 41.60, 0.411, 0.647, 0.385), (89.247, 25.84, 0.409, 0.542, 0.114), (87.707, 16.07, 0.649, 0.706, 
0.112), (88.005, 90.24, 0.991, 0.102, 0.045) 

pasc7 5 
(91.256, 34.28, 0.566, 0.295, 0.087), (91.973, 61.65, 0.708, 0.659, 0.263), (89.541, 24.46, 0.096, 0.515, 
0.247), (89.445, 27.47, 0.342, 0.484, 0.978), (85.628, 31.53, 0.692, 0.551, 0.706) 

pasc8 8 
(82.750, 60.07, 0.224, 0.790, 0.624), (97.355, 89.42, 0.283, 0.307, 0.567), (71.577, 88.84, 0.643, 0.443, 
0.804), (80.630, 51.27, 0.360, 0.116, 0.666), (97.848, 46.98, 0.243, 0.958, 0.529), (82.601, 50.14, 0.681, 
0.785, 0.296), (75.847, 14.88, 0.266, 0.178, 0.547), (87.174, 71.81, 0.983, 0.453, 0.635) 

pasc9 4 
(93.761, 60.72, 0.447, 0.177, 0.424), (75.342, 47.91, 0.730, 0.548, 0.783), (77.398, 70.89, 0.231, 0.295, 
0.638), (78.867, 40.35, 0.624, 0.599, 0.457) 

pasc10 4 
(88.814, 56.19, 0.883, 0.563, 0.029), (80.738, 64.78, 0.728, 0.648, 0.872), (75.470, 20.82, 0.637, 0.401, 
0.752), (72.877, 20.72, 0.305, 0.750, 0.601)               
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The QoS values in matrix Q and the confidence fidel-

ity matrix of the first four QoS attributes for ASC pasci 
are the mean value of the results produced by its pro-
vided software component number, respectively. The 
QoS values matrix Q, confidence fidelity matrix F, and 
normalizing matrix M are as follows. 
 

81.44, 68.27, 0.40, 0.31, 0.36

84.19, 60.16, 0.56, 0.49, 0.59

93.58, 67.80, 0.60, 0.54, 0.68

76.41, 45.65, 0.64, 0.62, 0.58

86.27, 49.76, 0.47, 0.54, 0.43

84.70, 43.44, 0.62, 0.50, 0.16

89.57, 35.88, 0.48

Q

, 0.50, 0.46

84.47, 59.18, 0.46, 0.50, 0.58

81.34, 54.97, 0.51, 0.40, 0.58

79.47, 40.63, 0.64, 0.59, 0.56

















       (6) 

0.34, 0.15, 0.41, 0.40

0.68, 0.47, 0.81, 0.36

0.54, 0.53, 0.41, 0.62

0.41, 0.76, 0.38, 0.26

0.51, 0.69, 0.43, 0.65

0.35, 0.30, 0.46, 0.48

0.60, 0.18, 0.66, 0.67

0.51, 0.42, 0.37, 0.46

0.42, 0.65, 0.50, 0.47

F

0.51, 0.65, 0.45, 0.47

 
 
 
 
 
 
 

 
 
 
 
 
 
  

             (7) 

0.71, 0.00, 0.00, 0.00, 0.37

0.55, 0.25, 0.65, 0.55, 0.83

0.00, 0.01, 0.83, 0.72, 1.00

1.00, 0.70, 0.99, 1.00, 0.81

0.43, 0.57, 0.31, 0.73, 0.51

0.52, 0.77, 0.90, 0.60, 0.00

0.23, 1.00, 0.34, 0.60, 0.56

0.

M

53, 0.28, 0.26, 0.61, 0.81

0.71, 0.41, 0.46, 0.29, 0.79

0.82, 0.85, 1.00, 0.89, 0.77


 
 


 
 
 
 
 
 
 
 
 


         (8) 

Suppose that weight values of each QoS attribute de-
fined by users are: w1=0.15, w2=0.2, w3=0.2, w4=0.15 
and w5=0.3. The overall quality scores of each ASC pro-
vider by using Formula (5) are shown in Table 2. 

It is easy to see from Table 1 that pasc10 has maximal 
QoS score among all ASCs, and this ASC will be se-
lected as optimal one with QoS performance. 

The matchmaking result ASCs and their normalizing 
matrix are shown in Table 3 by using traditional algo-
rithm, Zhang’s algorithm [6] and Jiang’s algorithm [7], 
respectively. 

In traditional matchmaking algorithm, the first ASC is 
usually selected as match result, i.e., pasc1. In Zhang’s 
algorithm, the track records concept is equivalent to the 
fifth QoS attribute in our algorithm, i.e., reputation. So, 
the result QoS scores of each agent are: -1, 1.33, 1.33, 
0.67, -1.33, -3.33, -1, 1.33, 0.67, 1. As a result, pasc2, or 
pasc3, or pasc8 with maximal value (1.33) will be se-
lected. Finally, Jiang’s algorithm will be compared with 
our proposed algorithm, and fidelity factor is not consid-
ered by Jiang’s algorithm. The overall QoS scores of 
each ASC by using their algorithm are: 0.218, 0.594, 
0.576, 0.880, 0.503, 0.501, 0.562, 0.521, 0.562, 0.858. 
Obviously, pasc4 (score is 0.880) is optimal ASC. 

We can see from normalizing matrix M in Table 2, 
QoS performance (0.82, 0.85, 1.00, 0.89, 0.77) of pasc10 
gives slightly worse than performance (1.00, 0.70, 0.99, 
1.00, 0.81) of pasc4. But, fidelity performance of QoS 
attributes of pasc10 (0.51, 0.65, 0.45, 0.47) is evidently 
better than that of pasc4 (0.41, 0.76, 0.38, 0.26). This 
phenomenon shows that some ASC providers usually 
claim their higher QoS attribute performance like pasc4, 
but if the confidence fidelity or users’ feeling degree is 
also considered when selecting ASC, the overall quality 
or performance for these ASCs is not necessarily optimal. 
This point accords with the practical situation on Internet, 
such as e-business, online shopping, in which, people 
have always compromised selection need software func-
tion between quality and users’ evaluation. Therefore, 
our proposed QoS matchmaking algorithm is effective 
and reasonable. 
 

Table 2. The QoS score for each ASC provider 

ASC overall QoS ASC overall QoS 

1 0.147 6 0.200 
2 0.463 7 0.332 
3 0.437 8 0.368 
4 0.525 9 0.402 
5 0.363 10 0.558 

 
Table 3. Results by using different algorithms 

Algorithm ASC QoS normalizing value 

Traditional Alg. 1 (0.71, 0.00, 0.00, 0.00, 0.37)

Zhang’s Alg. 
2 
3 
8 

(0.55, 0.25, 0.65, 0.55, 0.83)
(0.00, 0.01, 0.83, 0.72, 1.00)
(0.53, 0.28, 0.26, 0.61, 0.81)

Jiang’s Alg. 4 (1.00, 0.70, 0.99, 1.00, 0.81)

Our proposed Alg. 10 (0.82, 0.85, 1.00, 0.89, 0.77)
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4.2 Simulation Experiment 

To evaluate the impact of fidelity on the final match-
making results, we conduct the following simulations 
and compare the matchmaking results of our algorithm 
with Jiang’s algorithm. 

For the sake of simple, suppose that there are 10 initial 
ASCs. At each experiment, we randomly generate QoS 
attributes and fidelity values of each ASC according to 
the following strategy: t is randomly distributed between 
10 and 100 ms; c is uniformly distributed [70, 100] $; rel, 
m, rep is randomly generated in [0,1]. The fidelity for the 
first four attributes is in [0,1]. At each experiment point, 
we record average values M  of normalizing matrix M 
and average fidelity values F  of matrix F of selected 
ASC with highest score by using Jiang’s algorithm and 
our algorithm, respectively, i.e., 

5 4

, ,
1( ) , ( )
5 4

i j i j
j j 1

M fid

M i F i  
 

         (9) 

where, i is numbering of ASC with highest QoS per-
formance selected by using Jiang’s algorithm or our al-
gorithm. Let Qei(i) in Formula (10) denote QoS evalua-
tion index for current algorithm, in order to measure final 
QoS evaluation of selected ASC. The higher the Qei, the 
greater the comprehensive quality performance. In which, 

1  and 2  are evaluation weight for QoS attribute and 
fidelity factor. 

1 2( ) ( ) ( )eiQ i M i F i             (10) 

Simulations are divided into three groups for different 
weight values of the QoS attributes in Formula (5) con-
sidering different users’ quality preference. 

Group 1: , denoting un- 

biasedness;   
1 2 3 4 5 0.2w w w w w    

Group 2: , showing 

preference for t and c; 
1 2 3 4 50.35, 0.1w w w w w    

Group 3: 1 2 showing 
preference for other attributes.  

3 4 50.125, 0.25,w w w w w    

For each group, we run the experiments for different 
evaluation weights pair, i.e., 1  from 0.9 down to 0.1, 
while 2  from 0.1 up to 0.9. We record average value 
of QoS evaluation index for 100 times in each point. The 
simulation results are shown in Figure 1, Figure 2, and 
Figure 3, respectively. 

It can be seen from three figures that our algorithm 
gives higher QoS evaluation index performance than 
Jiang’s algorithm in most cases for every group. More-
over, we observe from all figures that the performance of 
our algorithm is more stable, and the performance of 

Jiang’s algorithm decreases as 1  decreases. This is 
because that Jiang’s algorithm depends too much upon 
QoS values themselves, whereas QoS values and users’ 
confidence fidelity are better compromised in our algo-
rithm. 
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Figure 1. QoS evaluation index vs weights for Group1 
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Figure 2. QoS evaluation index vs weights for Group2 
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Figure 3. QoS evaluation index vs weights for Group3 

Copyright © 2009 SciRes                                                                                 JSEA 



Autonomic Software Component QoS Matchmaking Algorithm Based on Fidelity 
Factor in Agent-Based Autonomic Computing System 

Copyright © 2009 SciRes                                                                                 JSEA 

109

To evaluate the effect of our proposed algorithm fur-
ther, we conduct the following simulations and compare 
the QoS evaluation index of our algorithm with Jiang’s 
algorithm, Traditional algorithm and Random algorithm. 
In traditional algorithm, the first ASC is selected as 
match result, i.e., pasc1. Random algorithm randomly 
selects ASC. The simulations are also divided into three 
groups for different weight values of the QoS attributes 
as above. In each group, we assume there are 50 similar 
tasks (or ASC requests) and 10 ASC providers. At each 
experiment point, we record final QoS evaluation of 

selected ASC by using four algorithms, respectively. 
The simulation results for three groups are shown in 

Figure 4, Figure 5, and Figure 6, respectively. 
It can be seen from above three figures that our algo-

rithm gives best QoS performance among compared four 
algorithms. In almost all experiment request point, the 
QoS evaluation index of selected optimal ASC by using 
our algorithm is higher than other three algorithms. The 
simulation results demonstrate better compromised se-
lection between quality and users’ evaluation in our al-
gorithm. 
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Figure 4. A comparison on QoS evaluation index of selected optimal ASC for Group1 
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Figure 5. A comparison on QoS evaluation index of selected optimal ASC for Group2 
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Figure 6. A comparison on QoS evaluation index of selected optimal ASC for Group3 



Autonomic Software Component QoS Matchmaking Algorithm Based on Fidelity 110 
Factor in Agent-Based Autonomic Computing System 

 
5. Conclusions 

In this paper, we discuss the autonomic software com-
ponent QoS matchmaking problem for autonomic ele-
ment, which has been taken as one of the most important 
issue in field of autonomic computing, especially in 
agent-based autonomic computing system. A QoS model 
for ASC is built, and on basis of which, an ASC QoS 
matchmaking algorithm based on fidelity factor is pro-
posed. Main work in this paper has following character-
istics: 

1) Our proposed QoS model for ASC is simple and 
effective, and it does not limit type, amount, and value of 
QoS attributes, which shows better scalability and flexi-
bility. 

2) During ASC matchmaking process, we introduce 
evaluation mechanism of confidence of individual QoS 
attributes, i.e., fidelity factor for each attribute, which 
can overcome drawbacks such as subjectiveness and 
unfairness, and improve the self-configuration capability 
for autonomic element.  

3) Simulation experiments demonstrate the effective 
and correction of our algorithm for matchmaking, and 
perform best performance in terms of QoS than other 
existing algorithms.  

4) Simulations show also that our algorithm has better 
compromise between attribute quality and users’ evalua-
tion when selecting ASC. Our proposed algorithm is 
suitable for many situations on Internet, such as 
e-business, online shopping, in which, people have al-
ways compromised selection need software function 
between quality and users’ evaluation. 
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ABSTRACT 

This paper studies the algorithms for coding and decoding Prufer codes of a labeled tree. The algorithms for coding 
and decoding Prufer codes of a labeled tree in the literatures require  time usually. Although there exist 

linear time algorithms for Prufer-like codes [1,2,3], the algorithms utilize the integer sorting algorithms. The special 
range of the integers to be sorted is utilized to obtain a linear time integer sorting algorithm. The Prufer code problem 
is reduced to integer sorting. In this paper we consider the Prufer code problem in a different angle and a more direct 
manner. We start from a naïve algorithm, then improved it gradually and finally we obtain a very practical linear time 
algorithm. The techniques we used in this paper are of interest in their own right.  

(O nlogn)

 
Keywords: Design of Algorithm, Labeled Trees, Prufer Codes, Integer Sorting

1. Introduction 

Labeled trees are of interest in practical and theoretical 
areas of computer science. For example, Ethernet has a 
unique path between terminal devices, thus being a tree: 
labeling the tree nodes is necessary to uniquely identify 
each device in the network. An interesting alternative to 
the usual representations of tree data structures in com-
puter memories is based on coding labeled trees by 
means of strings of node labels. This representation was 
first used in the proof of Cayley’s theorem [4] to show 
a one-to-one correspondence between free labeled trees 
on n nodes and strings of length n-2. In addition to this 
purely mathematical use, string-based coding of trees 
has many practical applications. For instance, they 
make it possible to generate random uniformly distrib-
uted trees and random connected graphs: the generation 
of a random string followed by the use of a fast decod-
ing algorithm is typically more efficient than random 
tree generation by the addition of edges, since in the 
latter case one must pay attention not to introduce cy-
cles. In addition, tree codes are employed in genetic 
algorithms, where chromosomes in the population are 
represented as strings of integers, and in heuristics for 
computing minimum spanning trees with additional 
constraints, e.g., on the number of leaves or on the di-
ameter of the tree itself. Not last, tree codes are used for 
data compression and for computing the tree and for-

est volumes of graphs. 
Let T be a labeled tree whose nodes are numbered 

from 0 to n-1. For some vertex v in T, the degree of v, 
denoted by d[v], is the number of edges incident to v. If 
d[v]=1, then v is called a leaf. According to Prufer’s 
proof, any sequence of n-2 numbers, each number in 
{0,1,…,n-1} can determine a unique labeled tree of n 
nodes. Such a number sequence is the Prufer code of a 
labeled tree. Algorithm A is the straightforward imple-
mentation of Prufer’s proof. 

Algorithm A 

Input: A labeled tree T of n nodes as a list of n-1 
edges. 

Output: c, the Prufer code of T. 
Method: 
Step 1. B←{0,1,…,n-1}. 
Step 2. For i ← 0 to n-3 do 
Step 2.1. x ← min{kB: k is a leaf }. 
Step 2.2. B←B-{x}. 
Step 2.3. Remove x and its incident edge (x, y) from T. 
Step 2.4. c[i]←y. 
Step 3. Return c. 

End of Algorithm 

For example, let the input labeled tree T be the graph 
depicted in Figure 1. After the Algorithm A terminates,  
c = [2,4,0,1,3,3] which is the Prufer code of T . 

*Supported by Natural Science Foundation of China under Grant No.
60172017 and Natural Science Foundation of Fujian under Grant No.
A0510008. 
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Figure 1. A labelled tree 
 

The algorithms for coding and decoding Prufer codes 
of a labeled tree in the literatures require  tim- 

e usually. As stated in [3], although the problem of pro-
ducing a Prufer code in linear time is an exercise in two 
books [5, 6], there exists no explicit publication of a so-
lution. In [3] an  time algorithm for generating a 

Prufer code from a labeled tree was described, but the 
 time algorithm utilized the integer sorting algo-

rithms. The special range of the integers to be sorted was 
utilized to obtain a linear time integer sorting algorithm. 
The Prufer code problem is reduced to integer sorting. In 
this paper we consider the Prufer code problem in a dif-
ferent angle and present a very practical linear time algo-
rithm directly. The techniques we used in this paper are 
of interest in their own right. 

(O nlogn)

) )

) )

( )O n

( )O n

2. A Linear Time Algorithm for Coding 

The most time consuming step in Algorithm A is Step 2. 
The leaf elimination scheme of the Prufer code implicitly 
defines a root for the labeled tree T. Actually, it is easy 
to see that the last element in the code is n-1 which is the 
root of the labeled tree T. Given a list of n-1 edges, we 
can build the parent array f and the degree array d of the 
labeled tree T with only  preprocessing time, wh- 

ich allows checking and updating a node's degree in 
 time. With this preprocessing, the Step 2.3 of Alg- 

orithm A can be implemented in  time. Using a he- 

ap, the leaf with the smallest number can be found in 
 time. Hence, Step 2 takes  time to- 

tally. The time complexity of Algorithm A is also 
. 

( )O n

(1)O

(O nl

O nl

(1)O

ogn

( )ogn

(O nlogn

We can improve the algorithms further. An insight 
into the problem is that for the heap operations in the 
Step 2.1 of Algorithm A, there is a special kind of nodes 
that they are deleted from the heap immediately after 
they are inserted into the heap. This kind of nodes can be 
treated easily without heap operation. The remained heap 
operation can be replaced by a linear scan of the degree 
array d. Therefore the total time to find x in the Step 2.1 
is reduced to O(n). 

The linear time algorithm can be presented detailed as 
follows. 

Coding Algorithm: 
1: index ← x ← min{0≤k<n: d[k]=1} 
2: for i ← 0 to n-3 do 
3:   y ← f[x] 
4:   c[i] ← y 
5:   d[y] ← d[y]-1 
6:   if y<index and d[y]=1 then x ← y 
7:   else index ← x ← min{index<k<n: d[k]=1}

 
In the algorithm described above, d[v] is the degree of 

node v and f[v] is the parent node of the node v. The 
variable index is a cursor of degree array d. On line 6, 
when node y becomes a leaf and the label of y is less 
than the current cursor index, the node y must be the 
kind of nodes that are deleted from the heap immediately 
after they are inserted into the heap. In this case, the 
node y becomes the next node with minimal label. Oth-
erwise, on line 7 the cursor index moves to the next leaf 
node in the degree array d. The computing time of line 1 
and line 7 is , since the cursor index goes through 

the degree array d from left to right once. The remaining 
time is clearly , leading to complexity for 

the entire algorithm.  

( )O n

(O n) ( )O n

3. A Linear Time Algorithm for Decoding 

Decoding is to build the tree T corresponding to the 
given Prufer code c. As far as c is computed, each node 
label in it represents the parent of a leaf eliminated from 
T. Hence, in order to reconstruct T , it is sufficient to co- 
mpute the ordered sequence of labels of the eliminated 
leaves, say s: for each i {0,1,…,n-1}, the pair (c[i], s[i]) 
will thus be an edge in the tree.  

We first observe that the leaves of T are exactly those 
nodes that do not appear in the code, as they are not par-
ents of any node. Each internal node, say v, in general 
may appear in c more than once; each appearance corre-
sponds to the elimination of one of its children, and 
therefore to decreasing the degree of v by 1. After the 
rightmost occurrence in the code, v is clearly a leaf and 
thus becomes a candidate for being eliminated. Therefore, 
the times of a node v appears in c is exactly the degree of 
v minus 1. A linear scan of code array c can determine 
the degree array d.  

Using a heap, the leaf with the smallest number can be 
found in  time, leading an  time de- 
coding algorithm. Like the coding algorithm, we can 
improve the algorithms further. An insight into the prob-
lem is also that for the heap operations of the decoding 
algorithm, there is a special kind of nodes that they are 
deleted from the heap immediately after they are inserted 
into the heap. This kind of nodes can be treated easily 
without heap operation. The remained heap operation 
can be replaced by a linear scan of the degree array d. 

(O nlogn (O nlogn
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The linear time algorithm can be presented detailed as 
follows. 

 
Decoding Algorithm: 
1: index ← x ← min{0≤k<n: d[k]=1} 
2: for i ← 0 to n-2 do 
3:   y ← c[i] 
4:   add edge (x,y) to T 
5:   d[y] ← d[y]-1 
6:   if y<index and d[y]=1 then x ← y 
7:   else index ← x ← min{index<k<n: d[k]=1} 

 
Like the coding algorithm, the time required by the 

decoding is also . ( )O n

4. Examples 

We use the labeled tree T depicted in Figure 1 as an ex-
ample to demonstrate the algorithms for coding and de-
coding Prufer codes described above. The input of the 
labeled tree T is an edge list {0,1}{0,4}{1,3}{4,2}{3,6} 
{3,7}{2,5}. There are 8(n) nodes labeled 0,1,2,3,4,5,6,7 
and 7(n-1) edges. 

It is easy to see that the last element 7 is the root of the 
labeled tree T. For the given edge list, we can build the 
parent array f and the degree array d of the labeled tree T 
by a depth first search with only  time. ( )O n

With this two arrays, the Step 2.3 of Algorithm A can 
be implemented in  time. (1)O

For our linear time coding algorithm, we first go 
through the degree array d to find an index such that in-
dex=min{0≤k<n: d[k]=1}. It is clear that the index equals 
5 for the first time in our example as shown in Table 1. 
 

Table 1. The parent array f and the degree array d of T 

i 

 0 1 2 3 4 5 6 7 

f[i] 1 3 4 7 0 2 3 -1 

d[i] 2 2 2 3 2 1 1 1 

      
↑ 

index 
  

 
Table 2. After edge {2,5} is deleted 

i 

 0 1 2 3 4 [5] 6 7 

f[i] 1 3 4 7 0 2 3 -1

d[i] 2 2 1 3 2 1 1 1 

      
↑ 

index 
  

Table 3. After edge {4,2} is deleted 

i 

 0 1 [2] 3 4 [5] 6 7 

f[i] 1 3 4 7 0 2 3 -1

d[i] 2 2 1 3 1 1 1 1 

      
↑ 

index 
  

 
Table 4. After the edges {0,4}, {0,1} and {1,3} are deleted 

i 

 [0] [1] [2] 3 [4] [5] 6 7 

f[i] 1 3 4 7 0 2 3 -1

d[i] 1 1 1 2 1 1 1 1 

      
↑ 

index 
  

 
Table 5. After the edge {3,6} is deleted 

i 

 [0] [1] [2] 3 [4] [5] [6] 7 

f[i] 1 3 4 7 0 2 3 -1

d[i] 1 1 1 1 1 1 1 1 

       
↑ 

index
 

 
f[index]=f[5]=2 is the first value of the Prufer code c. 

The edge {2,5} is deleted and d[2] is decreased by 1 on 
line 5 of the coding algorithm. The status of the tree T 
now becomes Table 2. 

Follows the coding algorithm on line 6 the next node to 
be deleted is 2. The father node of 2 is node 4, the next 
value of the Prufer code c. The edge {4,2} is deleted and 
d[4] is decreased by 1 on line 5 of the coding algorithm. 
The status of the tree T now becomes Table 3. 

Similarly, in the next three steps we obtain the next 
three values 0,1 and 3 of the Prufer code c. The edges 
{0,4}, {0,1} and {1,3} are deleted accordingly. The Prufer 
code we have obtained up to now is (2,4,0,1,3). The status 
of the tree T now becomes Table 4. 

Look at the Table 4, the next node to be deleted is 6 
which is determined on line 7 of our coding algorithm. We 
do not scan the degree array d from the beginning. We 
scan the degree array d from index (5) to right and the 
index is moved to 6. This is a key point to see the algo-
rithm running in linear time. 

 The father node of 6 is node 3, the next value of the 
Prufer code c. The edge {3,6} is deleted and d[3] is de-
creased by 1 on line 5 of the coding algorithm. The status 
of the tree T now becomes Table 5. 
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Table 6. The initio status of the decoding algorithm 

i 

 0 1 2 3 4 5 6 7 

c[i] 2 4 0 1 3 3 7 -1

d[i] 2 2 2 3 2 1 1 1 

      
↑ 

index 
  

 
Table 7. After edge {2,5} is added 

i 

 0 1 2 3 4 [5] 6 7 

c[i] 2 4 0 1 3 3 7 -1 

d[i] 2 2 1 3 2 1 1 1 

      
↑ 

index 
  

 
Table 8. After edge {2,4} is added 

i 

 0 1 [2] 3 4 [5] 6 7 

c[i] 2 4 0 1 3 3 7 -1 

d[i] 2 2 1 3 1 1 1 1 

      
↑ 

index 
  

 
We now have the n-2 values of the Prufer code 

(2,4,0,1,3,3). The algorithm terminates. 
Using the same labeled tree T depicted in Figure 1 as 

an example we can demonstrate the algorithm for de-
coding Prufer codes as follows.  

The input of the decoding algorithm is the Prufer code 
c of the tree T. In our example the Prufer code of the tree 
T is (2,4,0,1,3,3). We fist noted that the times of a node v 
appears in the Prufer code c is exactly the degree of v 
minus 1. A linear scan of code array c can determine the 
degree array d as shown in Table 6. 

For our linear time decoding algorithm, we first go 
through the degree array d to find an index such that in-
dex=min{0≤k<n:d[k]=1}. It is clear that the index equals 
5 for the first time in our example as shown in Table 6 
which is the first leaf node deleted in the coding algo-
rithm. 

c[0]=2 is the other node label of the edge to be added. 
The edge {2,5} is added and d[2] is decreased by 1 on 
line 5 of the decoding algorithm. The status of the tree T 
now becomes Table 7. 

Follows the decoding algorithm on line 6 the next 
node to be added is 2. c[1]=4 is the other node label of 
the edge to be added. The edge {2,4} is added and d[4] is 

decreased by 1 on line 5 of the decoding algorithm. The 
status of the tree T now becomes Table 8. 

Similarly, in the next three steps we obtain the next 
three edges {0,4}, {0,1} and {1,3}. The status of the tree 
T now becomes Table 9. 

Look at the Table 9. The next node to be added is 6 
which is determined on line 7 of our decoding algorithm. 
We do not scan the degree array d from the beginning. 
We scan the degree array d from index (5) to right and 
the index is moved to 6. This is a key point to see the 
decoding algorithm running in linear time. 

 The other node label of the edge to be added is 
c[5]=3. The edge {3,6} is added and d[3] is decreased by 
1 on line 5 of the decoding algorithm. The status of the 
tree T now becomes Table 10. 

Follows the decoding algorithm on line 6 the next 
node to be added is 3. c[6]=7 is the other node label of 
the edge to be added. The edge {3,7} is added. We now 
have the n-1 edges of the tree T. The decoding algorithm 
terminates. 

5. Conclusions 

Prufer codes for labeled trees have many practical appli-
cations. The algorithms for coding and decoding Prufer 
codes of a labeled tree are of interest in practical and 
theoretical areas of computer science. The existing linear 
time algorithms for Prufer-like codes utilized the integer 
sorting algorithms. The special range of the integers to 
be sorted is utilized to obtain a linear time integer sorting 
algorithm. The optimal algorithms for coding and de-
coding Prufer codes presented in this paper are very 
practical linear time algorithms. The techniques used in 
these algorithms are of interest in their own right. 
 

Table 9. After the edges {0,4}, {0,1} and {1,3} are added 

i 

 [0] [1] [2] 3 [4] [5] 6 7 

c[i] 2 4 0 1 3 3 7 -1 

d[i] 1 1 1 2 1 1 1 1 

      
↑ 

index 
  

 
Table 10. After the edge {3,6} is added 

i 

 [0] [1] [2] 3 [4] [5] [6] 7 

c[i] 2 4 0 1 3 3 7 -1 

d[i] 1 1 1 1 1 1 1 1 

      
↑ 

index 
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ABSTRACT 

Currently the development of automatic control system is mainly based on manual design. This has made the develop-
ment process complicated and has made it difficult to guarantee system requirement. This paper presents a Model in-
terpretation development architecture built on meta-models and model interpretation. In this modeling and developing 
process, different meta-models or domain models may be constructed in terms of various system requirements. Inter-
preters are used to transform the meta-model into relevant domain model and generate some other formats from do-
main models, typically with different semantic domains. An interpretation extension interface is introduced, which can 
be accelerated to develop the model interpreter. This development architecture can improve system reusability and en-
hance development efficiency. Finally, an example is introduced to explain the advantage of method.  
 
Keywords: Meta-Model, Model Interpretation, Model-Based Design

1. Introduction 

Developing embedded automatic control software is a 
complicated and time-consuming task nowadays. The 
growing complication of building and validating soft-
ware is a challenge for developers of the embedded 
software application. The traditional development method 
based on manual coding is time consuming. Software 
developers and domain engineers are often from differ-
ent fields, and the communication between them is dif-
ficult. For acquiring relevant requirement and function, 
software developer must learn special domain knowledge. 
However, the requirement may be change during the 
development process, which will prolong the develop-
ment cycle. In addition, the development of software and 
hardware is separated, and it is hard to guarantee 
real-time interaction and verification at target platforms. 
In order to develop Automatic control software effec-
tively, we must reach two goals: firstly, entire software is 
developed by different domain developer. Secondly, 
software reusability of automatic control software should 
be considered. 

In the order to solve the problems caused by the tradi-
tional approach, the paper presents a method based on 
model interpretation development for the automatic con-
trol system. The meta-model created by modeling tool is 
considered as domain-specific modeling language through 
meta-model interpretation. It is a generic model that can 

be used to customize application models. Then, it can 
analyze the domain model and configure parameters and 
required information. Model interpreter generates output 
artifacts from domain models, such as code and config-
urable files. Using theses artifacts together, it can im-
plement embedded automatic control software applica-
tion development. In comparison to the traditional ap-
proach, it will shorten the cycle of development, reduce 
the cost of product development and improve the reus-
ability of software components. 

2. Model Interpretation Developments for 
Automatic Control Systems  

2.1 Overview of Development Architecture 

Model Driven Architecture (MDA) [1] is a model-based 
software modeling approach introduced by Object Man-
ager Group (OMG). MDA contains two different models: 
Platform-Independent Model (PIM) and Platform-Specific 
Model (PSM), and it emphasizes the mapping relation-
ship between them. Model Integrated Computing (MIC) 
[2] is also a modeling framework for the embedded sys-
tem, which is based on models and generation. But this 
method is not suitable for certain domains, especially for 
automatic control systems. 

mailto:wugh@hdu.edu.cn
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Figure 1. Model interpretation development architecture 
 

Model interpretation development is a technology that 
is well conformable for the rapid design and implemen-
tation of a system. Model interpretation development 
employs domain-specific models to represent system 
software, its environment, and their relationship. Model 
interpretation development have two cores: First, it ex-
tends the scope and purpose of modeling in system, and 
improves the functions of model interpretation through-
out the entire development of system process, i.e., design, 
verification, emulation, code generation. As a result, it 
can develop the system driven by model. Second, it 
adopts the domain-oriented concept to analyze com-
monness and variety character of the domain system, 
establishing the meta-model and the domain model to-
wards this domain so that it can support uniform devel-
opment process. This method provides three functions. 1) 
It provides the development idea and tools for do-
main-specific and creating modeling language familiarly 
for domain experts. It will be customized quickly based 
on actual requirement for experts. 2) It separates the 
module applicable to the embedded automatic control 
system from multi-aspects design hierarchy. 3) It can 
relate model paradigm to related format models auto-
matically in hardware-independent platforms, thus short-
ening the period of software development. 

The advantage to using model interpretation develop-
ment is the ability to analyze and design a complex sys-
tem or software at a high level of abstraction and to con-
struct the extension interface to facilitate the design of 
the model interpretation. Figure 1 shows the architecture 
of development. The developer collects the related do-
main information from information libraries and con-
structs the meta-model of needed domain using existing 
modeling tools. This is the first step. The developer cus-
tomizes the paradigm of meta-model, the paradigm de-
fines the entities and associations in the given domain. 
Related models are assembled into classes. Each class 
has its own model hierarchy. Paradigm has a fixed set of 
class. Then, they can design the domain model employ-

ing meta-model interpreter, transform these models into 
essential code, configurable files and verification infor-
mation documentation using model generator engines, 
i.e., model interpreter. For example, this model generator 
engine can translate GME [3] models into UPPAAL [4] 
models and these models can be simulated in UPPAAL 
model, Finally, output information documentation or 
artifacts deploy some component libraries to synthesize 
the software or documents customer want to use con-
veniently. 

2.2 Creation of Meta-Model 

Developer can construct any of meta-model in a domain 
employing the meta-modeling language, e.g., meta-model 
in vehicle, or navigation. Meta-model layer is the foun-
dational and core layer in the implementation of do-
main-specific environment. Figure 2 shows the meta- 
model paradigm created by GME [5]. In this figure, the 
root model is the Compound <<Model>>. This com-
pound contains ProcessingNode <<Model>>, which 
means that it has all of the properties from the Process-
ingNode. In the meantime, the Compound and the Primi-
tive are inherited from ProcessingNode which contains 
Signal <<Atom>>. The signal genrates two types of node: 
Inputsignal <<Atom>> and Outputsignal <<Atom>>. 
The two types of node represent input and output of sig-
nal respectively. The input and output are connected by 
Transmission <<Connection>>.  

This figure also presents a relationship of state transi-
tion. The State <<Model>> has its own models and con-
tains two types of node: Initstate <<Atom>> and Final-
State <<Atom>>, which are represented by InitState and 
FinalState respectively and are associates with each other 
by Transition <<Connention>>. There is a special node 
called StateNode <<Model>>. It is inherited from Primi-
tive and State and has all of the properties from the 
ProcessingNode and State. StateNode has a SignalMap 
<<Connection>>. This means that Signal can connect 
with State. This diagram denotes that state can transform 
into another state by invoking the correlative signal of 
sensor in the real environment. 

2.3 Domain Model Design 

The designer of domain model should be familiar with 
this domain and it’s essential consideration that develop-
ers communicate with domain experts in time. 

Domain models are used to represent the strategy to be 
implemented by the run-time system. Many different 
types of models may be used to represent different 
automatic control systems. Initially, we have chosen to 
focus on an improved hierarchical model structure nota-
tion and to give domain models for a system as under-
standable components with well-defined interfaces. The 
“signal” that forms these components permits data to be 
exchanged between components. The signal flow defines 
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Figure 2. Screenshot of the resource meta-model created using GME 
 

eral, it is not obvious how it can be implemented [7]. the order of processing for an application. Each compo-
nent in the signal and state flow graph receives data from 
other components, performs some data exchange, and 
then outputs new data to other system components. 

The model interpreter is usually implemented in three 
ways [8].  

1) Direct implementation. The generator acts on the 
mapping between abstract syntax of input model and 
abstract syntax of the target model. The structure of input 
tree is the data structure that corresponds to the output 
tree of compilers, and the structure of target tree corre-
sponds to the output tree of compilers. Naturally, in the 
simplest of cases, the output artifacts can be directly 
generated from the input tree. 

2.4 Model Interpretation 

Model interpreters [6] i.e. model generators play a cru-
cial key in model interpretation development. They act 
on the transformation engine in software development. 

Model interpreters are used to transform the informa-
tion captured in the models into the artifacts required by 
the chosen analysis tools or run-time system. Model 
generators have two functions: 

 

 

1) To transform models into the input file and infor-
mation of analysis tools or to transform the analysis re-
sults back into the modeling language. 

2) To transform models into needed code, static data 
structure, and configuration files, etc. These can form the 
executable software system running on some integration 
platforms (OS, component integration framework, etc.). 
Figure 3 shows the relationship between models and gen-
erators. 

The model interpretation process is somewhat similar 
to the back-end of compilers. The models capture infor-
mation in a structured form, typically in the form of hi-
erarchically organized objects. This graph of objects may 
be traversed, perhaps transformed, and used to generated 
output. While the process is very easy to describe in gen- Figure 3. Relationship between models and generators 
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2) Visitor –based approach  
A visitor object implements the actions to be per-

formed all sorts of nodes in the input tree, while the tree 
nodes receive the visitor object and call the appropriate, 
special node operation on it. The visitor pattern allows 
the concise and scalable implementation of generators, 
both for the translation and the output phase. Generators 
using this approach are very simple, understandable and 
have successfully applied in different modeling envi-
ronment. 

3) Meta-generators. A better technique would allow 
the mathematically precise definition of the generator’s 
internal operation and the code generation of the genera-
tor from correlation model. 

Although the pattern-based approach is better than di-
rect implementation, essentially speaking, it belongs to 
the category of direct implementation. Based on meta- 
generator approach, the mechanism of internal inter-
preter can be abstracted, which can be more structured in 
development. Common parts of interpreter can be gener-
ated automatically by meta-generator; developers can 
focus on the mapping between input and output data. 

A generator can be created in terms of a graph tra-
versal which describes in what order the nodes of the 
input tree should be visited. Additionally, a set of trans-
formation rules should be added. Acquiring data struc-
ture and traversing input tree of models is a significant 
process for the development of model interpreter.  

In order to be more effective, we use interpretation 
extension interface (IEI) to improve the effectiveness of 
developing interpreter. Interpretation extension interface 
extracts most of the functions. Configuration and analy-
sis of the functions are time-consuming. The interface 
provides the extensibility to conform with both do-
main-specific modeling simulations or analyses and do-
main-independent traversal, code framework generation 
or graph transformation [9,10]. Such a structure based on 
the method of meta-generator must encapsulate functions 
or algorithms that are useful in a wide variety of univer-
sal environments. However, an IEI is not just a set of 
functions. Rather, in the way of predefined pattern, it is a 
flexible component that can be extended and enhanced 
based on design requirement. 

Common basic parts of domain-independent structures 
depend on which types the IEI can operate or select. 
Domain-specific functions or detailed implementations 
are completed by interpretation extension interface. An 
IEI can be constructed that utilizes unified interface 
specifications. 

Interpretation extension interface enables a designer to 
implement the skeleton of domain-specific model inter-
preter. The different functions of implementation are 
abstracted by a categorized common interface. The input 
models required by a given analytic domain can be de-
termined by selecting the type of the implementation of 

an IEI and extracted the information (e.g., traversal, code 
framework, graph transformation) from the model using 
the APIs which provides by the modeling tools. The en-
capsulated algorithms or functions are invoked at spe-
cific times during the interpretation process, under such a 
condition that the traversal information, generated code 
will be invocated when various assigned events occur 
during an actual interpreter run. Figure 4 shows high- 
level design of the interpretation extension interface. 

IEI can provide extended interface to the developer of 
interpreter so that they can be convenient to design the 
appropriate interpretation for software development or 
model analysis. Furthermore, GME offers interface 
based on the component object model (COM) technol-
ogy, which can facilitate for developer dependent on the 
IEI to design and construct model interpreter rapidly. 
Figure 5 shows development of GME interpreter hierar-
chy. 
 

 
Figure 4. High-level design of the interpretation extension 
interface 

 

 
Figure 5. Visiting GME interpreter interface hierarchy 
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3. Case Study  

Using the approach discussed above, a simple example 
of Washer model graph illustrates the interpretation ca-
pability of model design. Figure 6 is a screen shot of 
Washer model graph. It illustrates the domain models 
built in the graphical user interface of GME. 

According to the meta-model defined above, an im-
plementation model has been created by GME. These 
implementation models define and design the structure 
of system components and the associations between 
them. 

The example contains six states and signals. The sig-
nals are a source actor denoted as “sensor” and the states 
are a sink denoted as “Actuator”. 

Each signal model will send one signal to inform the 
state model to change its action so that Washer can 
switch to the next step to execute the operation. Figure 7 
illustrates a sample output code after executing the inter-
pretation extension interface in the model paradigm 
about this example model. Model interpreter will parse 
the required parameters or information from the resource 
 

 
Figure 6. Screenshot of Washer model graph application 

 

 
Figure 7. Screenshot of output code from generator 

model of component and configure the simulator [11]. 
The C files specified as part of the application model, 
also can be compiled with the compiler of plat-
form-independent.  The simulation results can be veri-
fied degree of satisfaction of the performance. 

The configuration file also can be output, and then the 
generated code and configuration file are read and parsed 
by the runtime platform. The runtime platform configures 
system requirements and other data structures based on 
this configuration file and code file. For the sake of sim-
plicity, executed functions are given in code in Figure 7. 

Finally, the generated C code would be checked by the 
compiler during compilation on the runtime platform. 
The generated code is compiled, linked and synthesized. 
The developer will develop software artifacts by using 
the C code. 

4. Conclusions and Future Work 

This paper presents model interpretation development 
architecture for the automatic control system and uses a 
tool chain to support the convenient and rapid develop-
ment. The case study has shown that this method can 
improve system reusability, reduce the cost of products, 
and gain the expected effect. 

In the future, we should do the following work. 1) 
Domain meta-model needs to be more effective. We 
should design more understanding models in this domain, 
communicating with domain experts for accumulating 
experience. 2) Model interpretation extension interface 
needs to enhance the functionality of resources traversal, 
code generation and model transformation. We will pro-
vide broad coverage of the analysis techniques present in 
the software architecture. This is the core work in our 
research. 3) A research tool kit should be emulated, veri-
fied, tested and analyzed in the development of auto-
matic control system so that it can integrate more related 
tools to support automatic assemblage. This is an oner-
ous task. 
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ABSTRACT 

Query translation mining is a key technique in cross-language information retrieval and machine translation knowl-
edge acquisition. For better performance, the queries are classified into transliterated words and non-transliterated 
words based on transliterated word identification model, and are further channeled to different mining processes. This 
paper is a pilot study on query classification for better translation mining performance, which is based on supervised 
classification and linguistic heuristics. The person name identification gets a precision of over 97%. Transliterated 
word translation mining shows satisfactory performance. 
 
Keywords: Transliteration, Query Classification, Supervised Learning, Translation Mining

1. Introduction 

For both cross-language information retrieval and ma-
chine translation knowledge acquisition, translation 
mining for out-of-vocabulary words is an important 
module which can help translate named-entities, organi-
zation and location names, book and movie titles, tech-
nical terms, and newly-coined words that are not in-
cluded in the dictionary. 

The web is a rich mineral for translation mining based 
on co-occurrence statistics. Related researches [1,2,3] 
use web search engines to get the web snippets for trans-
lation and query co-occurrence. Researches [4,5] make 
study on how to obtain the effective web pages that in-
clude both the query and the translation. Besides the 
co-occurrence statistics, natural language processing 
techniques such as word alignment is also utilized in 
recent research work. This paper is a further endeavor to 
query classification for higher translation mining accu-
racy. 

In past researches, all query terms go through the same 
process for translation mining, which omits the differ-
ence between transliterated words and non-transliterated 
words. But in fact, general words such as “翻译模型” 
(translation model) and transliterated words such as “巴拉

克·胡赛因·奥巴马” (Barack Hussein Obama) should fol-
low some different mining channels so that the results 
can achieve higher accuracy. This paper makes an en-
deavor to an automatic query classification method so 

that transliterated words can be separated from general 
query terms. 

In present researches on query translation mining, 
transliterated words are not separated from non-translit-
erated words. This method leads to a compromised solu-
tion in the modeling. [1,6] propose a solution applicable 
to both transliterated and non-transliterated words, which 
improved the performance on the whole, but lowered the 
performance for specialized words. 

In transliteration study, [6,7,8] select the most prob-
able translation from series of candidate transliterations. 
Other transliteration models include [9,10]. Because it’s 
not feasible to identify whether the word is transliterated 
or not, the work cannot be combined in natural language 
processing systems up to now. 

A method is proposed in this paper to decide whether 
the query word is a transliterated word or not, which 
utilizes a unigram-based transliteration statistics plus 
some heuristic rules. The experiment shows a precision 
over 97%. 

The next section of the paper describes the unigram- 
based transliteration identification modeling based on a 
supervised-learning process. The second section de-
scribes the experimental results and analysis of the solu-
tion. The last section concludes the method and describes 
future works in the field. 
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2. A Unigram-Based Transliteration Identifi-
cation Model 

From observation, we can see that the wording of the 
Chinese transliterated words follows some academic 
traditions and has good characteristics for statistical 
study and supervised learning. Two models are proposed 
from two perspectives and then integrated for better per-
formance on transliterated word identification. 

2.1 Transliteration Features of Chinese Characters 

Followed are some related concepts for further modeling 
of the transliteration identification. 

Definition 1. Transliteration characters. The Chinese 
characters that are used in transliterations are called 
transliteration characters. A national standard for name 
transliteration exists in China as in [11], which specifies 
the rules for character selection in name transliteration.  

For example, the character “斯” is a transliteration cha- 
racter. While another character, “撕”, is not seen in trans-
literated words, so it’s not a transliteration character. 

Definition 2. Transliteration probability of a Chinese 
character. The transliteration probability of a character 
refers to the probability that the character occurs in 
transliteration words. The definition is as follows: 

( )
the number of c in transliterated words

TP c
the number of all the transliterated character

  

(1) 

where, c is a Chinese character. For example, the char-
acter “斯” has been seen in transliterated words n1 times 
in the running corpus, and the number of transliterated 

characters is n2 in the corpus. So 1

2

n
TP

n
( )=斯 . We use 

the person name corpus as the training corpus in our ex-
periment. 

Based on the above definitions, two models to identify 
the transliteration words are proposed in the next section. 

2.2 Models and the Algorithm for Translitera-  
tion Word Identification 

Model 1: Counting the number of transliteration char- 
acters. Compare the transliterated words like “斯坦福” 
(Stanford), “克林顿” (Clinton), with non-transliterated 
words like “星期天” (Sunday), “出版社” (press), we can 
see that some Chinese characters are frequently seen in 
transliterated words, e.g. “克” and “斯”, which are c- 
alled transliteration characters. The word “斯坦福” (St- 
anford) contains 3 transliteration characters, while the 
word “星期天” (Sunday) contains no transliteration char-
acters. Based on this observation, the first transliteration 
word identification model is proposed based on the per-

centage of transliteration characters in the word, as fol-
lows: 

number of transliteration characters in the word 
PTC( )=

number of characters in the word 

w
w

w
 

(2) 

Based on supervised learning decision, when the PTC (w) 
is above a threshold, we can decide that the word is a 
transliterated word. An empirical threshold 1  in the 
following experiment is set at 50.001%. 

Model 2: Averaging the transliteration probability 
of characters. A second model is built based on the av-
erage of transliteration probability of all characters in the 
given Chinese word, defined as follows: 

( )

TC( )= i

i
for all characters c in w

TP c

A w
number of characters in w


      (3) 

The definition of TP(ci) is given in Equation (1). Simi-
larly, there exists a threshold 2  for ATC(w) to decide 
whether the word is a transliteration or not. The value of 
the threshold 2  is decided by experiments through 
training, which is 3e-5 in the following experiment. 

Linguistic heuristics: According to observation, some 
heuristics are applied to enhance the overall performance 
on basis of combing the two models. The first heuristic is 
that if the word contains only 1 or 2 characters, Model 1 
should be used. For example, the word “卓娅” contains 2 
characters, and we should used model. 

If the word contains more than 2 characters, use 
Model 1 first. If Model 1 returns true, then w is a trans-
literated word. If Model 1 returns false, use Model 2 to 
make a second identification. 

Based on the two models above and the observations, 
the transliteration word identification process is proposed 
as follows: 

 
 
 
 
 
 
 
 
 
 

 

           ELSE IF 1( )PTC w  , 

THEN use model 2 secondly 
        IF 2( )ATC w  , RETURN TRUE 

        ELSE RETURN FALSE. 
END PROCEDURE 

PROCEDURE: Transliteration word identification 
BEGIN PROCEDURE 
IF the length of the word w is less than 2 

THEN use model 1, 
IF 

1
( )PTC w  , RETURN TRUE 

            ELSE RETURN FALSE 
ELSE IF the length of word w is more than 2 

THEN use model 1 first, 
IF 1( )PTC w  , RETURN TRUE
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3. Query Translation Mining from Search 
Engine Snippets 

Taking translation mining system flow is as follows: 
First, the source Chinese query is sent to a search engine 
to retrieve Chinese documents. Second, the relevant to- 
pic words, which are hint words for the subject or topic 
of the query, are extracted from the returned snippets. 
Third, the source query together with the translations of 
the topic words are sent to search engine again to obtain 
relevant bilingual web snippets. The next step is extract-
ing valid terms from the returned bilingual snippets and 
the final step is ranking the candidate terms to get the 
final translation(s). 

Briefly, this system consists of three main parts: 
1) Bilingual snippets collection. Retrieve the bilingual 

snippets that contain the source term in Chinese and 
translation in English from a search engine and down- 
load as the bilingual resource. Effective techniques to 
obtain higher relevant snippets are the basis of transla-
tion extraction. 

2) Candidate term extraction. Extract valid lexical un- 
its and multi-lexical units from the returned snippet set in 
Step 1. It is not a straightforward work. Firstly, Chinese 
texts have no spaces between characters and one snippet 
with 2 or 3 sentences usually is relatively small com-
pared to authoritative corpora. Secondly, the snippets 
generally contain OOV terms. Thus term extraction from 
returned snippets needs specific technical study. 

3) Appropriate translation selection. Rank and sort out 
candidate translations generated in Step 2. The candidate 
set may be very large, so the most proper translations 
should be selected from this set. 

3.1 Transliteration Model 

Proper names, such as person names, place names, etc., 
compose a large part of OOV terms. Many proper names 
are translated based on phonetic pronunciations, which 
we call transliteration. There has been some related work 
on extracting term translations based on transliteration 
techniques as in [6,12,13,14,15]. They converted an Eng-
lish name into a phonetic representation, and then trans-
formed the representation sequence into Chinese pin-yin 
(phonetic sequence) symbols. At last, they translated the 
pin-yin sequence to a Chinese character sequence. Our 
transliteration model differs in two aspects. First, the 
problem is a sort of matching problem. We already have 
the Chinese candidates and thus do not need to generate 
the Chinese transliterations. The other difference is, to 
avoid the double errors from English phonetic represen-
tation to pin-yin and from pin-yin to characters, we use a 
similar idea as in [16,17] to segment an English name 
into a sequence of syllables, compute the probability 

between an English syllable and a Chinese character to 
estimate the possibility. The aim is computing the pho-
netic similarity for selecting the right translation. First of 
all, we segment the English term into a sequence of syl-
lables based on heuristic rules and then compute the 
transliteration cost use the following equation. 

( , )
( , )

( , )

P s t
Trl s t

D s t
              (4) 

where P(s,t) is the co-occurrence probability of s and t 
which is defined as: 

min( , )

1
1

( , ) (1 ) ( , )
m n

i i
i

P s t prob e c


        (5) 

where 1  is the smoothing weight.  is the 

probability between an English syllable ei and a Chinese 
character ci and is computed based dynamic program-
ming from the training corpus contains 37665 proper 
name pairs. D(s,t) is the number of syllable difference 
between an English term s and a Chinese candidate t, 
which is defined as: 

( , )i iprob e c

( , ) | |D s t m n               (6) 

Here   is a decaying parameter, m is the total num-
ber of English term syllables and n is the total number of 
Chinese characters. 

In order to improve incorrect transliteration mapping 
between English syllables and Chinese characters, we 
combine the forward mapping and backward mapping. 
The final transliteration cost is defined as: 

( , ) ( , )
( , )

2
F BTrl s t Trl s t

Trl s t


        (7) 

where  is the forward transliteration value and 

is the backward transliteration value. 

( , )FTrl s t

)t( ,BTrl s

4. The Experiment Setup and Result Analysis 

Experiments are carried out on transliterated word iden-
tification and translation mining. The experiment data 
and setup is described in this section. And an experiment 
result analysis is made for further study and its applica-
tion in query translation mining process. 
 
4.1 Experiment on Transliterated Word Identi-

fication 

The person name dictionary published by the Xinhua 
News Agency is used as the training corpus, which con-
tains 37669 person names by transliteration. There are 
119329 Chinese characters in the corpus, and 376 dif-
ferent characters.  
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At last, the transliteration word identification process 
is applied based on Model 1, Model 2 and the combina-
tion. The performance of the process on the test corpus is 
shown in the table followed. 

To test the performance, another different dictionary is 
used as the test corpus, which contains 106191 translit-
erated person names.  

Because all the words in the dictionaries are person 
names, some non-transliterated words from a common 
verbal dictionary are mixed into the test corpus, which 
contains 12205 items.  

4.2 Experiment on Translation Mining from 
Search Engine Snippets 

100 person names are selected randomly from a foreign 
name dictionary as the test suite. The top N coverage rate, 
which refers to the ratio of the names whose correct 
translation is included in the top N mining results, is 
evaluated. The experiment result is shown in Table 2. 

The transliteration probability of each character to be 
part of a transliteration word is first calculated based on 
the person names from the Xinhua News agency. For 
each Chinese character t, if it is not in the person name 
dictionary, the transliteration probability is zero. Or the 
probability can be calculated based on the following 
equation, 

Based on the result above, a comparison of the trans-
lation mining is compared with the famous BabelFish 
translation system. The result is as in Table 3. 

( )
( )

119329

c t
TP w            (8) False results are underlined in the table. The result 

shows that our system outperforms BabelFish in translit-
erated word translation. Result analysis shows that trans-
literation characters feature is a good feature for translit-
erated word identification, which can serve as a basis for 
transliteration word identification. The precision of trans-
literated word identification becomes low when the pre-
cision of non-transliterated word become high. That is 
because we choose some characters that distinguish be-
tween transliterated word and non-transliterated word as 
transliterated characters. Our approach has failed when 
we encounter the word such as “巧克力” (chocolate). 
These words are not transliterated by using standard 
transliterated characters. 

In which, count(t) is the count of times that the char-
acter t occurs in the person name dictionary. 119329 is 
the total number of Chinese characters in the person 
names dictionary. 

Then, the Model 2 is utilized to calculate the average 
character probability of each word in the person name 
dictionary. The minimum value of the probability is set 
as the threshold value 2 . Here precision is calculated 
for evaluation as following. 

#

#

of correctly classified words
precision

of words for classification
    (9) 

 
Table 1. Transliterated and non-transliterated word identification performance 

Model classification Sum # words classified true # words classified false Precision

Transliterated word 106191 104197 1994 98.122%
Model 1 

non-transliterated words 12205 280 11925 97.706%

Transliterated word 106191 105939 252 99.763%
Model 2 

non-transliterated words 12205 1585 10620 87.014%

Transliterated word 106191 104574 1617 98.477%
Model 1& model 2 combined 

non-transliterated words 12205 340 11865 97.212%
 
 

Table 2. Top N inclusion rates of the name translation mining from different number of snippets 

# returned snippets Model Top1 Top3 Top5 Top10 

Transliteration 52.1% 68.9% 72.5% 78.3% 
50 

+ frequency and distance 58.1% 77.5% 80.6% 89.1% 

Transliteration 54.3% 71% 76.8% 81% 
100 

+ frequency and distance 73.6% 87.6% 89.1% 94.6% 

Transliteration 54.4% 70.7% 76.8% 80.8% 
150 

+ frequency and distance 73.6 82.2% 87.6% 91.5% 
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Table 3. Comparison of translation mining and machine translation of person names 

NO. Name Mined transliteration BabelFish machine translation  

1 格兰芬多 GRYFFINDOR the standard sweet orchid smell are many 

2 斯莱特林 Slytherin Slye tring 

3 拉文克劳 revenclaw Lavin crowe 

4 赫奇帕奇 HUFFLEPUFF Hetch Patch 

5 韦斯莱 George Weasley Wei slye 

6 格兰杰 granger Grainger 

7 阿不思 albus Arab league does not think 

8 吉德罗 Dumbledore Lucky Deluo 

9 克林顿 Clinton Clinton 

10 布什 Bush Bush 

 

5. Conclusions 

Translation mining is a key process for lexicon acquisi-
tion in cross-language information retrieval, machine 
translation, etc. For better translation mining perform-
ance, a supervised transliteration person name identifica-
tion process is introduced, which helps classify the types 
of query lexicon. Concepts of transliteration characters 
and transliteration probability of a character are proposed. 
Based on the two concepts, two models to identify a 
transliteration person name are proposed for a supervised 
classification algorithm. Experiment results show that 
our method is highly effective. 
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ABSTRACT 

Object oriented techniques make applications substantially easier to build by providing a high-level platform for appli-
cation development. There have been a large number of projects based on the Distributed Object Oriented approach for 
solving complex problems in various scientific fields. One important aspect of Distributed Object Oriented systems is 
the efficient distribution of software classes among different processors. The initial design of the Distributed Object 
Oriented application does not necessarily have the best class distribution and may require to be restructured. In this 
paper, we propose a methodology for efficiently restructuring the Distributed Object Oriented software systems to get 
better performance. We use Distributed Object-Oriented performance (DOOP) model as guidance for our restructuring 
methodology. The proposed methodology consists of two phases. The first phase introduces a recursive graph clustering 
technique to partition the OO system into subsystems with low coupling. The second phase is concerned with mapping 
the generated partitions to the set of available machines in the target distributed architecture.  
 
Keywords: Performance Modeling, Distributed Object Oriented, Restructuring Methodology

1. Introduction 

The software restructuring techniques present solutions 
for the hardware/software mismatch problem in which 
the software structure does not match the available 
hardware organization [1,2,3,4]. There are two approa- 
ches to solve such a problem; either to configure the 
hardware to match the software components (hardware 
reconfiguration), and/or to reconfigure the software 
structure to match the available hardware by reorganiz-
ing its components (software restructuring). The first 
approach is impractical especially in complex programs 
containing many interacting modules (or subtasks). The 
second approach is more practical especially in comput-
ing environments that contain large number of users. It 
provides an optimal way to use the available system ca-
pabilities, reduces the overall computational cost, and 
improves the overall system performance. 

The basic idea of distributed software restructuring 
techniques as described in [2] is to select the best alter-
native structure(s) for a constrained computing environ-
ment while reducing the overall resources need. These 
structures can be created through; granularity definition 
(merging of modules), alternative modules ordering, loop 

decomposition, or multiple servers support. It has been 
shown that performing software restructuring ahead of 
the partitioning, allocation and scheduling phases im-
proved the results obtained from these phases and re-
duced the overall resources cost. Unfortunately this 
technique is not applicable for Distributed Object Ori-
ented (DOO) systems. 

In DOO systems, a program is organized as a set of 
interacting objects, each of which has its own private 
state rather than a set of functions that share a global 
state. Classes represent abstraction that makes adapting 
software easier and thus lower the cost of reuse, mainte-
nance and enhancement. OO paradigm is based on sev-
eral concepts such as encapsulation, inheritance, poly-
morphism, and dynamic binding [5,6]. Although these 
features contribute to the reusability and extensibility of 
systems, they produce complex dependencies among 
classes. The most interesting feature of OO approach is 
that objects may be distributed and executed either se-
quentially or in parallel [7]. Distributed objects are one 
of the most popular programming paradigms in today’s 
computing environments [8,9], naturally extending the 
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sequential message-passing-oriented paradigm of ob-
jects.  

Designing a distributed Object Oriented application 
depends on how performance-critical the application is. 
An important phase is to tune performance by “concre-
tizing” object locations and communication methods [10]. 
At this stage, it may be necessary to use tools to allow 
analysis of the communication patterns among objects in 
order to take the right allocation decision. 

The principal goal of this research is to develop new 
methodology for efficiently restructuring the DOO soft-
ware to fully exploit the system resources and get better 
performance. 

This paper is organized as follows: the second section 
states the problem definition, including our objective and 
assumptions. Section 3 describes the analytical DOOP 
model its basic components and how it can be used to 
measure the communication cost between different 
classes. Section 4 presents the restructuring scheme and 
the algorithm used in the first phase and the different 
approaches proposed for the second phase of the re-
structuring process. Then a comparison and analysis of 
generated results are included within Section 5. Finally, 
Section 6 draws our conclusions. 

2. Problem Definition 

In this paper, we consider restructuring DOO applica-
tions for mapping on a distributed system that consists of 
a collection of fully connected homogenous processors 
in order to attain better performance. This process is 
achieved in two phases illustrated in Figure 1. The first 
phase is concerned with identifying clusters of a dense 

community of classes within the DOO system. This 
helps in decomposing the system into subsystems that 
have low coupling and are suitable for distribution. The 
inter-class communication is modeled as a class de-
pendency graph. In the second phase, we investigate the 
possibilities of grouping the generated clusters and map-
ping them to the nodes of the distributed system. The 
main objective is to propose a group of sub-systems, 
each has maximum communication cost among the in-
ner-classes and the communication cost among the sub- 
systems is minimized. Then, the proposed group of 
sub-systems is mapped to the available nodes in the dis-
tributed system. 

3. Distributed Object-Oriented Performance 
Model 

Performance analysis is a very important phase during 
the software development process. It will ensure that the 
system satisfies its performance objectives. Performance 
analysis will not only evaluate the resources utilization 
but also will allow comparing different design alterna-
tives, detecting bottlenecks, maintenance, re-use and 
identify the tradeoffs.  

Most OO approaches studying the performance of OO 
systems are based on either the system measurements 
after its development or mapping it to a conventional 
performance model and hence no way to preserve the 
OO features during the analysis phase. 

In [11], the Distributed Object Oriented Performance 
(DOOP) model was introduced. The DOOP model ana-
lyzes and evaluates the overall time cost considering the 

 

 

Figure 1. Two-phase process for restructuring DOO software 
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Figure 2. The DOOP model node structure 
 
communication overheads while preserving the features, 
properties and relationships between objects. According 
to the model, each node in a DOO system will be repre-
sented as shown in Figure 2.  

The performance model consists of two main parts: 
the execution server and the communication server. The 
execution server represents and evaluates the execution 
cost of the software modules that reside on the target 
node. The communication server provides the analysis of 
the communication activities (including objects updating) 
as well as the evaluation of the communication cost.  

In our restructuring scheme, we utilize the DOOP 
model in the evaluation process of the communication 
activities among classes as shown below.  

Assume that the overall arrival rate to the communica-
tion queue ck is given by: 

ck cs cn cu                (1) 

where cs, cn and cu represent the communication arri-
val due to External User Request (EUR), Remote Re-
quest (RR), and updating objects’ data on other nodes, 
respectively. 

1

, ,
N

cs s s cn n n cu Ui
i

       


     

where, βs and βn are the message multipliers for EUR and 
RR. Let cui be the arrival rate corresponding to object i 
data updating. 

Since the updating process to an object i occurs due to 
processing EUR or RR, Pi1 defined to be the probability 
that object i is updated due to EUR, Pi2 is the probability 
that object i is modified due to RR. cui can be expressed 
as: 

1 2cui i s i nP P     

Hence, the expected communication service time for 
each class will be: 

s n u
cs cn ui

m m
t t t

R R
   im

R
 

where tcs, tcn and tui are the expected communication ser-
vice time for EUR, RR and for update requests from ob-
ject i. While ms, mn and mui are the expected message 
sizes of EUR, RR and of sending object i updating data. 
R is the communication channel capacity. Furthermore, 
the average communication service time for node (k) will 
be: 
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where Pcs, and Pcn are the probabilities of activating 
communication service by the external user requests and 
by remote request respectively. Pui is the probability of 
sending object i’s data update to other nodes. 

4. Restructuring Scheme 

Our restructuring scheme starts with using the DOOP 
model to map the distribute Object Oriented application 
into a Class Dependency Graph (CDG) illustrated in the 
following subsection. Then this CDG is restructured us-
ing our two-phase methodology. The first phase is based 
on a recursive use of a spectral graph bi-partitioning al-
gorithm to identify dense communities of classes. The 
second phase is concerned with mapping the generated 
partitions to the set of available machines in the target 
distributed architecture. We will describe two proposed 
approaches: the Cluster Grouping Approach and the 
proposed Double K-Clustering Approach. The details of 
each phase are described in the following subsections.  

4.1 The Class Dependency Graph (CDG) 

If we assumed that each individual class is initially allo-
cated to a separate node in the distributed system, then 
the above DOOP model can be used as a powerful analy- 

Copyright © 2009 SciRes                                                                                 JSEA 



A Performance-Driven Approach for Restructuring Distributed Object-Oriented Software 130 

 

 

Figure 3. A graph dependency graph for interclass communication 
 

ALGORITHM   GraphCluster(C, Clusters, CIndx) 

INPUT: C = Adjacency matrix (weights matrix). 
Clusters = a vector indicating the cluster no. 

of each node in the CDG graph. 
CIndx = the cluster index representing the 
subgraph needed to be bi-partitioned. 

OUTPUT: NewClus = a vector indicating which node in 
the graph belongs to. 

(1) 
Let CurrC be the extracted Adjacency matrix of the graph 

indicated by CIndex. 

(2) 
Partition the CurrC into two subgraphs 

Indx =GraphBipart(CurrC) 

(3) 
Create vector G1 and G2 to hold the indices of the first and 

the second subgraphs respectively. 

(4) 

IF ( NOT WellPartitioned(CurrC, G1) )  OR 
( NOT WellPartitioned(CurrC, G2) ) THEN 

return Clusters 
END IF 

(5) Update NewClus with new portioning in G1 & G2. 

(6) 
Recursively bipartition the produced subgraphs G1 and G2 

NewClus=GraphCluster(C, NewClus, CIndx*10+1) 
NewClus =GraphCluster(C, NewClus, CIndx*10+2) 

Figure 4. A recursive graph clustering algorithm 
 
tical tool to accurately evaluate the communication ac-
tivities among classes in a distributed OO system. The 
calculated values will be used to generate the Class De-
pendency Graph (CDG) of the given OO application. 

The class dependency graph CDG as shown in Figure 3 
is a graph representation for interclass communications. 
In CDG, each class is represented as a vertex and an 
edge between class A and B represents a communication 
activity that exists between these two classes due to ei-
ther data transfer or classes’ dependency. The weight of 
the edge WAB represents the cost of that communication 
activity between class (A) and class (B). If no data 
communication or relationship dependency has been 
recognized between two classes, no edge will connect 
them in the CDG. 

4.2 First Phase: Clustering System Classes 

In this section, we describe a clustering technique that is 
considered the first primary phase of the restructuring 

approach to be proposed in this paper. After applying 
this step, the object oriented system is decomposed into 
subsystems that have low coupling and are suitable for 
distribution. The technique is based on a recursive use of 
a spectral graph bi-partitioning algorithm to identify 
dense communities of classes. At each recursive call, the 
CDG is partitioned into two sub graphs each of which 
will be further bi-partitioned as long as the partitioning 
results in clusters that are denser than their parents. 
Hence, the stopping condition depends on how good the 
produced partition is. A sub-graph is considered a Well- 
Partitioned if the summation of the weight of internal 
edges (those between the vertices within a sub-graph) 
exceeds those of external edges (those between the ver-
tices of the sub-graph and all the other vertices in other 
sub-graphs). The iteration stops when at least one of the 
produced sub-graphs is badly partitioned (the summation 
of the weight of external edges exceeds those of internal 
edges). In this case, the bi-partitioning step is considered 
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obsolete and the algorithm will backtrack to the clusters 
generated in the previous step. At the end, the identified 
sub-graphs are the suggested clusters of the system. Fig-
ure 4 shows a detailed step by step description of the 
clustering Algorithm as described in [12]. 

The mathematical derivation of the spectral factoriza-
tion algorithm used in our clustering approach was in-
troduced in [13]. It is originally solving the l-bounded 
Graph Partitioning (l-GP) problem. However, we have 
adapted the solution methodology to fit within our 
bi-partitioning approach.  

4.3 Second Phase: Mapping Classes to Nodes 

In this phase, the restructuring process is accomplished 
by mapping the set of DOO application clusters, resulted 
from the first phase to the different network nodes in 
order to attain better performance. To achieve this goal, 
we perform the mapping process taking into considera-
tion our objective of minimizing the effect of class de-
pendency and data communication. It is assumed that the 
target distributed system consists of a set of homogene-
ous processors that are fully connected via a communi-
cation network. 

The mapping process has two cases. The first case 
appears when the number of candidate clusters are less 
than or equal to the number of the available nodes. In 
this case the mapping process will be done simply by 
assigning each cluster to one of the available nodes. The 
problem occurs in the second case, when the number of 
the generated clusters exceeds the number of available 
nodes. This is a more realistic view since there will be 
always huge software systems with large number of 
classes and limited hardware resources.  

In the following subsections, we are going to intro-
duce two different approaches to be used in performing 
the grouping and mapping steps of the second phase:  
the Cluster Grouping Approach and the Double 
K-Clustering Approach. In Section 5, the results would 
be compared with the direct K-Partitioning Approach 
listed in Figure 4, where the graph is partitioned into a 
pre-specified number equals exactly to the number of 
nodes in the target distributed system. This is a one step 
allocation process that also maintains the criterion of 
minimizing inter-cluster communication cost. 

4.3.1 The Cluster Grouping Approach: 

In this approach, we use the clusters (sub-systems) gen-
erated at the first phase as the main candidates for dis-
tribution. The technique is based on merging clusters 
into groups in a way that keeps the communication costs 
among them minimized. As a result a cluster graph is 
formed, where the nodes represent clusters and the edges 
will capture the possible communication links that may 
exist among clusters. Then, the K-Partitioning algorithm 
is used to perform cluster grouping such that the number 

of the resultant groups is equal to the number of avail-
able nodes. The result will be groups of clusters that 
have minimal communication costs among them. Finally, 
those groups are assigned to the different available nodes 
in the distributed environment. 

4.3.2 The Double K-Clustering Approach: 

The K-Partitioning algorithm can not predict the number 
of system modules or clusters as the recursive 
Bi-Partitioning algorithm does. Instead, the number of 
required clusters must be given as an input parameter 
which is the k value. Hence, we will make use of the 
advantages provided by both algorithms: the recursive 
Bi-Partitioning and the K-Partitioning. So, the first phase 
described in Section 3 is considered as a pre-phase to 
estimate the number of the existing sub-systems within 
the distributed application. However, we will use the 
K-Partitioning algorithm twice. In the first time, the 
original class dependency graph CDG is clustered ac-
cording to the number suggested at the pre-phase. In the 
second time the K-Partitioning algorithm is used again in 
the same way as in the cluster grouping approach illus-
trated above such that the number of the resultant groups 
is equal to the number of available nodes. Then, the re-
sultant clusters are mapped to the available nodes.  

5. Simulation and Results 

In the section, we provide an analysis of both the clus-
tering and the mapping phases described above. This 
illustration is done through a case study which describes 
the detailed steps of the two-phase restructuring process 
and a set of simulation experiments that were performed 
to validate our results. 

5.1 Case Study 

We have developed a performance-driven restructuring 
simulator using Matlab 7.0.4. A Graphical User Interface 
(GUI) utility has been implemented to show the system 
status after each step while the algorithm proceeds. The 
simulator has a friendly user interface that allows the 
user to specify the nodes and edges in the systems, and 
then it will be able to generate the class dependency 
graph (CDG).  

We conducted an experiment using an OO system that 
consists of 28 classes. The CDG that was generated by 
the simulator for this system is given in Figure 5. In this 
section we provide a step-by-step description of applying 
the proposed restructuring techniques illustrated above. 
Furthermore, we are going to analyze and compare the 
results in each case. Figure 6 shows the resultant system 
clusters generated by the proposed bi-partitioning algo-
rithm after the first phase. We can see that the proposed 
first phase algorithm has created 7 clusters each of which 
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Figure 5. The generated CDG 

 

 

Figure 6. The resultant clusters generated by the restructuring 
scheme first phase 

 

 
Figure 7. Mapping the DOO system to a 4-node environment 
using the direct partitioning approach 

 

is marked up with a different color and surrounded by an 
oval for further highlight. 

Now, let us assume that the target distributed envi-
ronment consists of 4 homogenous nodes that are fully 
connected. We need to apply any one of the second 
phase approaches to map the classes to the distributed 

nodes. First we applied the direct approach that parti-
tioned the original CDG into 4 clusters using the 
k-partitioning algorithm. The resultant clusters are de-
picted in Figure 7. In Figure 8 the Cluster Grouping ap-
proach is applied to merge the clusters in Figure 8 gener-
ating 4 large clusters. However, applying the Double-K 
clustering approach results in a completely different 
group of clusters as shown in Figure 9. It started with 
generating 7 clusters then they were grouped into 4 clus-
ters. The first one includes {C1, C2, C3, C4, C5, C6, C7, 
C8}, the second one {C9, C10, C11, C12, C13, C14, C15, 
C16, C17, C18, C19, C20, C22, C25, C26, C28}, the 
third {C21, C23, C24}, and the last one includes only 
C27.  

Notice that each one of the approaches resulted in a 
different grouping option, each of which has a different 
communication cost. The Direct Partitioning Approach 
results in a communication cost equals to 267 time unit. 
While the Cluster Grouping resulted in a cost of 265 time 
units, the Double-K produced a grouping of cost 223 
time units. 

 

 
Figure 8. Mapping the DOO system to a 4-node environment 
using the cluster grouping approach 

 

 

Figure 9. Mapping the DOO system to a 4-node environment 
using the double-K approach 
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5.2 Numerical Results 

We conducted a number of experiments using a set of 
DOO applications, whose class dependencies were ran-
domly generated. The generated matrices are assumed to 
represent the adjacency matrices of the CDG for the sys-
tems under inspection. The Adjacency matrices are gen-
erated by Andrew Wathen method proposed in [14]. The 
resultant matrices are random, sparse, symmetric, and 
positive definite. 

In Figure 10, the X-axis represents the number of 
nodes in the target distributed environment and the 
Y-axis represents the communication cost in units of 
time that measured between classes located in different 
nodes. The decision of allocating a group of classes to a 
specific node is made by one of three algorithms. Two of 
them are the algorithms proposed above: the Cluster 
Grouping Approach and the Double K Approach. The 
third one is the well-known K-Partitioning approach.  

Each data point in the comparison chart is an average 
of a set of many trials. In each trial, the adjacency matrix 
of the CDG is generated randomly having 107 classes. 
For each generated random matrix, the Bi-Partitioning 
algorithm was used to verify that it will result in exactly 
11 clusters, otherwise the matrix is neglected and another 
one is generated. 

The performance comparison depicted in Figure 10 
shows that the Double-K Clustering Approach provides 
the best performance over the other algorithms since it 
gives the minimum interclass communication cost for 
various numbers of nodes (machines). Then comes the 

cluster grouping approach and at last comes the 
K-Partitioning approach. However, when the number of 
generated clusters equals to the number of machines or 
nodes, the proposed Double-K Clustering Approach 
gives typically the same results as that of the K-Parti-
tioning algorithm. This is a logical finding since in this 
case the second clustering step in the Double-K Cluster-
ing approach is eliminated reducing the approach to the 
original K-Partitioning Algorithm.  

In order to confirm the correctness of the proposed 
methodologies, we have conducted a number of experi-
ments using various sets of classes and their associated 
clusters. These classes were generated randomly and the 
results were averaged just like the experiment illustrated 
above. Table 1 and Table 2 present the communication 
costs computed for each partition generated by the three 
approaches when applied on different sets of classes. 
Each table represents a simulation evaluation targeting a 
distributed system architecture composed of a predeter-
mined number of machines. Figure 11 and Figure 12 
show the results when using 4 and 6 machines respec-
tively. 

The simulation results came to be consistent with the 
results discussed in the case study presented above. That 
is, while changing the number of classes as well as the 
structure of the underlying distributed architecture, it is 
still the same remarks. The proposed two approaches 
Cluster Grouping and Double K-Clustering outperform 
the Direct Partitioning Approach as long as the number 
of nodes is less than the number of generated clusters.  
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Figure 10. Interclass communication cost measured after applying different restructuring approaches 
 

Table 1. Simulation results considering a distributed architecture consisting of four nodes 

Communication Cost 
No. of Classes No. of Clusters 

Double K Cluster grouping K-Partitioning 

51 6 1680 1899 2045 

62 7 2124 2160 2632 

79 9 2097 2185 2600 

107 11 2483 3009 3196 

153 15 3143 3784 4090 
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Figure 11. The simulation result of mapping different DOO systems with different number of classes on four nodes 

 
Table 2. Simulation results considering a distributed architecture consisting of six nodes 

 Communication Cost 
No. of Classes No. of Clusters 

Double K Cluster grouping K-Partitioning 

51 6 2908 2911 2908 
62 7 3079 3204 3453 

79 9 3069 3205 3608 

107 11 3565 3924 4117 

153 15 4562 4978 5399 
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Figure 12. The simulation result of mapping different DOO systems with different number of classes on six nodes 
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6. Conclusions 

In this paper, we proposed a restructuring approach for 
DOO applications into a distributed system consisting of 
a collection of fully connected homogenous processors. 
The restructuring process was performed in two phases: 
the clustering phase and the mapping phase. The first 
phase is based on the theory of spectral graph bi-parti- 
tioning, where the Distributed Object Oriented perform-
ance model was used efficiently to evaluate the commu-
nication costs between different classes. In the second 
phase, the identified subsystems were assigned to differ-
ent machines in the target distributed environment. This 
is done through two proposed algorithms: cluster group-
ing approach and the Double-K Clustering approach. A 
Comparison was made between the proposed approaches 
and the k-partitioning algorithm. The results showed that 
the Double-K Clustering Approach provides the best 
performance in terms of minimizing the communication 
cost among classes located on different nodes (ma-
chines).  
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