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Abstract 
Feature selection aims to find a set of features that are concise and have good 
generalization capabilities by removing redundant, uncorrelated, and noisy 
features. Recently, the regularized self-representation (RSR) method was 
proposed for unsupervised feature selection by minimizing the L2,1 norm of 
residual matrix and self-representation coefficient matrix. In this paper, we 
find that minimizing the L2,1 norm of the self-representation coefficient ma-
trix cannot effectively extract the features with strong correlation. Therefore, by 
adding the minimum constraint on the kernel norm of the self-representation 
coefficient matrix, a new unsupervised feature selection method named 
low-rank regularized self-representation (LRRSR) is proposed, which can effec-
tively discover the overall structure of the data. Experiments show that the 
proposed algorithm has better performance on clustering tasks than RSR and 
other related algorithms. 
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1. Introduction 

In recent years, the field of scientific research has been facing more and more 
high-dimensional data. The high-dimensionality of data has greatly increased 
the time and space complexity of data processing, and has made the perfor-
mance of some algorithms for analyzing problems in low-dimensional spaces 
greatly declining, this is the so-called “dimensional disaster” [1] problem. The 
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method of extracting typical features from high-dimensional data was proposed 
to alleviate this problem [2] [3] [4], that is, to remove some irrelevant or redun-
dant information from the original high-dimensional data, and find out the 
mapping relationship from complex data sources to low-dimensional space, and 
then use this relationship to extract the typical features in high-dimensional data, 
instead of the original data for subsequent processing [5] [6] [7] [8]. In recent 
years, many novel feature selection methods have been proposed successively, 
such as FSFS (feature selection using feature similarity) [9], LS (Laplacian score) 
[10], MRFS (feature selection via minimum redundancy) [11], RSR (regularized 
self-representation) [12] and so on. 

Feature selection methods are mainly divided into three categories: Filter, 
Wrapper [13] and Embedding [14] [15] [16] [17] [18]. Among them, the initial 
features are filtered by the filter method firstly, and then the filtered features are 
used to train the model [19]. The Relief algorithm [20], which was first proposed 
by Kira, is a feature weighting algorithm, and it is one of the more well-known 
filter methods. In this algorithm, the weight of each feature is obtained through 
the correlation between the feature and the category, and the features with a 
weight higher than a certain threshold are selected as the feature selection result. 
For the wrapper method, it uses the clustering or classification performance of 
the learner as an evaluation criterion to select feature [14], so as to select a set of 
feature subsets that are most beneficial to the learner. Since the selected features 
need to be evaluated by a classifier, the time complexity of the wrapper method 
is much higher than that of the filter method. In addition, the performance of 
filter and wrapper methods are affected by the search strategy. The embedding 
method is currently the most widely used, which integrates the feature selection 
process and the learner training process. Both steps are completed in the same 
optimization process, that is, the feature selection is automatically performed 
during the learner training process [19]. The recently proposed RSR method is 
one of the better performances of the embedding methods. 

The RSR method believes that any feature of the sample can be linearly 
represented by other relevant features, and the weight of the linear representa-
tion reflects the importance of each feature in describing the feature. That is to 
say, in the RSR method, if one feature is important, it will participate in the re-
construction representation of most other features, thereby generating a row of 
larger self-representation coefficients in the process of self-representation recon-
struction [12], vice versa. For the entire attribute set, all self-representation coef-
ficient vectors form a reconstructed coefficient matrix. The RSR method makes 
the matrix rows sparse by minimizing the 2,1L  norm of the self-representation 
coefficient matrix, thereby facilitating the selection of features of higher impor-
tance. Experiments show that RSR has proved its effectiveness in comparison 
with other unsupervised feature selection methods. 

Nevertheless, we find that only by minimizing the 2,1L  norm of the 
self-representation coefficient matrix cannot effectively extract the features with 
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strong correlation. For example, if there are two important features with strong 
correlation, then the RSR method cannot effectively extract them simultaneously. 
In order to solve this problem, this paper proposes a new unsupervised feature 
selection method, that is, low-rank regularized self-representation (LRRSR), by 
adding a constraint on minimizing the kernel norm of the self-representation 
coefficient matrix, and gives the optimization of the LRRSR algorithm. Experi-
ments on some UCI datasets and standard face datasets confirm the efficiency of 
the LRRSR in clustering tasks. 

2. Regularized Self-Representation 

As one of unsupervised feature selection methods, the regularized self-representation 
(RSR) method aims to select a set of representative features, which can effectively 
reconstruct the remaining features. The more important features can partici-
pate in the reconstruction of most other features and correspondingly generate 
self-representation coefficients with larger values. Therefore, the RSR method 
selects the more important features by finding the row vectors with larger 
self-representation coefficients. 

Let n mX ×∈  be a data matrix containing n samples, each of which has m 
features. Let X XW E= + , where W is a self-representation matrix and E is a 
residual matrix. RSR selects features by minimizing the 2,1E  and the 2,1W , 
which is transformed into the following formula:  

      
2,1 2,1

ˆ arg min s.t., .
W

W E W X XW Eλ= + = +                   (1) 

It can be seen from the formula that RSR learns the optimal W by solving this 
minimization problem. 

Among them, for the residual matrix E, the common way to minimize the re-
sidual is to make the F norm of the residual term as small as possible, that is, to 
minimize 

FE . However, considering that there may be outliers in the sample, 
and F norm is sensitive to outliers. Therefore, RSR minimizes the 2,1L  norm of 
E to make it line sparsity, that is, minimizes 2,1E , so as to both minimize the 
reconstruction error in the feature selection process and enhance the robustness 
to abnormal attributes. For the self-representation coefficient matrix W, 

[ ]1 2; ; ; mW w w w=  , the size of iw  can reflect the importance of the ith feature 
of the data. The RSR uses 2,1iw  as a weight to measure the importance of the 
ith feature, and selects the features with higher importance by minimizing 2,1w . 

3. Low-Rank Regularized Self-Representation 

As mentioned in the previous chapter, the RSR algorithm can learn the more 
important features in the data. However, the data in nature often contains a lot 
of redundant information and the correlation between the data is relatively 
strong. The RSR ignores the correlation between the features of the data when 
minimizing the residual. Therefore, on the basis of the RSR model, a low-rank 
constraint on the self-representation coefficient matrix is added in this paper to 
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find the correlation between the sample data, so as to more effectively find the 
overall structure information of the sample. 

Given a data matrix X, [ ]1 2; ; ; n m
nX x x x ×= ∈  , that is, the data set has n 

samples in total, and each sample has m features. The low-rank regularized 
self-representation (LRRSR) model can be described as the following minimiza-
tion problem:  

2,1 2,1Z
ˆ arg min s.t., .Z E Z Z X XZ Eλ β

∗
= + + = +          (2) 

Among them, m mZ ×∈  is the self-representing coefficient matrix of the data, 
[ ]1 2; ; ; mZ z z z=  , iz  represents the ith self-representation vector of Z; E 

represents the residual matrix, [ ]1 2; ; ; nE X XZ e e e= − =  , 1 m
ie ×∈  is the re-

sidual vector of the ith sample; 2,1  represents the 2,1L  norm, 
∗

  
represents the kernel norm. Here we find the whole structure of the feature 
space by minimizing the kernel norm. λ  and β  are empirical parameters. 

As shown in the above formula (2), solving the optimal self-representation 
coefficient matrix problem is transformed into solving the problem of minimiz-
ing the sum of residual and coefficient regularization constraints. Among them, 
minimizing 2,1E  makes the residuals as small as possible when training Z; the 
value of 

2iz  can directly reflect the importance of the ith feature in the 
self-representation process. Therefore, minimizing 2,1Z  can effectively extract 
important features; the rank of a matrix is a measure of the global structure of 
the matrix and contains the overall structure information of the matrix. There-
fore, by adding a low rank constraint to the self-expression coefficient matrix Z, 
that is, Z

∗
, we can better find the overall structure information of the data and 

the correlation between its features, so as to effectively extract the features with 
strong correlation. 

4. Algorithm Optimization and Solution 

In this section, we optimize and solve the LRRSR. First, we first convert formula 
(2) into the following equivalence problem:  

2,1 2,1, , ,
min s.t., , , .

Z E W J
E W J X XZ E Z J Z Wλ β

∗
+ + = + = =        (3) 

Then, through the augmented Lagrange method (ALM), formula (3) can be 
transformed into the following problem: 

( )

( ) ( )

( )

1 2 3

T
12,1 2,1, , , , , ,

T T
2 3

2 2 2

min

.
2

Z E W J Y Y Y

F F F

E W J tr Y X XZ E

tr Y Z J tr Y Z W

X XZ E Z J Z W

λ β

µ

∗
 + + + − − 

   + − + −   

+ − − + − + −

         (4) 

Among them, 0µ >  is the penalty parameter, and 1 2 3, ,Y Y Y  are Lagrange mul-
tipliers. The above unknown terms can be solved by iterative updating. During 
the iteration process, , , ,J W Z E  can in turn update a single unknown term by 
fixing other variables. The specific update process can be summarized as follows:  

https://doi.org/10.4236/oalib.1106274


W. Y. Li, L. Wei 
 

 
DOI: 10.4236/oalib.1106274 5 Open Access Library Journal 
 

1) Fix other unknowns and update J. Ignoring the terms unrelated to J in 
formula (4), then at the ( )th1k +  iteration, J can be expressed as  

( )2
1 2

2

2

arg min ,
2

1arg min .
2

k

k

k k
k k k k k k FJ

k

k k kJ
k k F

J J Y Z J Z J

YJ J Z

µ
β

β
µ µ

+ ∗

∗

= + − + −

 
= + − + 

 

         (5) 

Then, ( ) T
1 1 kk k k kJ U S Vµ+ = Θ , where the ( ) T

k k kU S V  is a singular value de-
composition matrix of the ( )2

k
k kZ Y µ+ , and the Θ  is a singularity value 

threshold [21].  
2) Fix other unknowns and update W. Ignoring the terms unrelated to W in 

formula (4), then at the ( )th1k +  iteration, W can be expressed as  

( )2
1 32,1

2

3
2,1

arg min ,
2

1arg min .
2

k

k

k k
k k k k k k FW

k

k k kW
k k F

W W Y Z W Z W

Y
W W Z

µ
λ

λ
µ µ

+ = + − + −

 
= + − + 

 

      (6) 

Here we can solve the above problem by the following Theorem 1 [22]. 
Theorem 1 Suppose for a given matrix Q, [ ]1 2, , , ,iQ q q q=   , there are the 

following problems: 

2
2,1

1ˆ arg min .
2 FW

W W W Qλ= + −                  (7) 

Then the ith column of the optimal solution W can be expressed as: 

( )
2

2
2

, if ,
:,

0, otherwise.

i
i i

i

q
q q

W i q
λ

λ
 −

<
= 



              (8) 

3) Fix other unknowns and update Z. Ignoring the terms unrelated to Z in 
formula (4), then at the ( )th1k +  iteration, Z can be expressed as 

( )
1 1 2 1 3 1

2 2 2
1 1

22

1 2
1

2

3
1

arg min , , ,

2

arg min

.

k

k

k k k
k k k k k k kZ

k
k k k k k kF F F

k k

k k k kZ
k kF F

k

k k
k F

Z Y X XZ E Y Z J Y Z W

X XZ E Z J Z W

Y YX XZ E J Z

Y
W Z

µ

µ µ

µ

+ + +

+ +

+

+

= − − + − + −

+ − − + − + −

 
= − − + + − + 

 

 
+ − + 

 

   (9) 

Then, 

( ) 1T T T T 31 2
1 1 12 .

kk k

k k k k
k k k

YY YZ I X X X X X E X J W
µ µ µ

−

+ + +

 
= + − + + − + − 

 
 (10) 

4) Fix other unknowns and update E. Ignoring the terms unrelated to E in 
formula (4), then at the ( )th1k +  iteration, E can be expressed as  
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( )2
1 1 1 12,1

2

1
12,1

arg min ,
2

1 1arg min .
2

k

k

k k
k k k k k k FE

k

k k kE
k k F

E E Y X XZ E X XZ E

YE E X XZ

µ

µ µ

+ + +

+

= + − − + − −

 
= + − − + 

 

  (11) 

Consistent with the solution formula (6), the above problem is solved by Theo-
rem 1.  

5) Fixed other unknowns and updated parameters. The parameter update in 
the ( )th1k +  iteration is summarized as follows:  

( )
( )
( )

( )

1
1 1 1 1

1
2 2 1 1

1
3 3 1 1

1 maxmin ,

k k
k k k

k k
k k k

k k
k k k

k k

Y Y X XZ E

Y Y Z J

Y Y Z W

µ

µ

µ

µ µ ρµ

+
+ +

+
+ +

+
+ +

+

 = + − −


= + −


= + −
 =

               (12) 

Here maxµ  and ρ  are two positive parameters, and k represents the number 
of iterations. 

We summarize the algorithm process of LRRSR. Algorithm 5(`)@ describes 
the complete LRRSR algorithm process. 
 
Algorithm 1 low-rank regularized self-representation (LRRSR) 

Input: data matrix n mX ×∈ , parameters λ  and β , maximum iteration MaxIter. 

Initial: 0 0 0 0 0J Z W E= = = = , 4
0 10µ −= , 30

max 10µ = , 1.1ρ = , 0 0 0
1 2 3 0Y Y Y= = = , 610ε −= , 

0k = .  
 
1: while X XZ E ε

∞
− − > , Z J ε

∞
− > , Z W ε

∞
− > , k MaxIter<  do  

2: Update 1kJ +  by solving formula (5);  

3: Update 1kW +  by solving formula (6);  

4: Update 1kZ +  by solving formula (10);  

5: Update 1kE +  by solving formula (11);  

6: Update 1
1

kY + , 1
2
kY + , 1

3
kY + , 1kµ +  by solving formula (12);  

7: 1k k= + ; 
8: return kZ Z∗ = , kE E∗ = .  

 
Output: self-representing coefficient matrix Z∗ , residual matrix E∗ . 

5. Experiments 

We perform experiments on two UCI datasets and face datasets to compare the 
performance of the proposed LRRSR model with other unsupervised feature se-
lection methods in clustering tasks. In our comparison experiment, since the al-
gorithms LS, UDFS, and MCFS need to construct the nearest neighbor graph, 
the number of nearest neighbors k is set as 5 according to experience. 

5.1. Experiments on the UCI Datasets 

We compare the performance of the proposed LRRSR and RSR in the clustering 
task by using the zoo data set and the dermatology data set. The data statistics of 
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the two data sets are shown in Table 1. 
In the comparison experiment of the UCI datasets, we compared the cluster-

ing accuracy of the two methods with different features. In order to better show 
the performance difference between the two methods, we select ( )5,10  and 
( )2,15  from all the experimental results as the feature quantity interval of Zoo 
dataset and Dermatology dataset, respectively. The experimental results are 
shown in Figure 1. It can be seen from the figure that the clustering accuracy of 
LRRSR is higher than RSR in most cases. Therefore, the LRRSR proposed in this 
paper performs better than the RSR model in clustering tasks. 

5.2. Experiments on the Face Datasets 
5.2.1. Introduction to Experimental Datasets 
In this section, we use three commonly used standard face databases for expe-
riments, namely ORL face database, YALEB face database and AR face data-
base. 

The ORL face database contains 400 face images taken under different expres-
sions, lighting and shooting angles, including 40 people and 10 images for each 
person. We used the first 100 images, including 10 people, 10 images for each 
person, and normalized the images to 32 32× . Some samples are shown in Fig-
ure 2. 

The YALEB face database contains 38 people, 64 face images for each person. 
These images are also produced under different lighting and different fixed 
shooting angles. We selected 10 people’s images for experiments. Each of them  
 
Table 1. Some attributes of the zoo dataset and the dermatology dataset. 

Dataset Number of samples Number of features Number of categories 

Zoo 101 16 7 

Dermatology 366 33 6 

 

 
Figure 1. Experimental results of two different methods on the zoo dataset (Left) and the dermatology dataset (Right). 
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Figure 2. Some examples of the images of a class in the ORL face database. 
 
selected 6 images at the same shooting angle and normalized the images to 
32 32× . Some samples are shown in Figure 3. 

The AR face database contains 14 people and 100 images for each person. We 
used a total of 140 images of the first 10 people for experiments and normalized 
the images to 60 43× . Some samples are shown in Figure 4.  

5.2.2. Experimental Analysis and Results 
We compare the feature weight maps learned by the proposed LRRSR and RSR, 
as shown in Figure 5. As can be seen from the figure, the feature weight map 
learned by LRRSR is smoother and more similar to real face features than RSR. 
The reason is that LRRSR analyzes the correlation between sample data based on 
RSR, which can better extract the overall structure information. This result also 
verifies the effectiveness of our proposed algorithm. 

We compare the proposed LRRSR method with the feature weight map 
learned by the RSR method, as shown in Figure 5. It can be seen that the feature 
weight maps learned by the LRRSR method are smoother than the RSR method 
is more similar to real face features, because the LRRSR method analyzes the 
correlation between sample data based on the RSR method, which can better ex-
tract the overall structure information, which also verifies the effectiveness of 
our proposed algorithm. 

In the comparison experiment of the face databases, we use RSR, LS, UDFS, 
MCFS and other algorithms for comparison. The experiments compare the 
clustering accuracy rates of different algorithms in different feature dimensions. 
We set the number of selected features to { }60,70,80,90,100,110 . Among them, 
LS and MCFS need to build a neighbor graph, and we set the number of neigh-
bors to 5; for the algorithm RSR, we set the parameter 10λ = ; For the proposed 
algorithm LRRSR, in the experiments of the ORL face database and the YALEB 
face database, the parameters are set to 5λ =  and 1β = , and the comparison 
experimental results are plotted in Figure 6 and Figure 7, respectively. In the 
experiment of the AR face database, 11λ =  and 1β =  are used as experimen-
tal parameters, and the comparison experimental results are shown in Figure 8. 
It can be seen from the experimental comparison experiments of three different 
face databases that the method LRRSR has a higher clustering accuracy rate in 
most cases than the other comparison algorithms. Among them, LS and MCFS 
are designed to preserve the similarity of the original feature space as much as 
possible; UDFS introduces discriminative information; MCFS, RSR and LRRSR 
use regression models for feature selection. Compared with other algorithms, the 
method LRRSR retains similarity information in the original feature space, and 
also explores the overall structure of the data and the correlation between data 
features as much as possible. Therefore, features that can better describe the  
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Figure 3. Some examples of the images of a class in the YALEB face database. 

 

 

Figure 4. Some examples of the images of a class in the AR face database. 

 

 

Figure 5. Feature weight maps learned under the AR face database (two pictures on the 
left) and the ORL face database (two pictures on the right). 

 

 

Figure 6. Experimental results of various methods on the 
ORL face database. 

 
original data can be extracted. Experimental results can prove that the features 
learned by the proposed LRRSR are more effective in clustering tasks. 
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Figure 7. Experimental results of various methods on the 
YALEB face database. 

 

 

Figure 8. Experimental results of various methods on the 
AR face database.  

6. Conclusion 

In this paper, we propose a new feature selection method, that is, the unsupervised 
feature selection method guided by low-rank regularized self-representation 
(LRRSR). The regularized self-representation (RSR) selects features by minimiz-
ing the 2,1L  norm of the residual matrix and the self-representation coefficient 
matrix. Since the minimization of 2,1L  norm of self-representation coefficient 
matrix cannot effectively extract features with strong correlation, LRRSR adds a 
low-rank constraint to self-representation coefficient matrix to better extract the 
correlation information of the data. In LRRSR, by minimizing the 2,1L  norm of 
the residual matrix, the residual matrix is minimized and robust to outliers; mi-
nimizing the 2,1L  norm of the self-representation coefficient matrix makes the 
rows of the self-representation coefficient matrix sparse, so as to better extract 
important features; at the same time, minimizing the kernel norm of the 
self-representation coefficient matrix can discover the overall structure of the 
sample data and the correlation information among the data features, which can 
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effectively extract the features with strong correlation. Experiments show that 
the LRRSR has better performance in clustering tasks than RSR and other related 
algorithms. 
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