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Abstract 

This paper aims to develop a platform that allows face features to be extracted 
faster using multiple algorithms for looking up people in a large database. We 
will be presenting an enhanced technique for human face recognition where 
we will be using an image-based approach (process of using two-dimensional 
images to create three-dimensional models) towards artificial intelligence by 
extracting features from face images by using Principle Component Analysis, 
Local Directional Pattern and SVM Machine Learning. Up until now, studies 
focusing on face recognition rely on the fusion of PCA (Principle Component 
Analysis) and LBP (Local Binary Pattern) for feature extraction, PCA and LBP 
were used for global feature extraction of the whole image and the features of 
the mouth area separately. Results show that this method was susceptible to 
random noise and resulted in a performance rate of 89.64% [1]. Also, recent 
studies have shown the fusion of PCA (Principle Component Analysis) and 
LDP (Local Directional Pattern) for feature extraction [2]. First, PCA is adopted 
to extract global features of facial images, then LDP operator is used to extract 
local texture features of eyes and mouth area and these areas are calculated by 
comparing the relative edge response value of a pixel in different directions. 
This fusion resulted in a performance rate of 91.61%. The results of PCA and 
LDP method show that it is more effective than adopting the fusion of PCA 
and LBP. It’s more robust to noise and improves the rate of facial recognition. 
However, both methods still suffer from changes in illumination, pose changes, 
random noise, and aging. In this paper, we propose using a set of trained im-
ages to make the facial recognition process faster and provide more accurate 
results. 
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1. Introduction 

With the advancement of technology, face recognition is being used in many ap-
plications, such as biometric face detection for mobile devices, laptops and com-
puter devices as well as in investigations in the police force. There have been new 
developments in the field of face detection to better enhance face recognition. 

The era of 21st century is often regarded as an era of technology. Technology, 
today, plays a very important role in our life. It is seen as a basis of growth of an 
economy. An economy which is poor in technology can never grow in today’s 
scenario. This is because technology makes our work much easier and less time 
consuming. The impact of technology can be felt in every possible field; one such 
field is Education. 

There is an increasing trend for higher education institutions to be expected 
to monitor student attendance, on the assumption that better attendance leads to 
higher retention rates, higher marks, and a more satisfying educational expe-
rience. Empirical evidences have shown that there is a significant correlation 
between students’ attendances and their academic performances. There was also 
a claim stated that the students who have poor attendance records will generally 
link to poor retention. Therefore, faculty has to maintain proper record for the 
attendance. 

The manual attendance record system is not efficient and requires more time 
to arrange record and to calculate the average attendance of each student. Hence 
there is a requirement of a system that will solve the problem of student record 
arrangement and student average attendance calculation. One alternative to make 
student attendance system automatic is provided by facial recognition. 

Attendance maintenance is an important task in all the institutions to check 
the performance of students. Every institute has its own way to do so. Some use 
the old paper or file-based approach and some have adopted methods of auto-
matic attendance using some biometric techniques. There are many automatic 
methods available for this purpose. Face recognition is a technique of biometric 
recognition. It is considered to be one of the most successful applications of im-
age analysis and processing; that is the main reason behind the great attention it 
has been given in the past several years. 

The facial recognition process can be divided into two main stages: processing 
before detection where face detection and alignment take place (localization and 
normalization), and afterwards recognition occurs through feature extraction and 
matching steps. This system uses the face recognition approach for the automat-
ic attendance of students in the classroom without student’s intervention. This 
attendance is recorded by using a camera that captures images of students, detect 
the faces in images, compare the detected faces with the database and mark the 
attendance. 

In time, most devices will require the use of face recognition to have better 
security access on their platforms and to help identify people based on their fa-
cial features. The advancement in technology will provide several aspects on how 
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humans interact with machines and the other way around. There have been 
seven emotions (neutral, anger, disgust, fear, happiness, sadness and surprise) 
used in the application of Automatic Facial Recognition, which has three main 
stages, Feature Extraction, Face Detection and Classification. Feature Extraction 
is used to extract the values of the facial features. Following that, Face Detection 
is used to detect the face and identify the main components. And the final stage 
is the Classification which is based on classifying the selected features [3]. The 
goal is to enhance the recognition process by adding additional features to help 
make it become faster and more precise. 

In the automatic facial recognition process, the poses have been captured and 
saved in the database to be extracted later for training the face recognition sys-
tem. In this case, if a new face appears it will not be recognized easily but there 
will be several trained images that it will be able to relate to.  

There is another recognition process which is based on tracking specific points 
of a face. For example, it can be selected from a video sequence where a trajecto-
ry of the face’s movement will be created; then, using Gabor filter and Local Bi-
nary Patterns (LBP), the extraction and analysis of the facial features will be 
performed, where vectors of the new features will be pointed out. Then using the 
Support Vector Machine (SVM) classifier, the classification of the spontaneous 
facial data will be created in order to detect the new features. They have obtained 
a recognition rate of the SVM method that has reached up to 85% [4]. 

Existing methods, even though proven not 100% accurate, involve Principle 
Component Analysis (PCA) [5]; PCA uses orthogonal transformation to convert 
a set of observations of correlated variables into a set of linearly uncorrelated va-
riables. While in Local Binary Pattern (LBP), histograms are extracted and com-
bined in as single vector to form an efficient representation of the face and are 
used to measure similarities between images [6]. These methods are high in ac-
curacy, but the problem is the time needed to identify the image and extract it 
for it to be recognized. In addition, they are both proven to be prior to noise.  

The aim of this paper is to resolve the time problem by applying Machine 
Learning; this will help the face recognition process by following certain patterns 
of trained images in a database. When the face recognition process begins, a new 
image will be presented and it will be compared with the existing ones, once the 
image is matched it will be extracted from the database and viewed to the user. 
In this context, new problems may occur where there will be similar features for 
multiple people; in this case there will be more than one facial extraction possi-
ble for more than one person. For this problem, a more precise algorithm will be 
used to reduce similar faces by comparing related edges’ response value of one 
pixel in different directions using Local Dimensional Pattern LDP. 

To reach this aim, we propose using Principle Component Analysis, in addi-
tion to Local Directional Pattern which improves the texture and stability for 
random noise problems in the Local Binary Pattern, and finally in the last phase 
we will use Machine leaning which will help extract the images faster than the 
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previous methods by applying training algorithms to these images. The process 
will be as follows (extract global features, reduce dimensions, create Eigen faces, 
correlate variables and finally reconstruct original image from training sets). 

2. Background to Work 
2.1. Face Detection 

Face Detection in Figure 1 is the first and essential step for face recognition. It is 
a technology capable of identifying or verifying a person from a digital image or 
a video frame from a video source. Face recognition is a personal identification 
system that uses personal characteristics of a person to identify the person’s iden-
tity. Facial recognition is mostly used for security purposes, though there is in-
creasing interest in other areas of use [7] [8].  

2.2. Feature Extraction 

Feature extracting is a very important step in face recognition. The recognition 
rate of the system depends on the data extracted from the face image. If the fea-
tures belong to different classes and the distance between these classes are big-
ger, then these features are important for recognition of the images [9]. For ex-
ample, as presented in Figure 2 the features extracted belong to multiple classes 
such as the eyes, nose and mouth according to the distance between each feature. 
 

 
Figure 1. Face detection1. 

 

 
Figure 2. Feature extraction. 

 

 

1Face detection—An overview and comparison of different solutions. 
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2.3. Classification Using Machine Learning 

Machine Learning is a data analysis algorithm that builds an automated analyti-
cal model, it is related to artificial intelligence which is based on the idea that 
systems can learn from data identify patterns and make decisions with minimal 
human intervention. It was created by using pattern recognition and a theory 
that computers can learn without being programmed to perform specific tasks 
[10].  

3. Related Works 
3.1. Introduction 

Several factors can cause an image of the face to change, such as intrinsic and 
extrinsic factors [11] [12]. The intrinsic factor has something to do with the hu-
man’s nature look, for example the age, facial hair, glasses; these factors are de-
fined as the intrapersonal factors. Other factors may include gender and ethnici-
ty these factors are defined as interpersonal factor. On the other hand, in the ex-
trinsic factors we deal with appearance due to interaction with the light, for ex-
ample the illumination, pose, resolution, focus and others [13]. 

Machine learning can be used to recognize faces. We use this method due to 
its simplicity of training a system to capture difficult face patterns. It is proven to 
be more efficient in face extraction than the principle component analysis [14]. 

3.2. Hybrid PCA and LBP for Facial Expression Feature Extraction 
3.2.1. PCA 
Principle component analysis is a mathematical linear method that is used to 
convert a set of observations of related variables into a set of unrelated variables. 
The objective of PCA is to find vectors that give better results when dealing with 
changes of the face images in the image space. PCA transforms the original im-
age space to an orthogonal eigenspace with recued dimensions. Eigenspace is a 
set of Eigen vectors associated with eigenvalue [15]. 
 Eigenface Calculation 

Step 1: Call the vector of all the training images saved in the ASCII file and stores 
in a matrix. 

{ }1 2 3, , , , NT T T T T=                       (1) 

The above equation indicates a set T which comprises all the training images 
and N is number of available or existing training images stored in database. 

Step 2: Find the mean of loaded training images using the equation given be-
low. 

1

1 N
mmN =

Ψ = Γ∑                        (2) 

 Y = Mean of the training set 
 Gm = Vector of Training image 
 N = Number of training images 
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Step 3: Subtract the calculated mean from the vector of training image to find 
subtracted mean. 

m mΦ = Γ −Ψ                          (3) 

 F = The subtracted vector of training image 
 Gm = Vector of training image 
 Y = Mean of the training set 

Here, the Φm indicates the difference between the vector of m’th training im-
age and the mean image. 

Step 4: Calculate the covariance matrix for the subtracted vector of training 
image. 

T
1

1 N
m mmC

N =
= Φ Φ∑                        (4) 

Here, C is the covariance matrix of matrix, which has subtracted image vec-
tors. 

Step 5: Calculate Eigen vectors and Eigen values, eigenvectors and corres-
ponding eigenvalues should be calculated from covariance matrix C. 

[ ]T
1 2 3 : , , , , nC AA A= = Ψ Ψ Ψ Ψ                 (5) 

Step 6: Obtaining the appropriate eigenfaces. 
In this step, the Eigenvectors that have highest Eigen values will be chosen as 

the well-fit eigenface because it describes more characteristic features of the se-
lected face. Eigenfaces with low Eigen values could be omitted since they matched 
only a small part of characteristic features of the faces [16]. 

3.2.2. LBP 
Local Binary Pattern is a method for texture classification; it works by labeling 
the pixels of an image by using segmentation of the neighboring pixels and con-
sidering the result in binary number. It is a simple approach for texture analysis 
used in many applications. The main property of this method is its robustness to 
monatomic grey-scale changes caused by illumination variations [16]. 

3.2.3. PCA and LBP 
Recent studies for using this method has proven accuracy rate of 89.64% in addi-
tion to the use of SVM classifier. In the beginning, they used geometry normali-
zation, energy normalization and eight-eye segmentation to improve the facial 
image quality before processing the image. After that, they used PCA and LBP to 
extract global features of the whole face and local features of the mouth area 
separately [1]. 

3.3. Fusion of PCA and LDP for Facial Expression Feature  
Extraction 

As discussed in the previous method, PCA and LBP were used to extract global 
features and local features of the mouth area [1]. However, it was affected by 
random noise and change of non-monotone illumination. Whereas this method 
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proposes a fusion of PCA and LDP (Local Directional Pattern) for feature ex-
traction, which is more resistant to noise and changes of non-monotone illumi-
nation with an increased recognition rate. 

Local directional pattern (LDP) is an improvement of the LBP method; it is a 
local feature descriptor for recognizing human face. Since LDP is an eight-bit 
binary code assigned to each pixel, it is obtained by computing the values of edge 
responses in all eight directions in each pixel position and generates a code ac-
cording to its magnitude strength [17]. Each face is divided into small regions 
where the LDP is extracted and combined into a single feature to represent the 
facial image efficiently [18]. The edges value of a pixel is calculated using Kirsch 
masks. The kirsch mask finds the maximum edge strength in all 8 compass di-
rections in Figure 3. Then the eight edge response values are obtained (Figure 
4). 

Face detection is a technology used to identify human faces in digital images. 
Firstly, the human eye is detected by testing all the regions in the gray-level im-
age. Then the algorithm is used to generate possible face regions such as iris, 
eyebrows and mouth corners. Viola-Jones in face detection is used due to its 
high processing speed and high detection rate. It has four stages, which are: Haar 
feature selection, create integral image, Adaboost training and cascading clas-
sifiers. 

The Haar feature calculates the difference between the sum of the pixels with-
in the white and black region of interest using the equation below. The selection 
of features matches similar face properties, some of these common properties in 
human faces include, eye region darker than the upper cheeks (Figure 5), or nose 
bridge region is brighter than the eyes (Figure 6). 
 

 
Figure 3. Kirsch masks. 

 

 
Figure 4. Returned values. 
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Figure 5. Eye region. 

 

 
Figure 6. Nose region. 

 
After locating the eyes and mouth area as shown in Figure 5 and Figure 6, 

and preform a position check, then we can confirm the position of the face [19]. 
Then the center of these images is passed to the next stage of classification, this 
stage will check the face from the dataset. Creating an integral image is identified 
as to how we will be representing an image. This integral image evaluates rec-
tangular features in constant time. Each rectangular area is adjacent to at least 
one other rectangle. Adaboost Training algorithm is a learning algorithm used to 
select the best features to train the SVM classifiers and use them. It constructs 
strong classifier from weak classifiers. Finally, after the classifier is trained it is 
applied to a region of an image and detects the object in question. This process 
requires two samples: positive and negative, where the negative represents the 
non-object images. 

Feature extraction occurs after the face has been detected by the Viola-Jones 
algorithm. The face obtained from that algorithm is then used for feature extrac-
tion. Selecting the features, which are unique in every face, is very important be-
cause they will be used to store discriminated information using feature vectors 
called histogram of oriented gradients (HOG). HOG features can be extracted 
with these steps: calculate gradient of the image, calculate the histogram of gra-
dients, normalize histograms and finally form the HOG feature vector. 

To calculate the HOG, the image is broken into a grid of cells with a size of 8 
× 8 pixels. For each cell, the histogram has 9 channels each associated with a 
range of directions from 0 to 180 degrees [20]. The pixels in the corresponding 
cells select a channel according to direction and magnitude of the gradient 
(Figure 7). 
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Figure 7. HOG of the eye. 

4. Proposed Work 

In order to implement this method with a high recognition rate and good per-
formance speed, we propose the use of Machine Learning. This method uses 
trained images by following a set of algorithms to extract face images and com-
pare them with the existing ones. By using trained images alongside the two 
methods, which will be used to detect the features and extract them, we will be 
able to predict the facial feature changes in time based on the eigenvalues that 
were calculated upon feature extraction. This allows us to overcome the aging 
and no monotone illumination variation problems in the face images. Using ma-
chine learning, each image is preprocessed using a set of algorithms and is saved 
in the database and is then used in comparison with the proposed input image, it 
will reduce the processing time and provide more accurate face recognition re-
sults. This method aims to provide a supervised self-learning algorithm, which 
provides effective face recognition and face extraction results. This technique 
will use a hybrid method of PCA, LDP and Machine learning, where we will 
detect the face, extract the features and use machine learning to train the images 
and classify them into categories. The proposed work is shown below. 
 The first step is locating the faces in an image; we start by converting the im-

age to grayscale to simplify the extraction since there is no need for colors. 
 After converting the image to grayscale, every single pixel in the image will 

be observed at a time [21]. For every pixel there will be many pixels sur-
rounding it as shown in Figure 8, the purpose of this is to see how dark the 
current pixel is compared to the surrounding pixels. Then an arrow will be 
drawn to determine the direction of the image as it becomes darker as shown 
in Figure 9 and Figure 10. After repeating this step for every pixel in the 
face, all pixels will be replaced by an arrow, which is identified as gradients, 
which shows the flow from light to dark across the image (Figure 11). 

The reason why the pixels are replaced by gradients is that if we want to ana-
lyze pictures directly, the really light and really dark images of the same person 
will have different pixel values. On the other hand, by using the direction we will  
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Figure 8. Flowchart of the proposed work. 
 

  
Figure 9. Surrounding pixels. 

 

 
Figure 10. Darkeness direction. 
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Figure 11. (a) Original image; (b) Light flow. 

 
have exact representation of dark and light images. However, it would be better 
to see the flow of light instead of the direction of every pixel so we can have the 
basic pattern of the image. This is accomplished by splitting the image into 
squares of 16 × 16 pixel each. Then the gradient points in each square with all 
major directions will be counted, and then replaced with the arrow direction that 
is the strongest. This will provide us a simple representation of the image that 
has the basic structure of the face (Figure 12). 

The image is converted into HOG representation to capture the main features 
of the image regardless of the brightness. In order to find all the faces in the im-
age it is necessary to find the part of our image that looks like the HOG patters 
that we have extracted from previous trained faces. 

In case of pose changes, meaning if the face is rotated in different directions it 
might not seem the same to a computer. For this issue, there is an algorithm that 
can be implemented called face landmark estimation. This algorithm works as 
follows, it will 68 specific pointes called landmarks that are found in all faces 
(Figure 13), and then it will use machine-learning algorithms for training to be 
able to find these landmarks.  

After locating the eyes and mouth; the image will be scaled and rotated in or-
der to center the eyes and mouth (Figure 14). 
 SVM Machine Learning 

After the features are extracted, we need to extract 128 measurements from 
each face in order to measure the unknown face the same way and find the 
known face with the closest measurements [22]. In this training process, first an 
image of a known person is introduced, then another image of the same person 
is added, and finally an image of a different person is added for comparison. The 
algorithm checks the measurements for the first and second image and confirms 
that the measurements are similar while confirming that the measurements for 
the second and third images are different as shown in Figure 15.  

This process requires a lot of data and computer power; it takes approximately 
24 hours of training to get accurate results. However, as soon as the system is 
trained it can simply generate measurements for any face even new ones.  

The final step is finding the person from the database of the existing persons 
who has the closest measurements to unknown face that was introduced. This 
can be accomplished by using a simple classification algorithm known as SVM 
classifier. This classifier needs to be trained so that it can take the measurements 
from the new image and identifies the closest match to that image. 
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Figure 12. HOG representation. 

 

 
Figure 13. 68 landmarks. 

 

 
Figure 14. Scale and rotate. 
 

 
Figure 15. Compare 128 measurments. 
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We can see in the flowchart presented above the steps to preform our face 
recognition hybrid method. First, the image will be captured by the camera or 
included in the system manually, the system will then try to locate the face out-
line and preform extraction of the global features. The global feature extraction 
includes detecting the eyes and mouth area, if the extraction was not successful 
the system will try to reload the image and preform the extraction again.  

On the other hand, if the eyes and mouth area were detected then the system 
will apply the PCA algorithm to reduce the face dimensions, and then calculate 
the Eigen values and Eigen vectors by using the equation mentioned Before. Af-
ter the calculations have been completed, an Eigen face will be created and then 
the system will apply the LDP for texture extraction. LDP will compute the val-
ues of edge responses in 8 directions where each face is divided into small re-
gions and the LDP is extracted and combined into a single feature. 

After the face features are combined; the system will check if this image is be-
ing trained or is used for comparison, if the image is new and being trained it 
will include it to the database for future use, however if it is being used for com-
parison, the system compare this image with the existing trained images to see if 
it will be recognized or not.  

The process of comparison occurs by preforming a pattern recognition me-
thod known as supervised learning. As mentioned in part two, the SVM will use 
this equation ( ) ( ), ,i i white i blackf Sum r Sum r= −  to perform an accuracy, check of 

the training set of data if there is a match it will compute the differences between 
both images and if the difference between images is less than the threshold then 
the face is recognized, however if the difference is higher than the threshold then 
the face is not recognized. 

We defined two parameters to measure the success of our proposed algorithm. 
First is the Error Rate (ER), which is defined as number of false detections in the 
image divide by the total number of detections (face and non-face).  

We will use these equations to calculate the success rate of our proposed me-
thod, and we will observe the following (Table 1): 

( ) Number of false detection
Total Number of Det

Error Rate E
ection

R 0
s

10 %= ×           (6) 

( ) Number of face detFace Detection Suc ected
Total Number 

cess Rate
of Faces

FDSR 100%= ×  (7) 

1
13

Error Rate 100% 7.69%= × =  

Face Detection Success Rate 100% 92.31%12
7

= × =  

 
Table 1. Rate of the proposed methods. 

Total number 
of faces 

Number of faces 
detected matching input 

Number of false 
faces detected 

Total number 
of detection 

13 12 1 13 
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Our proposed method shows an accuracy rate of 92.31% using a set of trained 
faces. After running the “test your model” function in our program, we have ob-
tained 12 accurate detections from a total of 13 images. We can assume that the 
undetected face was not obtained due to the difficulty of detecting the eye region 
since the person is wearing sunglasses which is covering his eyes. Therefore, 
when the system came across this image, the eye feature could not be extracted, 
as a result the image was not recognized. 

5. Experimental Results 

Planning the design of the evaluation; we considered using SVM Machine Learn-
ing algorithm along with a set of trained images and used new images to com-
pare results. We chose to perform this experiment using two different approaches, 
one to train the image and one to search for the image in the same program to 
help speed the process. Images were prepared using a set of cropping tools re-
ducing their size for faster results. In the end, the program uses the trained im-
ages to compare results with the new input image to see if it exists or not in all 
directories. 

After implementing the hybrid algorithm that is composed of PCA, LDP and 
SVM Machine Learning by using Python code and running it on Spyder pro-
gram, which is imbedded in Anaconda Environment, we have obtained very ac-
curate results in a short period. Firstly, we have trained a directory of a specific 
person in a test directory, then we tried obtaining this person’s image by pre-
forming the test option which identifies this person from the test directory are 
identifies this person among a set of other images.  

Training and Results 

The first step for implementing this system is to train a person directory in a test 
directory. The system will access this test directory and preform the face recog-
nition process to identify the person we are going to be looking for. As shown in 
Figure 16 below we will perform the training process.  
 

 
Figure 16. Traning phase. 
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In this step, we will press on “open person dir” to choose the directory of the 
person we want to train. Then we will press on “open another dir” to choose the 
test directory where we want our person image to be trained. 

The results are computed in the program and are not visible to the user. After 
clicking on “Train model”, the person directory images will be detected by the 
HOG algorithm and added to the “testimage” directory. This process will be re-
peated for all the images in the person’s directory. After the process is complete, 
all the trained images will be included in the test directory and we will be able to 
perform a face recognition search by using it (Figure 17). 

Here we will perform a test to see if the system will capture the images of the 
person that we are looking for. We will first enter the person’s name who we 
want to look for in the input box under “Enter person name”, then we will 
choose the directory where we want the system to access for the search process 
by pressing on “open test dir”. First, let us test the system on the person dir itself 
to see if it obtains all his images. The results will be shown in Figure 18. 
 

 
Figure 17. Testing phase. 

 

 
Figure 18. Testing results. 
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As we can see from the obtained results, all the images related to “tom” are 
obtained from the “tom” directory. Here we can conclude that the system recog-
nized all “tom’s” images from the “tom” folder. 

In our next test, we will try to obtain “tom” from a “test” directory, which we 
have previously trained and see the results as follows. We will click on “open test 
dir” and chose a folder named “testimage” to perform the test (Figure 19). 

As we can see from the results, upon entering the person’s name “tom” the 
system has identified only the images of “tom” amongst the other images in “tes-
timage” folder. Here below are the results obtained in close caption.  

The experiments show that the system has a high accuracy rate in face recog-
nition, where the images obtained are the images of the person that we were 
looking for. In addition to its being compared with the other images in the “tes-
timage” directory and recognizing only the person himself while the others are 
labeled “unknown” because they were not recognized by the system. 

It can be seen in this experiment that the system proposed works more effi-
ciently than other systems with different algorithm due to its performance speed 
and high accuracy rate, in addition to its simplicity on the user’s side while run-
ning this program for face recognition. The obtained results took no more than 
10 seconds for all the images to be recognized from a directory composed of 13 
images. Finally, the system used 29% only from the memory space, which states 
that the system works at a very high speed comparing to others. 

The system used in this work identify and recognize face them on the basis of 
accuracy and computational time. Some of them have disadvantages in term of 
detection rate, accuracy or timings. The greatest optimal detection percentage 
can be obtained through our algorithm. The success of implementation depends 
on pre-processing stage on the images because of illumination and feature ex-
traction. 
 

 
Figure 19. Testing results. 
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6. Conclusions and Future Work 

In this paper, we presented the problem, which is the need for an accurate and 
fast face recognition technique using the fusion of principle component analysis 
and local directional pattern. We then proceeded to discuss the current tech-
nique, which is using only machine learning and we highlighted their drawbacks 
and limitations. Following that, we proposed a new technique that combines these 
three methods while adding some features to address the problems that resulted 
from previous methods, in addition to providing a program for our evaluation 
along with the results obtained. 

Several contributions have been made: 
 Our first contribution was the major reduction in the face recognition speed 

for images that were not trained by the system, and replacing them with 
trained images created by the SVM Machine Learning to reduce the processing 
speed by training a set of images and accessing a locally trained directory of 
these images and use it in comparison with the input image.  

 The other contribution made was to handle all the image variations including, 
pose changes, aging, and illumination changes. We have used PCA to handle 
the illumination variations by drawing an arrow to determine the direction of 
the image as it becomes darker, also, we have used LDP to fix the aging prob-
lem by dividing the face into small regions and uses Kirsch mask to find the 
edges and form a feature. 

 Attendance management is significant to all organizations such as educa-
tional institutions. It can manage and control the success of any organization 
by keeping track of people within the organization such as students to max-
imize their performance. The proposed system offers the process of moni-
toring attend students, it aims to help the teacher in the classroom or labora-
tories to manage and record students’ presence electronically and directly 
without the need to list on paper so it will save time and effort. The system 
can analyze the data and display statistics about the student’s absences, print-
ing reports about absence percentages and students’ warnings for the speci-
fied period. 

While working on our proposed method and presenting new techniques to 
solve the problem we are addressing, we came across some issues that we would 
like to tackle in the future. Here are some of these issues. 

Since our system is based on image training, all images are trained and are in-
cluded in the image directories. As a result, while trying to obtain an image for a 
certain individual, the system must go through all these images to find the in-
tended one. This process takes time there for causes a delay in retrieving the im-
age of the person we are looking for. In the future, we plan to create a solution 
different from the conventional solutions that will avoid this sort of delay caused 
by image load while maintaining the accuracy level of the images retrieved. 
 Memory Space 

After training all the images, we will have many directories of the person’s 
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image and the test images, in addition to each image will be of a certain size, 
large images will cause a memory overload. If we can reduce the image size in 
the future upon training them, it will reduce the directory memory, which will 
reduce the overall memory of all directories and help make the image retrieving 
process faster. 
 Image Resolution 

Some of the images included in the person’s directory might have a low reso-
lution, which will make it hard to recognize while comparing it with a given in-
put picture. In the future, we can include a feature, which will automatically en-
hance the image before preforming the recognition process. 
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