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Abstract 
FIR filter is an important type of filter in the field of signal processing because 
of its inherent stability, simpler structure, and easier implementation on li-
near phase. WCA is used to solve FIR filter design with low magnitude error 
and linear phase in passband. This method uses WCA to optimize the filter 
coefficient based on the low magnitude errors in all frequency domains. 
Moreover, in the constraint conditions, the least group delay in passband is 
used for the optimization. The experiments testify this method has good per-
formance on the passband error and group delay error in the passband. 
Therefore this method is an efficient algorithm for FIR filter optimization 
which can be used in the digital signal processing widely.  
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1. Introduction 

FIR filter is an important type of filter in the field of signal processing because of 
its inherent stability, simpler structure, and easier implementation on linear 
phase [1]. The linear phase is an important property of filters in many applica-
tions. If the coefficients of a FIR filter are odd symmetry or even symmetry, this 
FIR filter has the linear phase. The linear phase in entire frequency domain can 
be easily achieved using the classic design method for FIR filters. However, the 
symmetric coefficients are not realized by all FIR design methods, especially in 
the methods based on the optimizing theories. Some optimization methods can 
obtain very good amplification-frequency characteristic, but not realize the li-
near phase. Therefore how to design an asymmetric coefficient FIR filter with 
excellent amplification-frequency characteristic and linear phase is an interest-
ing study [2] [3] [4] [5] [6]. 

How to cite this paper: Hu, H.J., Song, S.J. 
and Gong, Y.M. (2018) General FIR Filter 
Design with Linear Phase in Passband by 
Water Cycle Algorithm. Journal of Com-
puter and Communications, 6, 326-331. 
https://doi.org/10.4236/jcc.2018.611029  
 
Received: October 31, 2018 
Accepted: November 23, 2018 
Published: November 30, 2018 

http://www.scirp.org/journal/jcc
https://doi.org/10.4236/jcc.2018.611029
http://www.scirp.org
https://doi.org/10.4236/jcc.2018.611029


H. J. Hu et al. 
 

 

DOI: 10.4236/jcc.2018.611029 327 Journal of Computer and Communications 
 

Water cycle algorithm (WCA) [7] is a metaheuristic optimizer which is to 
solve the constrained engineering optimization problems. This algorithm simu-
lates the process of water cycle in nature. The fundamental concept of the WCA 
is inspired by the observation of water cycle process, and movement of rivers 
and streams to the sea in the real world. In this paper we focus on FIR design 
with the asymmetric coefficients and the linear phase in the passband. WCA is 
applied in phase optimization in the process of our FIR design. 

2. Principle of WCA 

The same to other bionic algorithm, the idea of WCA is also inspired from na-
ture. In our world, a river or stream is collected when water moves downhill. 
This means that most rivers are formed high up in the mountains, where the 
snow or the glaciers melt. The rivers always flow downhill. On their downhill 
journey and eventually ending up to a sea, water is collected from rain and other 
streams. Therefore, streams flow to the rivers and rivers flow to the sea. 

WCA begins with an initial population which is called raindrops. So at first we 
have rain. The best raindrop is chosen as a sea while some good raindrops are 
selected as the river. Besides the sea and the river, other unselected raindrops are 
defined as the stream which flow to the river and the sea. For the varN  dimen-
sional optimization problem, a raindrop is defined as an array of 1 varN× , which 
is described as follows: 

[ ]1 2 3Raindrop , , , , .Nx x x x= �  

At the beginning of WCA, a population of raindrops is generated by use of a 
matrix X with size pop varN N×  which is shown as follows: 
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In WCA, the cost of a raindrop is calculated by a cost function which is shown 
as follows: 

( )1 2 3, , , , , 1, 2,3, , ,
var

i i i i
i i N popC Cost f x x x x i N= = =� �          (2) 

where popN  and varN  are the number of raindrops (initial population) and 
the number of design variables, respectively. Then popN  raindrops is created 
and initialized, and the srN  raindrops of them which are the best individuals or 
minimum values are chosen as sea and rivers. Especially, a raindrop with mini-
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mum value among others is defined as sea. Therefore, srN  is sum of sea and 
rivers which is shown as follows: 

  1.srN number of rivers= +                    (3) 

The number of other unselected raindrops is 

.raindrops pop srN N N= −                       (4) 

WCA uses an equation to assign the raindrops to rivers and sea based on the 
flow intensity. This equation is 

1

, 1, 2,3, , ,
sr

n
n raindrops srN

ii

Cost
NS round N n N

Cost
=

  = × = 
  ∑

�         (5) 

where nNS  is the number of streams which flow to the particular rivers or sea. 
In WCA, all streams and rivers flow to sea. Obviously sea is the best optimal 

point. A stream flows to the river along the connecting line between them using 
a randomly selected distance that is shown as follows: 

( )X 0, , 1,C d C∈ × >                        (6) 

where C is a value between 1 and 2 and near 2 (best value is 2), d is the current 
distance between stream and river, respectively. X is a random number between 
0 and C d× . C enables streams to flow in different directions towards the rivers. 
Similarly, C also can be used for the water flow from river to sea. So, the new po-
sition for streams and rivers are shown as follows: 

( )1 ,i i i i
stream stream river streamX X rand C X X+ = + × × −            (7a) 

( )1 ,i i i i
stream stream sea streamX X rand C X X+ = + × × −             (7b) 

( )1 ,i i i i
river river sea riverX X rand C X X+ = + × × −               (8) 

where rand is random number between 0 and 1. If the solution from a stream is 
better than its connecting river, the positions of stream and river are exchanged 
each other. Similarly, if the solution from a river is better than sea, the positions 
of river and sea are exchanged each other. Therefore, a river should be consi-
dered as a locally optimal solution, while sea should be considered as the globally 
optimal solution. 

Evaporation is a method to prevent the algorithm from rapid convergence 
(immature convergence). In WCA, the evaporation process causes the sea water 
to evaporate as rivers/streams flow to the sea. This method is proposed in order 
to avoid getting trapped in local optima. The following pseudo code shows how 
to determine whether or not river flows to the sea. 

If 

max , 1, 2,3, , 1i i
sea river srX X d i N− < = −�  

Evaporation and raining process 
End 
Where maxd  is a small value which is close to zero. Therefore, if the distance 
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between a river and sea is less than maxd , it means that the river has reached or 
joined the sea. In this situation, the evaporation process is used and as seen in 
the nature after some adequate evaporation the raining will start. A large value 
for maxd  reduces the search while a small value encourages the search intensity 
near the sea. Therefore, maxd  controls the search intensity near the sea (the op-
timum solution). In original WCA, the value of maxd  can be decreased adap-
tively as: 

1 max
max max .

max

i
i i d

d d
iteration

+ = −                    (9) 

After satisfying the evaporation process, the raining process is applied. In the 
raining process, the new raindrops form streams in the different locations (act-
ing similar to mutation operator in GA). For specifying the new locations of the 
newly formed streams, the following equation is used: 

( ) ,new
streamX LB rand UB LB= + × −                 (10) 

where LB and UB are lower and upper bounds defined by the given problem, 
respectively. The rest of new raindrops are assumed to form new streams which 
flow to the rivers or may directly flow to the sea. 

3. Prepare Your Paper before Styling 
3.1. Example 1 

We use WCA to implement a general FIR with passband linear group delay de-
sign. For lowpass filter example: Filter order = 24, 0.3 , 0.4p sw wπ π= = , pass-
band group delay = 10. 

In this design, we use the smallest group delay in passband as object function, 
amplitude error in passband and stopband as constraint condition. Therefore a 
general FIR design can be described as follows: 

( )
2 2

min 1pb sbf X H H= − + , 

( )
2

s.t. pb pb
idealGroupDelay X Gd τ− < , 

where pbτ  is the presetting values. In our design, the population is 100, the 
number of sea and rivers is 8, and the iteration is 2000, respectively. 

Our all filter designs are realized in Matlab R2009b. WCA function is obtained 
from [8]. Figure 1 shows the performance of design result by our proposed 
method. From Figure 1, we can know the magnitude-frequency characteristic-
meets the requirement while the group delay in passband is the approximate li-
nearization.  

3.2. Example 2 

In this example, we also use single-object WCA to implement a general FIR de-
sign. For bandpass filter example: Filter order = 24, 1 0.25sw π= , 1 0.35pw π= , 

2 0.6pw π= , 2 0.7sw π= , passband group delay = 14. From Figure 2, we also we 
can know the magnitude-frequency characteristic meets the requirement while 
the group delay in passband is the approximate linearization. 
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Figure 1. Performance of design result for example 1. 

 

 
Figure 2. Performance of design result for example 2. 

4. Conclusion 

In this paper we use WCA to solve FIR filter design with low magnitude error 
and linear phase in passband. This method uses WCA to optimize the filter coef-
ficient based on the low magnitude errors in all frequency domains. Moreover, 
in the constraint conditions, the least group delay in passband is used for the op-
timization. The experiments testify this method has good performance on the 
passband error and group delay error in the passband. Therefore this method is 
an efficient algorithm for FIR filter optimization which can be used in the digital 
signal processing widely.  
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