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Abstract 
I embark to measure the systemic risk of regional banks in Japan through 
shadow banking (microlevel and macrolevel linkages) using partial least 
squares structural equation modeling (PLS-SEM). Non-parametric PLS-SEM 
is used for the first time in the context of Japanese banks. I collect indica-
tor-based data from Orbis Bank Focus but do not find all the indicators sug-
gested by theory. Results indicate systemic risk is explained by 12.5% of sha-
dow banking. I use generalized structured component analysis (GSCA) for 
robustness test because it belongs to the same family of methods as PLS-SEM; 
PLS-SEM results are confirmed by GSCA. Regulators need to collect more 
data regarding shadow banking activities in relation to regional banks in Ja-
pan. The missing indicators are critical for explaining systemic risk in region-
al banks through shadow banking. Once more data are available, researchers 
can explore whether shadow banking has a substantial effect on the systemic 
risk of regional banks in Japan. 
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1. Introduction 

Japan’s financial crisis started in late 1990s and caused harm for capital and li-
quidity in its banking system. As a result, the economy fell into a deflationary 
state. Bank of Japan (BoJ) introduced zero interest rate policy in 1999 and then 
quantitative easing in March 2001 [1]. BoJ introduced its comprehensive mone-
tary easing to alleviate deflationary pressures and slow recovery in October 2010. 
In April 2013, BoJ introduced further resources to monetary stimulus in terms of 
2% price stability and large expansion of monetary base through buying of gov-
ernment securities.  
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However, the financial system was in trouble with negative yields and flat 
curves, raising fears about profitability. In September 2016, BoJ implemented 
yield curve control, monitoring short-term rates and long-term Japanese gov-
ernment bonds. In summary, more than a decade-long low level and volatility of 
government bonds’ yields produced interest rate risk and inadequate capital 
among financial institutions; this could lead to systemic risk. International 
Monetary Fund (IMF) recently highlighted the systemic risk in Japan’s banking 
system [2]. 

It is difficult to quantify systemic risk in integrated markets and it changes 
dynamically [3]. Reference [4] describes systemic risk as the clear hazard that 
difficulties with the operations of banks can be quickly shifted to others, includ-
ing markets, and cause economic damage. Regulated banks are extremely leve-
raged institutions. The global financial crisis of 2007-2009 (GFC) exposed sig-
nificant shortcomings of the existing regulation in terms of liquidity manage-
ment, capital adequacy, and moral hazard. GFC encouraged extensive regulation 
in terms of macro linkages (market based) and micro linkages (firm based). At 
the micro level, Basel III requires banks to hold a minimum of 4.5% of core tier 1 
equity against risk-weighted assets; regarding leverage ratio, Basel III sets a 
minimum of 3% (ratio of core tier 1 capital to consolidated but unweighted as-
sets) [5] [6]. At the macro level, there is a capital surcharge on global systemic 
importance; this increases the core tier 1 capital between 1% - 2.5% of risk-weighted 
assets, i.e. Basel III requires a capital buffer that rises with firm size, complexity, 
interconnectedness and global importance.  

For the first time in Japanese banking system, I use partial least squares struc-
tural equation modeling (PLS-SEM). PLS-SEM is iterative OLS regression, also 
known as PLS path modeling [7] [8]. PLS-SEM is a multivariate analysis method 
to estimate complex cause-effect relationships with latent variables. It has been 
used in various disciplines such as accounting [9], finance [10], management 
information systems [11], marketing and strategic management [12], operations 
management [13], supply chain management [14], and tourism [15]. The goal of 
the non-parametric PLS-SEM is to maximize the explained variance of endo-
genous latent construct(s) where the assumption of multivariate normality is re-
laxed. An introduction to PLS-SEM can be found in references [12] [16] [17] 
[18], whereas reference [19] provides a step-by-step explanation of the mathe-
matics behind its algorithm.  

In the rest of the article, Section 2 covers the conceptual framework, Section 3 
describes the data and method, Section 4 reports the results, Section 5 applies the 
robustness test, and Section 6 concludes. 

2. Conceptual Framework 

I focus on regional banks—the second largest group of banks in Japan (N = 64). 
Furthermore, the International Monetary Fund highlighted some vulnerabilities 
with regional banks [20]: 1) they need to raise their capital buffers, 2) stress tests 
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show that credit-related losses represent the highest risk, and 3) vulnerabilities 
exist in foreign currency positions. Table 1 shows the list of regional banks. 

I explain the consequences of systemic risk in the regulated banking sector 
(RBS) by microlevel and macrolevel linkages that can be traced to shadow 
banking (SB), e.g. market based financing through non-bank channels such as 
real estate investment trusts, leasing companies, credit guarantee outlets, money 
market funds, etc. Figure 1 identifies the general conceptual model. I use a set of 
indicators that are directly observable variables. I use PLS-SEM to understand 
the interconnectedness between shadow banking and regulated banking in terms 
of regional banks. As reference [10] state regarding PLS-SEM “Regulators need a 
method that is versatile, easy to use and can handle complex path models with 
latent variables”. As Basel III Accord better prepares banks for the next crisis 
(full implementation in 2019), regulators need to closely monitor the contribu-
tion of shadow banking to the regulated banking sector. 

According to the regulatory arbitrage view, banks use special or structured 
investment vehicles (SIVs) [21] and special purpose vehicles (SPVs) to create in-
terdependencies. Reference [22] reports that regulatory arbitrage is likely to  
 
Table 1. The list of Japanese regional banks (N = 64). 

77 Bank 
Akita Bank 

Aomori Bank 
Ashikaga Bank 

Awa Bank 
Bank of Fukuoka 

Bank of Iwate 
Bank of Kyoto 

Bank of Okinawa 
Bank of Saga 

Bank of The Ryukyus 
Bank of Toyama 

Bank of Yokohama 
Chiba Bank 

Chiba Kogyo Bank 
Chikuho Bank 
Chugoku Bank 

Daishi Bank 
Eighteenth Bank 

Fukui Bank 
Gunma Bank 

Hachijuni Bank 
Higo Bank 

Hiroshima Bank 
Hokkaido Bank 
Hokkoku Bank 
Hokuetsu Bank 
Hokuriku Bank 
Hokuto Bank 

Hyakugo Bank 
Hyakujushi Bank 

Iyo Bank 

Joyo Bank 
Juroku Bank 

Kagoshima Bank 
Kinki Osaka Bank 
Kitakyushu Bank 

Kiyo Bank 
Michinoku Bank 

Mie Bank 
Miyazaki Bank 

Musashino Bank 
Nanto Bank 

Nishi-Nippon City Bank 
Ogaki Kyoritsu Bank 

Oita Bank 
San-in Godo Bank 
Senshu Ikeda Bank 

Shiga Bank 
Shikoku Bank 
Shimizu Bank 
Shinwa Bank 

Shizuoka Bank 
Shonai Bank 
Suruga Bank 
Tajima Bank 
Toho Bank 

Tohoku Bank 
Tokyo Tomin Bank 

Tottori Bank 
Tsukuba Bank 

Yamagata Bank 
Yamaguchi Bank 

Yamanashi Chuo Bank 
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Figure 1. General conceptual model explaining systemic risk using PLS-SEM. 
 
increase as bank regulation becomes more strict (according to Basel III meas-
ures). As systemic risk increases, banks under distress lend less to clients (thus, 
clients invest less) and unemployment rises. This paper uses indicator-based ap-
proach that is favored by the Basel Committee and includes microprudential and 
macroprudential perspectives. Table 2 shows the potential indicators. 

3. Data and Method 

I work with end-of-financial year (i.e. 31 March 2017) data and I collect data 
from Orbis Bank Focus. Bank Focus is a database of banks worldwide; the in-
formation is sourced by Bureau van Dijk from a combination of annual reports, 
information providers and regulatory sources. Regarding data, not all the indi-
cators in Table 2 are available. I replace formative indicators collateralized debt 
obligations (CDO) and collateralized loan obligations (CLO) with “total deriva-
tives”; repurchase agreements and stock price are available. In terms of reflective 
indictors, capital ratio, non-interest income, non-performing loans and beta are 
available; modified BCBS score is not available. As a result, I collapse left-hand 
side of Figure 1 (shadow banking) into one exogenous construct. Due to some 
missing data, the new sample size is 45. Exhibit 1.7 in reference [18] recom-
mends a sample size 37 for three independent variables (i.e. number of formative 
indicators), statistical power of 80%, significance level of 5% and minimum 
R-squared of 25%. 

The distinction between formative and reflective indicators needs further ex-
planation. Formative indicators are considered complementary. That is, a 
change in a given formative indicator can lead to a change in the associated la-
tent construct. In multiple regression, the formative indicators are independent  
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Table 2. Ideal potential indicators for systemic risk. 

Sources of systemic risk in shadow banking and 
the formative indicators in PLS-SEM 

Consequences of systemic risk in regulated 
banking sector are reflective indicators in 
PLS-SEM 

1) Complex derivatives such as collateralized debt 
obligations (CDOs) ($) {MICRO} 
Reference [10] 

1) Total regulatory capital ratio {MICRO} 
Reference [10] 

2) Complex derivatives such as collateralized loan 
obligations (CLOs) ($) {MICRO} 
Reference [10] 

2) Non-interest income scaled by interest in-
come {MICRO} 
Reference [10] 

3) Repurchase agreements ($) {MICRO} 
Reference [10] 

3) Non-performing loans scaled by total loans 
{MICRO} 
Reference [10] 

4) Number of SB facilities incorporated in offshore 
financial centers associated with a bank adjusted 
for firm size {MACRO} 
Reference [10] 

4) Financial beta defined as volatility of bank 
share price relative to the overall stock mar-
ket {MACRO} 
Reference [10] 

5) Number of associations with structured credit 
vehicles for a given bank adjusted for firm size 
{MACRO} 
Reference [10] 

5) Modified Basel Committee on Banking 
Supervision score approximating domestic 
systemic importance of banks {MACRO} 
Reference [10] 

6) The ratio of a bank’s stock price to the banking 
sector stock index {MACRO} 
Reference [23] 

 

aMACRO—macroprudential perspective; MICRO—microprudential perspective; SB—shadow banking. 
 
variables. On the other hand, reflective indicators are treated as interchangeable 
because of the overlap among them. Thus, the endogenous latent construct de-
picted in Figure 1 becomes the independent variable in single regression runs, 
where the reflective indicators individually become dependent variables. 

PLS-SEM models consist of three main components, namely, the structural or 
inner model, the measurement or outer models (see Figure 1), and the weight-
ing scheme. A group of indicators (manifest variables) associated with a latent 
construct is referred to as a block, and an indicator can only be associated with 
one construct. I also note that PLS-SEM requires recursive models, i.e. there are 
no circular relationships or loops and the model is a causal chain [18] [24]. It is 
robust with skewed data because it transforms non-normal data according to the 
central limit theorem and it is considered an appropriate technique when work-
ing with small samples [18] [25]. Literature review in Table 1 in reference [17] 
identifies the top three reasons for choosing PLS-SEM as non-normal data, small 
sample size and presence of formative indicators.  

The traditional covariance-based-SEM (CB-SEM) is able to model measure-
ment error structures via a factor analytic approach but at the cost of covariances 
among the observed variables conforming to overlapping proportionality con-
straints, i.e. measurement errors are assumed to be uncorrelated [26]. CB-SEM 
assumes homogeneity in the observed population [27]. Such constraints are un-
likely to hold unless latent variables are based on highly developed theory and 
the measurement instrument is refined through multiple stages. Thus, secondary 
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data (non-experimental) frequently found in business databases are most un-
likely to satisfy such constraints. In such cases, CB-SEM that relies on common 
factors would be inappropriate, and PLS-SEM that relies on weighted compo-
sites would be more appropriate because of its less restrictive assumptions. 
Furthermore, using formative indicators is problematic in CB-SEM because it 
gives rise to identification problems and reduces the ability of CB-SEM to reli-
ably capture measurement error [28]. References [29] and [30] provide a highly 
readable discussion of advantages and disadvantages of CB-SEM versus 
PLS-SEM. 

I identify PLS-SEM method under three models: 

3.1. Reflective Measurement Model 

Each reflective indicator is related to the endogenous construct or latent variable 
by a simple regression: 

1,..., _ 0h p h h hx π π ξ ε= = + +                   (1) 

where 1,...,h px =  is the hth regression where a reflective indicator is the dependent 
variable and p equals the number of reflective indicators, _ 0hπ  is the intercept, 

hπ  is the regression parameter to be estimated and ξ is the latent variable with a 
mean m and standard deviation of 1. The residual variable hε has a mean of ze-
ro and it is uncorrelated with the latent variable (known as the predictor specifi-
cation condition, [24]). 

1) Internal consistency: According to references [12] [17], composite relia-
bility is a better measure of internal consistency because it avoids underestima-
tion often seen with Cronbach’s alpha and accommodates differences in indica-
tor reliabilities expected by PLS-SEM. A composite reliability of 0.6 is acceptable 
in exploratory research [12]. Composite reliability’s formula can be found in 
[18], as well as in [29], replicated below.  
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+ Θ

∑
∑ ∑

                  (2) 

where iλ , F, and iΘ  are the factor loading, factor variance, and unique/error 
variance, respectively where i represents the indicator variable for a specific con-
struct. Composite reliability is only relevant for the reflective measurement 
model. 

2) Indicator reliability: Outer loadings greater than 0.7 are desirable [16]. 
Square of this standardized outer loading represents communality, that is, how 
much of the variation in the indicator is explained by the endogenous construct, 
and 1 minus communality reveals the measurement error variance. However, 
reference [12] state that in exploratory research, outer loadings as low as 0.4 are 
acceptable. Otherwise, if less than 0.4, the reflective indicator can be deleted. 

3) Convergent validity: Average variance extracted (AVE) greater than 0.5 is 
preferred; this ratio implies that greater than 50% of the variance of the indica-
tors have been accounted. AVE is only relevant for the reflective measurement 
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model. When examining reflective indicator loadings, it is desirable to see higher 
loadings in a narrow range, indicating all items are explaining the underlying la-
tent construct, i.e. convergent validity [29]. The formula for AVE is replicated 
below and it can be read in the context of Equation (2) above [29]: 

( )
( )

2

2

var
AVE

var
i

i i

F

F

λ

λ
=

+ Θ

∑
∑ ∑

                   (3) 

4) Discriminant validity: Fornell-Larcker criterion needs to be satisfied. That 
is, the square root of AVE must be greater than the correlation of the construct 
with all other constructs; this criterion is not applicable to formative measure-
ment models and single-item constructs. 

3.2. Formative Measurement Model 

Under the formative measurement model, it is assumed that the exogenous con-
struct (latent variable, ξ ) is defined by the formative indicators that could be 
multidimensional and a residual term found in a linear function.  

h h
h

xξ ϖ δ= +∑                          (4) 

where hϖ  is the weight, the residual vector δ has a mean of zero and it is un-
correlated with the formative indicators hx  where h captures the range of for-
mative indicators [24]. 

1) Convergent validity: Higher path coefficients linking the exogenous and 
endogenous constructs are preferred, implying adequate coverage by the forma-
tive indicators [29]. A substantial coefficient of determination (R2) is also a good 
indication of convergent validity. 

2) Multi-collinearity among indicators: When multi-collinearity exists, 
standard errors and thus variances are inflated. A variance inflation factor (VIF) 
is calculated for each of the explanatory variables in OLS regression, and VIF 
must be less than 5 [16], i.e. VIF represents the factor by which variance is in-
flated. 

( )2

1VIF
1i

iR
=

−
                        (5) 

where 2
iR  is the proportion of variance of formative indicator i associated with 

other indicators in the same block [18]. Statistically, VIF is the reciprocal of to-
lerance, ( )21 iR− , where the latter is defined as the variance of a formative indi-
cator not explained by others in the same block. A VIF of 1 means there is no 
correlation among the predictor variable examined and the rest of the predic-
tors, and therefore, the variance is not inflated.  

3) Significance and relevance of outer weights: “Weight” is an indicator’s 
relative contribution; “loading” is an indicator’s absolute contribution. One 
can start with bootstrapping using 5000 sub-samples [16] in order to check 
whether outer weights are significantly different from zero. Bootstrapping in-
volves random drawing of sub-samples from the original set of data with re-
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placement (sub-sample size equals the original sample size). Indicators with sig-
nificant outer weights are kept; otherwise, an indicator can still be kept if its 
outer loading, that is, its absolute contribution is greater than 0.5. Insignificant 
formative indicators based on p-values (i.e. higher than 5%) with outer loadings 
less than 0.5 can be removed from the model for being irrelevant.  

3.3. Structural Model 

I emphasize that if the outer models, that is, measurement models are not relia-
ble, little confidence can be held in the inner (structural) model. Analysis of the 
structural model is an attempt to find evidence supporting the theoretical model, 
i.e. the theorized relationships between exogenous constructs and the endogen-
ous construct. 

j jo ji i j
i

vξ β β ξ= + +∑                     (6) 

where jξ  is the endogenous construct (in this study there is one endogenous 
construct, therefore j equals 1) and jξ  represents the exogenous constructs (i 
equals 2); the predictor specification condition applies [24]. 

1) Predictive accuracy, coefficient of determination (R2): This statistic in-
dicates to what extent the exogenous construct(s) are explaining the endogenous 
construct. According to references [18] [16], 0.25 (weak), 0.50 (moderate) and 
0.75 (substantial). However, unless the adjusted R2 is used (for a formal defini-
tion, see [18]), this coefficient can be upward-biased in complex models where 
more paths are pointing towards the endogenous construct. 

2) Predictive relevance (Q2): This statistic is obtained by the sample re-use 
technique called ‘Blindfolding’ where omission distance is set between 5 - 10, 
where the number of observations divided by the omission distance is not an in-
teger [12]. For example, if you select an omission distance of 7, then every se-
venth data point is omitted and parameters are estimated with the remaining 
data points. According to reference [18], omitted data points are considered 
missing values and replaced by mean values. Estimated parameters help predict 
the omitted data points and the difference between the actual omitted data 
points and predicted data points becomes the input to calculation of Q2. Blind-
folding is applied only to endogenous constructs with reflective indicators. If Q2 
is larger than zero, it is indicative of the path model’s predictive relevance in the 
context of the endogenous construct and the corresponding reflective indicators. 
The formula follows [28]: 

2 1 D D

D D

E
Q

O
= − ∑

∑
                        (7) 

where D is the omission distance in blindfolding, E is the sum of squares of pre-
diction error, and O is the sum of squares errors using the mean for prediction. 

3) Significance of path coefficients: Bootstrapping is needed, following 
which p-values for the path coefficients are checked. 
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4. Results 

In this section, I report the results under three models using PLS-SEM. I use 
Smart PLS software [31]. 

4.1. Reflective Measurement Model 

1) Internal consistency: Composite reliability is lower than 0.6 at 0.420, cast-
ing some doubt on internal consistency of the reflective measurement model.  

2) Indicator reliability: The highest outer loadings belongs to beta (0.930), 
followed by non-performing loans (0.330), capital ratio (0.257) and non-interest 
income (−0.055) (see Figure 2). 

3) Convergent validity: AVE equals 0.261, below the preferred minimum of 
0.5, suggesting less than 50% of the variance of the reflective indicators have 
been accounted by the latent endogenous construct. 

4) Discriminant validity: The square root of AVE (0.511) must be greater than 
the correlation of the construct with all other constructs. Fornell-Larcker crite-
rion is satisfied.  

4.2. Formative Measurement Model 

1) Convergent validity: The path coefficient is −0.429 from the shadow bank-
ing to the regulated banking (see Figure 2). R2 stands at 18.4%, or 16.5% ad-
justed. 

2) Multi-collinearity among indicators: Outer VIF values range between 1.039 
- 1.227 and are substantially under 5, indicating absence of multi-collinearity 
and inflated variance. 

3) Significance and relevance of outer weights: Eliminating formative indica-
tors should be approached with caution because formative measurement theory 
expects the indicators to cover the domain of a construct, i.e. formative indica-
tors are complementary. Since I have three formative indicators, I do not delete 
any. 
 

 
Figure 2. PLS-SEM first run. Legend Formative indicators: TotDer: total derivatives; RA: 
repurchase agreements; StockPriceRatio: the ratio of a bank’s stock price to the banking 
sector stock index; Reflective indicators: Capital Ratio: total regulatory capital ratio; 
NonIntIncome: non-interest income scaled by interest income; NPL: non-performing 
loans scaled by total loans; Beta: financial beta defined as volatility of bank share price 
relative to the overall stock market. 
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4.3. Structural Model 

1) Predictive accuracy, coefficient of determination (R2): The adjusted R2 is 
16.5% and is weak according to the general guidelines. 

2) Predictive relevance (Q2): Q2 is smaller than zero at −0.045, suggesting 
problems with the reflective indicators. 

3) Significance of path coefficients: P-value for path coefficient is 0.387 be-
tween the shadow banking and regulated banking, indicating insignificance. 
I proceed to the second run. The reflective indicators non-interest income and 

capital ratio should be deleted because outer loadings are low. I proceed without 
these indicators and report new results (see Figure 3). Composite reliability rises 
from 0.420 to 0.664 (above the minimum 0.6). AVE rises from 0.261 to 0.540 
(above the minimum 0.5), and following bootstrapping, p-value for path coeffi-
cient is in now 0.078 (instead of 0.387). Blindfolding leads to a healthy Q2 of 
0.020. Adjusted R2drops to 12.5% because of fewer indicators. 

5. Robustness Test 

References [32] [33] introduced generalized structured component analysis 
(GSCA) as an alternative to PLS-SEM. I apply GSCA as a robustness test because 
it belongs to the same family of methods. PLS-SEM and GSCA are both va-
riance-based methods, appropriate for predictive modeling. GSCA uses a global 
optimization function in parameter estimation with least squares [34]. CB-SEM 
is not a meaningful alternative to PLS-SEM under the conditions of the current 
study where the sample size is small, formative indicators are present, and the 
study is exploratory rather than confirmatory.  

GSCA maximizes the average or the sum of explained variances of linear 
composites, where latent variables are determined as weighted components or 
composites of observed variables. GSCA follows a global least squares optimiza-
tion criterion and it is minimized to generate the model parameter estimates. 
GSCA is not scale-invariant and it standardizes data. GSCA retains the advan-
tages of PLS-SEM, such as fewer restrictions on distributional assumptions, 
unique component score estimates, and avoidance of improper solutions with 
small samples [32] [34]. 

I use the web-based GSCA software GeSCA (http://www.sem-gesca.org/) for 
robustness testing of the reduced model. In Table 3, the PLS-SEM results are  
 
Table 3. Robustness testing of PLS-SEM with GSCA. 

 PLS-SEM GSCA 

Measurement model   

AVE 0.540 0.562 

Outer loadings of reflective indicators   

Non-performing loans 0.381 0.629 

Beta 0.967 0.853 

Coefficient of determination (R2) 12.5 12.6 
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Figure 3. PLS-SEM second run (reduced model). Legend Formative indicators: TotDer: 
total derivatives; RA: repurchase agreements; StockPriceRatio: the ratio of a bank’s stock 
price to the banking sector stock index; Reflective indicators: NPL: non-performing loans 
scaled by total loans; Beta: financial beta defined as volatility of bank share price relative 
to the overall stock market. 
 
confirmed by GSCA; all the figures are similar with the exception of 
non-performing loans. 

6. Concluding Remarks 

I measure the systemic risk of regional banks in Japan using partial least squares 
structural equation modeling. First run has problems. After I delete the reflective 
indicators, non-interest income and capital ratio, composite reliability and AVE 
improves; following bootstrapping, p-value improves. Blindfolding leads to 
healthy Q2. 

As I delete two reflective indicators, the statistics in PLS-SEM improve sub-
stantially. Unfortunately, the few available formative indicators with regional 
banks of Japan do not result in high R2. The shadow banking explains the sys-
temic risk in regulated banking (regional banks) to the tune of 12.5% (adjusted 
R2). Regulators need to collect more data based on Table 2 and beyond. After 
more data collection, researchers can explore if shadow banking has a high im-
pact on regional banks in Japan in terms of systemic risk. 

Regarding the indicators listed in Table 2, I used Orbis Bank Focus database. 
On the formative indicators side, I could not identify collateralized debt obliga-
tions or collateralized loan obligations; proxy for these two variables was total 
gross exposure under derivatives. I could not locate number of shadow banking 
facilities in offshore financial centres, nor number of associations with struc-
tured credit vehicles. On the reflective indicators side, the only variable I could 
not find was modified Basel Committee on Banking Supervision score. I am not 
surprised that the adjusted R2 was 12.5% with reduced indicators but this num-
ber indicated an impact on systemic risk of regional banks due to shadow bank-
ing. The missing variables are critical for explaining systemic risk in regional 
banks through shadow banking. Further research can be undertaken to confirm 
the effect of shadow banking on the systemic risk of regional banks once more 
data are available. 
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