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#### Abstract

In this paper, we used an interpolation function to derive a Numerical Integrator that can be used for solving first order Initial Value Problems in Ordinary Differential Equation. The numerical quality of the Integrator has been analyzed to authenticate the reliability of the new method. The numerical test showed that the finite difference methods developed possess the same monotonic properties with the analytic solution of the sampled Initial Value Problems.
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## 1. Introduction

Many Scholars have derived various Numerical Integrators using various techniques including interpolating functions that include the work of [1] [2] [3] [4] among others. All these authors have employed some analytically continuous functions to create numerically stable Integrators that can be used for ordinary differential equations. In this work we use an analytically differentiable interpolating function to create a one-step Finite Difference scheme for solving Initial Value Problems of first order Ordinary Differential Equations, and we are considering the concept of Nature, of Solutions of first order Ordinary Differential Equations to assume a theoretical solution and use that assumption to derive a discrete model that can be applied to some Ordinary differential equations.

Definition 1 [5]

Consider the $n$ th-order ordinary differential equation

$$
\begin{equation*}
F\left(x, y, y^{1}, \cdots, y^{n}\right)=0 \tag{1}
\end{equation*}
$$

where $F$ is a real function of its $(n+2)$ arguments $x, y, y^{1}, \cdots, y^{n}$.

1) Let $f$ be a real function defined for all $x$ in a real interval I and having an $n$th derivative (and hence also all lower ordered derivatives) for all $x \in I$. The function $f$ is called an explicit solution of the differential Equation (1) on interval I if it fulfills the following two requirements.

$$
\begin{equation*}
F\left(x, f(x), f^{1}(x), \cdots, f^{n}(x)\right) \tag{2}
\end{equation*}
$$

is defined for all $x \in \mathrm{I}$, and

$$
\begin{equation*}
F\left(x, f(x), f^{1}(x), \cdots, f^{n}(x)\right)=0 \tag{3}
\end{equation*}
$$

for all $x \in I$.
That is, the substitution of $f(x)$ and its various derivatives for $y$ and its corresponding derivatives.
2) A relation $g(x, y)=0$ is called an implicit solution of (1) if this relation defines at least one real function $f$ of the variable $x$ on an internal I such that this function is an explicit solution of (1) on this interval.
3) Both explicit solutions and implicit solutions will usually be called simply Solutions.

We now consider the geometric significance of differential equations and their solutions. We first recall that a real function $F(x)$ may be represented geometrically by a Curve $y=F(x)$ in the $x y$ plane and that the value of the derivative of $F$ at $x, \quad F^{\prime}(x)$, may be interpreted as the slope of the curve $y=F(x)$ at $x$.

## 2. Formulation of the Interpolating Function

Consider the initial value problem of the IVP

$$
\begin{equation*}
y^{\prime}(x)=f(x, y), y\left(x_{0}\right)=\eta \tag{4}
\end{equation*}
$$

where $\eta$ is a discrete variables in the interval $\left[x_{n}, x_{n+1}\right]$. In this we consider the method based on local representation of the theoretical solution $y(x)$.

Let us assume that the theoretical solution $y(x)$ to the initial value problem 4) can be locally represented in the interval $\left[x_{n}, x_{n+1}\right], n \geq 1$ by the non-polynomial interpolating function given by:

$$
\begin{equation*}
F(x)=\alpha_{1} \mathrm{e}^{-2 x}+\alpha_{2} x^{2}+\alpha_{3} x+\alpha_{4} \tag{5}
\end{equation*}
$$

where $\alpha_{1}, \alpha_{2}$ and $\alpha_{3}$ are real undetermined coefficients, and $\alpha_{4}$ is a constant.

## 3. Derivation of the Integrator

We assumed that the theoretical solution $y(x)$ to the initial value problem (5) can be locally represented in the interval $\left[x_{n}, x_{n+1}\right], n \geq 0$ by the non-polynomial interpolating function;

$$
\begin{equation*}
F(x)=\alpha_{1} \mathrm{e}^{-2 x}+\alpha_{2} x^{2}+\alpha_{3} x+\alpha_{4} \tag{6}
\end{equation*}
$$

where $\alpha_{1}, \alpha_{2}$ and $\alpha_{3}$ are real undetermined coefficients, and $\alpha_{4}$ is a constant.

We shall assume $y_{n}$ is a numerical estimate to the theoretical solution $y(x)$ and $f_{n}=f\left(x_{n}, y_{n}\right)$.
We define mesh points as follows:

$$
\begin{equation*}
x_{n}=a+n h, n=0,1,2, \cdots \tag{7}
\end{equation*}
$$

We impose the following constraints on the interpolating function (6) in order to get the undetermined coefficients:

1) The interpolating function must coincide with the theoretical solution at $x=x_{n}$ and $x=x_{n+1}$. Hence we required that

$$
\begin{gather*}
F\left(x_{n}\right)=\alpha_{1} \mathrm{e}^{-2 x_{n}}+\alpha_{2} x_{n}^{2}+\alpha_{3} x_{n}+\alpha_{4}  \tag{8}\\
F\left(x_{n+1}\right)=\alpha_{1} \mathrm{e}^{-2 x_{n+1}}+\alpha_{2} x_{n+1}^{2}+\alpha_{3} x_{n+1}+\alpha_{4} \tag{9}
\end{gather*}
$$

2) The derivatives of the interpolating function are required to coincide with the differential equation as well as its first, second, and third derivatives with respect to $x$ at $x=x_{n}$.

We denote the $i$-th derivatives of $f(x, y)$ with respect to $x$ with $f^{(i)}$ such that

$$
\begin{equation*}
F^{1}\left(x_{n}\right)=f_{n}, F^{2}\left(x_{n}\right)=f_{n}^{1}, F^{3}\left(x_{n}\right)=f_{n}^{2} \tag{10}
\end{equation*}
$$

This implies that,

$$
\begin{gather*}
f_{n}=-2 \alpha_{1} \mathrm{e}^{-2 x_{n}}+2 \alpha_{2} x_{n}+\alpha_{3}  \tag{11}\\
f_{n}^{1}=4 \alpha_{1} \mathrm{e}^{-2 x_{n}}+2 \alpha_{2}  \tag{12}\\
f_{n}^{2}=-8 \alpha_{1} \mathrm{e}^{-2 x_{n}} \tag{13}
\end{gather*}
$$

Solving for $\alpha_{1}, \alpha_{2}$ and $\alpha_{3}$ from Equations (11) (12) and (13), we have

$$
\begin{gather*}
\alpha_{1}=-\frac{1}{8} f_{n}^{2} \mathrm{e}^{2 x_{n}}  \tag{14}\\
\alpha_{2}=\frac{1}{2}\left(f_{n}^{1}+\frac{1}{2} f_{n}^{2}\right) \tag{15}
\end{gather*}
$$

and

$$
\begin{equation*}
\alpha_{3}=\left(f_{n}-\frac{1}{4} f_{n}^{2}\right)-\left(f_{n}^{1}+\frac{1}{2} f_{n}^{2}\right) x_{n} \tag{16}
\end{equation*}
$$

Since $F\left(x_{n+1}\right)=y\left(x_{n+1}\right)$ and $F\left(x_{n}\right)=y\left(x_{n}\right)$
Implies that $y\left(x_{n+1}\right)=y_{n+1}$ and $y\left(x_{n}\right)=y_{n}$

$$
\begin{equation*}
F\left(x_{n+1}\right)-F\left(x_{n}\right)=y_{n+1}-y_{n} \tag{17}
\end{equation*}
$$

Then we shall have from (8) and (9) into (17)

$$
\begin{equation*}
y_{n+1}-y_{n}=\alpha_{1}\left[\mathrm{e}^{-2 x_{n+1}}-\mathrm{e}^{-2 x_{n}}\right]+\alpha_{2}\left[x_{n+1}^{2}-x_{n}^{2}\right]+\alpha_{3}\left[x_{n+1}-x_{n}\right] \tag{18}
\end{equation*}
$$

Recall that $x_{n}=a+n h, x_{n+1}=a+(n+1) h$ with $n=0,1,2, \cdots$

Substitute (14) (15) (16), into (18), and simplify we have the integrator

$$
\begin{equation*}
y_{n+1}=y_{n}-\frac{1}{8} f_{n}^{2}\left(\mathrm{e}^{-2 h}-1\right)+\frac{1}{2}\left(f_{n}^{1}+\frac{1}{2} f_{n}^{2}\right) h^{2}+\left(f_{n}-\frac{1}{4} f_{n}^{2}\right) h \tag{19}
\end{equation*}
$$

for solution of the first order differential equation.

## 4. Properties of the Integration Method

### 4.1. Qualitative Properties of the Scheme

### 4.1.1. Definition 2 [6]

Define any algorithm for solving differential equations in which the approximation $y_{n+1}$ to the solution at the point $x_{n+1}$ can be calculated if only $x_{n}, y_{n}$ and $h$ are known as one-step method. It is a common practice to write the functional dependence, $y_{n+1}$, on the quantities $x_{n}, y_{n}$ and $h$ in the form:

$$
\begin{equation*}
y_{n+1}=y_{n}+h \varnothing\left(x_{n}, y_{n} ; h\right) \tag{20}
\end{equation*}
$$

where $\varnothing\left(x_{n}, y_{n} ; h\right)$ is the increment function.
The numerical integrator can be expressed as a one-step method in the form (20) above thus:

From (19) i.e. $y_{n+1}=y_{n}-\frac{1}{8} f_{n}^{2}\left(\mathrm{e}^{-2 h}-1\right)+\frac{1}{2}\left(f_{n}^{1}+\frac{1}{2} f_{n}^{2}\right) h^{2}+\left(f_{n}-\frac{1}{4} f_{n}^{2}\right) h$
Expanding $\mathrm{e}^{-2 h}$ into the fourth term, we have

$$
\begin{equation*}
\mathrm{e}^{-2 h}=\sum_{r=0}^{\infty} \frac{(-2 h)^{r}}{r!}=1-2 h+\frac{(2 h)^{2}}{2!}-\frac{(2 h)^{3}}{3!}+\cdots \tag{21}
\end{equation*}
$$

Put (21) into (19), then expand

$$
\begin{gather*}
y_{n+1}=y_{n}+f_{n} h+f_{n}^{1} x_{n} h+\frac{1}{2} f_{n}^{1} h^{2}+\frac{1}{2} f_{n}^{2} x_{n} h+\frac{1}{6} f_{n}^{2} h^{3}  \tag{22}\\
=y_{n}+h\left\{f_{n}+f_{n}^{1}\left(x_{n}+\frac{1}{2} h\right)+f_{n}^{2}\left(x_{n}+\frac{1}{6} h^{2}\right)\right\}  \tag{23}\\
\text { Let } A=x_{n}+\frac{1}{2} h \text { and } B=x_{n}+\frac{1}{6} h^{2} \tag{24}
\end{gather*}
$$

Thus our integrator (19) can be written compactly as

$$
\begin{equation*}
y_{n+1}=y_{n}+h\left\{f_{n}+A f_{n}^{1}+B f_{n}^{2}\right\} \tag{25}
\end{equation*}
$$

Which is in the form

$$
\begin{gather*}
y_{n+1}=y_{n}+h \varnothing\left(x_{n}, y_{n} ; h\right)  \tag{26}\\
\text { where } \varnothing\left(x_{n}, y_{n} ; h\right)=\left\{f_{n}+A f_{n}^{1}+B f_{n}^{2}\right\} \tag{27}
\end{gather*}
$$

### 4.1.2. Theorem 1. [7]

Let the increment function of the method defined by (25) be continuous as a function of its arguments in the region defined by

$$
x \in[a, b], y \in(-\infty, \infty) ; 0 \leq h \leq h_{o}
$$

where $h_{o}>0$, and let there exists a constant $L$ such that

$$
\begin{equation*}
\left|\varnothing\left(x_{n}, y_{n}^{*} ; h\right)-\varnothing\left(x_{n}, y_{n} ; h\right)\right| \leq L\left|y_{n}^{*}-y_{n}\right| \tag{28}
\end{equation*}
$$

for all $\left(x_{n}, y_{n} ; h\right)$ and $\left(x_{n}, y_{n}^{*} ; h\right)$ in the region just defined. Then the relation (28) is the Lipscitz condition and it is the necessary and sufficient condition for the convergence of our method (19).

We shall proof that (19) satisfies (28) in line with the established Fatunla's theorem.

### 4.1.3. Proof of Convegence of the Integrator

The increment function $\varnothing\left(x_{n}, y_{n} ; h\right)$ can be written in the form

$$
\begin{equation*}
\varnothing\left(x_{n}, y_{n} ; h\right)=\left\{f\left(x_{n}, y_{n}\right)+A f^{(1)}\left(x_{n}, y_{n}\right)+B f^{(2)}\left(x_{n}, y_{n}\right)\right\} \tag{29}
\end{equation*}
$$

where $A$ and $B$ are constants defined below.

$$
A=x_{n}+\frac{1}{2} h
$$

and

$$
B=x_{n}+\frac{1}{6} h^{2}
$$

Consider Equation (29), we can also write

$$
\begin{align*}
& \varnothing\left(x_{n}, y_{n}^{*} ; h\right)=\left\{f\left(x_{n}, y_{n}^{*}\right)+A f^{(1)}\left(x_{n}, y_{n}^{*}\right)+B f^{(2)}\left(x_{n}, y_{n}^{*}\right)\right\} \\
& \varnothing\left(x_{n}, y_{n}^{*} ; h\right)-\varnothing\left(x_{n}, y_{n} ; h\right) \\
& =f\left(x_{n}, y_{n}^{*}\right)-f\left(x_{n}, y_{n}\right)+A\left[f^{(1)}\left(x_{n}, y_{n}^{*}\right)-f^{(1)}\left(x_{n}, y_{n}\right)\right]  \tag{30}\\
& \quad+B\left[f^{(2)}\left(x_{n}, y_{n}^{*}\right)-f^{(2)}\left(x_{n}, y_{n}^{*}\right)\right]
\end{align*}
$$

Let $\bar{y}$ be defined as a point in the interior of the interval whose points are $y$ and $y^{*}$, applying mean value theorem, we have

$$
\left.\begin{array}{l}
f\left(x_{n}, y_{n}^{*}\right)-f\left(x_{n}, y_{n}\right)=\frac{\partial f\left(x_{n}, \bar{y}\right)}{\partial y_{n}}\left(y_{n}^{*}-y_{n}\right) \\
f^{(1)}\left(x_{n}, y_{n}^{*}\right)-f^{(1)}\left(x_{n}, y_{n}\right)=\frac{\partial f^{(1)}\left(x_{n}, \bar{y}\right)}{\partial y_{n}}\left(y_{n}^{*}-y_{n}\right)  \tag{31}\\
\text { and } f^{(2)}\left(x_{n}, y_{n}^{*}\right)-f^{(2)}\left(x_{n}, y_{n}\right)=\frac{\partial f^{(2)}\left(x_{n}, \bar{y}\right)}{\partial y_{n}}\left(y_{n}^{*}-y_{n}\right)
\end{array}\right\}
$$

We define

$$
\left.\begin{array}{l}
L=\sup _{\left(x_{n}, y_{n}\right) \in D} \frac{\partial f\left(x_{n}, y_{n}\right)}{\partial y_{n}} \\
L_{1}=\sup _{\left(x_{n}, y_{n}\right) \in D} \frac{\partial f^{(1)}\left(x_{n}, y_{n}\right)}{\partial y_{n}} \\
\text { and } L_{2}=\sup _{\left(x_{n}, y_{n}\right) \in D} \frac{\partial f^{(2)}\left(x_{n}, y_{n}\right)}{\partial y_{n}}
\end{array}\right\}
$$

Therefore

$$
\begin{align*}
& \varnothing\left(x_{n}, y_{n}^{*} ; h\right)-\varnothing\left(x_{n}, y_{n} ; h\right) \\
&= \frac{\partial f\left(x_{n}, \bar{y}\right)}{\partial y_{n}}\left(y_{n}^{*}, y_{n}\right)+A\left\{\frac{\partial f^{(1)}\left(x_{n}, \bar{y}\right)}{\partial y_{n}}\left(y_{n}^{*}, y_{n}\right)\right\}  \tag{32}\\
&+B\left\{\frac{\partial f^{2}\left(x_{n}, \bar{y}\right)}{\partial y_{n}}\left(y_{n}^{*}, y_{n}\right)\right\} \\
&= L\left(y_{n}^{*}-y_{n}\right)+A L_{1}\left(y_{n}^{*}-y_{n}\right)+B L_{2}\left(y_{n}^{*}-y_{n}\right)
\end{align*}
$$

Taking the absolute value of both sides

$$
\begin{align*}
& \left|\varnothing\left(x_{n}, y_{n}^{*} ; h\right)-\varnothing\left(x_{n}, y_{n} ; h\right)\right| \\
& \leq\left|L\left(y_{n}^{*}-y_{n}\right)+A L_{1}\left(y_{n}^{*}-y_{n}\right)+B L_{2}\left(y_{n}^{*}-y_{n}\right)\right|  \tag{33}\\
& \leq\left|L+A L_{1}+B L_{2}\right|\left|y^{*}-y\right|
\end{align*}
$$

If we let $\quad M=\left|L+A L_{1}+B L_{2}\right|$ then our Equation (33) turns to

$$
\begin{equation*}
\left|\varnothing\left(x_{n}, y_{n}^{*} ; h\right)-\varnothing\left(x_{n}, y_{n} ; h\right)\right| \leq M\left|y^{*}-y\right| \tag{34}
\end{equation*}
$$

which is the condition for convergence.

### 4.2. Consistence of the Integrator

## Definition 3 [8]

The integration scheme: $y_{n+1}=y_{n}+h\left(x_{n}, y_{n} ; h\right)$ is said to be consistent with the initial-value problem $y^{\prime}(x)=f(x, y(x)), \quad y(a)=y_{o}, \quad x \in[a, b], \quad y \in R$ provided the increment function $\varnothing(x, y ; h)$ satisfies the following relationship

$$
\begin{equation*}
\varnothing(x, y ; h)=f(x, y) \tag{35}
\end{equation*}
$$

The significance of the consistency of a formula is that it ensures that the method approximates the ordinary differential equation in its place.

Therefore from

$$
\begin{equation*}
y_{n+1}=y_{n}+h\left\{f_{n}+f_{n}^{1}\left(x_{n}+\frac{1}{2} h\right)+f_{n}^{2}\left(x_{n}+\frac{1}{6} h^{2}\right)\right\} \tag{36}
\end{equation*}
$$

where $y_{n+1}=y_{n}+\theta\left(x_{n}, y_{n} ; h\right)$ then

$$
\theta\left(x_{n}, y_{n} ; h\right)=h\left\{f\left(x_{n}, y_{n}\right)+A f^{(1)}\left(x_{n}, y_{n}\right)+B f^{(2)}\left(x_{n}, y_{n}\right)\right\}
$$

and

$$
A=x_{n}+\frac{1}{2} h, B=x_{n}+\frac{1}{6} h^{2}
$$

If $h=0$, then (36) reduced to $y_{n+1}=y_{n}$

$$
\begin{equation*}
\Rightarrow \theta\left(x_{n}, y_{n} ; 0\right)=f(x, y) \tag{37}
\end{equation*}
$$

It is a known fact that a consistent method has order of at least one [9]. Therefore, the new numerical integrator is consistent since Equation (36) can be reduced to (37) when $h=0$.

### 4.3. Stability Analysis of the Integration Method

We shall establish the stability analysis of the integrator by considering the theorem established by Lambert 1972.
Let $y_{n}=y\left(x_{n}\right)$ and $P_{n}=P\left(x_{n}\right)$ denote two different numerical solutions of initial value problem of ordinary differential Equation (35) with the initial conditions specified as $y\left(x_{o}\right)=\eta$ and $p\left(x_{o}\right)=\eta^{*}$ respectively, such that $\left|\eta-\eta^{*}\right|<\varepsilon, \varepsilon>0$. If the two numerical estimates are generated by the integrator (19). From the increment function (26), we have

$$
\begin{align*}
& y_{n+1}=y_{n}+h \varnothing\left(x_{n}, y_{n} ; h\right)  \tag{38}\\
& P_{n+1}=P_{n}+h \varnothing\left(x_{n}, p_{n} ; h\right) \tag{39}
\end{align*}
$$

The condition that

$$
\begin{equation*}
\left|y_{n+1}-P_{n+1}\right| \leq K\left|\eta-\eta^{*}\right| \tag{40}
\end{equation*}
$$

is the necessary and sufficient condition that our new method (19) be stable and convergent.

## Proof

From (27) we have

$$
\begin{equation*}
y_{n+1}=y_{n}+h\left\{f_{n}+A f_{n}^{1}+B f_{n}^{2}\right\} \tag{41}
\end{equation*}
$$

Then let

$$
\begin{equation*}
y_{n+1}=y_{n}+h\left\{f\left(x_{n}, y_{n}\right)+A f^{1}\left(x_{n}, y_{n}\right)+B f^{2}\left(x_{n}, y_{n}\right)\right\} \tag{42}
\end{equation*}
$$

and

$$
\begin{equation*}
p_{n+1}=p_{n}+h\left\{f\left(x_{n}, p_{n}\right)+A f^{1}\left(x_{n}, p_{n}\right)+B f^{2}\left(x_{n}, p_{n}\right)\right\} \tag{43}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
y_{n+1}-p_{n+1}= & y_{n}-p_{n}+h\left\{f\left(x_{n}, y_{n}\right)-f\left(x_{n}, p_{n}\right)+A\left[f^{1}\left(x_{n}, y_{n}\right)-f^{1}\left(x_{n}, p_{n}\right)\right]\right. \\
& \left.+B\left[f^{2}\left(x_{n}, y_{n}\right)-f^{2}\left(x_{n}, p_{n}\right)\right]\right\} \tag{44}
\end{align*}
$$

Applying the mean value theorem as before, we have

$$
\begin{align*}
y_{n+1}-p_{n+1}= & y_{n}-p_{n}+h\left\{\frac{\delta f\left(x_{n}, p_{n}\right)}{\delta p_{n}}\left(x_{n}-p_{n}\right)+A\left[\frac{\delta f^{1}\left(x_{n}, p_{n}\right)}{\delta p_{n}}\left(x_{n}-p_{n}\right)\right]\right. \\
& \left.+B\left[\frac{\delta f^{2}\left(x_{n}, y_{n}\right)}{\delta p_{n}}\left(x_{n}-p_{n}\right)\right]\right\}  \tag{45}\\
y_{n+1}-p_{n+1}= & y_{n}-p_{n}+h\left\{\sup _{\left(x_{n}, p_{n}\right) \in D} \frac{\delta f\left(x_{n}, p_{n}\right)}{\delta p_{n}}\left(x_{n}-p_{n}\right)\right. \\
& +A \sup _{\left(x_{n}, p_{n}\right) \in D} \frac{\delta f^{1}\left(x_{n}, p_{n}\right)}{\delta p_{n}}\left(x_{n}-p_{n}\right)  \tag{46}\\
& \left.+B \sup _{\left(x_{n}, p_{n}\right) \in D} \frac{\delta f^{2}\left(x_{n}, p_{n}\right)}{\delta p_{n}}\left(x_{n}-p_{n}\right)\right\}
\end{align*}
$$

$$
\begin{equation*}
y_{n+1}-p_{n+1}=y_{n}-p_{n}+h\left\{L\left(x_{n}, p_{n}\right)+A L_{1}\left(x_{n}, p_{n}\right)+B L_{2}\left(x_{n}, p_{n}\right)\right\} \tag{47}
\end{equation*}
$$

Taking absolute value of both sides of (47) gives

$$
\begin{equation*}
\left|y_{n+1}-p_{n+1}\right| \leq\left|y_{n}-p_{n}\right|+h\left|L+A L_{1}+B L_{2}\right|\left|x_{n}-p_{n}\right| \tag{48}
\end{equation*}
$$

Let $N=h\left|L+A L_{1}+B L_{2}\right|$ and $y\left(x_{o}\right)=\eta, \quad P\left(x_{o}\right)=\eta^{*}$, given $\varepsilon>0$, then

$$
\begin{equation*}
\left|y_{n+1}-p_{n+1}\right| \leq N\left|y_{n}-p_{n}\right| \tag{49}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|y_{n+1}-p_{n+1}\right| \leq N\left|\eta-\eta^{*}\right|<\varepsilon, \text { for every } \varepsilon>0 \tag{50}
\end{equation*}
$$

Then we conclude that our method (19) is stable and hence convergent.

## 5. The Implementation of the Integrator

## Example 1

Using the Integrator (19) to solve the initial value problem

$$
y^{\prime}=2 x^{2}-y, y(0)=-1, \text { in the interval } 0 \leq x \leq 1
$$

The analytical solution $y(x)=-5 \mathrm{e}^{-x}+2 x^{2}-4 x+4, h=0.1$

| Xn | Numerical | Analytical | Error |
| :---: | :---: | :---: | :---: |
| Solution | Solution |  |  |
| $[0.00]$ | $[-1.000000000000000]$ | $[-1.000000000000000]$ | $[0.00000000000000]$ |
| $[0.10]$ | $[-0.904206720673739]$ | $[-0.904187090179798]$ | $[1.963049394060334 \mathrm{e}-005]$ |
| $[0.20]$ | $[-0.813671527795362]$ | $[-0.813653765389909]$ | $[1.776240545248164 \mathrm{e}-005]$ |
| $[0.30]$ | $[-0.724107175497677]$ | $[-0.724091103408589]$ | $[1.607208908771529 \mathrm{e}-005]$ |
| $[0.40]$ | $[-0.631614772805788]$ | $[-0.631600230178197]$ | $[1.454262759126301 \mathrm{e}-005]$ |
| $[0.50]$ | $[-0.532666457276770]$ | $[-0.532653298563167]$ | $[1.315871360274556 \mathrm{e}-005]$ |
| $[0.60]$ | $[-0.424070086966572]$ | $[-0.424058180470132]$ | $[1.190649644056130 \mathrm{e}-005]$ |
| $[0.70]$ | $[-0.302937292400544]$ | $[-0.302926518957047]$ | $[1.077344349675879 \mathrm{e}-005]$ |
| $[0.80]$ | $[-0.166654568800905]$ | $[-0.166644820586107]$ | $[9.748214797572485 \mathrm{e}-006]$ |
| $[0.90]$ | $[-0.012857119252502]$ | $[-0.012848298702996]$ | $[8.820549506724507 \mathrm{e}-006]$ |
| $[1.00]$ | $[0.1605948129795460]$ | $[0.160602794142788]$ | $[7.981163242049005 \mathrm{e}-006]$ |

## Example 2

Consider the initial value problem

$$
y^{\prime}=2 x-y, y(0)=1 \text {, in the interval } 0 \leq x \leq 1
$$

The analytical solution $y(x)=3 \mathrm{e}^{-x}-2(x+1), h=0.1$

| Xn | Numerical | Analytical | Error |
| :---: | :---: | :---: | :---: |
| Solution | Solution |  |  |
| $[0.00]$ | $[1.000000000000000]$ | $[1.000000000000000]$ | $[0.00000000000000]$ |
| $[0.10]$ | $[1.115475967595757]$ | $[1.115512754226943]$ | $[3.678663118633629 \mathrm{e}-005]$ |
| $[0.20]$ | $[1.264167618965549]$ | $[1.264208274480510]$ | $[4.065551496124087 \mathrm{e}-005]$ |
| $[0.30]$ | $[1.449531491435216]$ | $[1.449576422728009]$ | $[4.493129279348196 \mathrm{e}-005]$ |
| $[0.40]$ | $[1.675424436165703]$ | $[1.675474092923811]$ | $[4.965675810808534 \mathrm{e}-005]$ |
| $[0.50]$ | $[1.946108932895438]$ | $[1.946163812100385]$ | $[5.487920494617882 \mathrm{e}-005]$ |
| $[0.60]$ | $[2.266295750270214]$ | $[2.266356401171527]$ | $[6.065090131368578 \mathrm{e}-005]$ |
| $[0.70]$ | $[2.641191092799143]$ | $[2.641258122411429]$ | $[6.702961228644000 \mathrm{e}-005]$ |
| $[0.80]$ | $[3.076548706299253]$ | $[3.076622785477404]$ | $[7.407917815127618 \mathrm{e}-005]$ |
| $[0.90]$ | $[3.578727463317524]$ | $[3.578809333470850]$ | $[8.187015332561387 \mathrm{e}-005]$ |
| $[1.00]$ | $[4.154755004864622]$ | $[4.154845485377138]$ | $[9.048051251525635 \mathrm{e}-005]$ |

## 6. Summary and Conclusion

In this paper, we have proposed a new integration for the solution of standard initial value problem of first order ordinary differential equations. The new method was found to be convergence, consistence, and stable.
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