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Abstract 
Up to now, the Mean Square Error (MSE) criteria, the residual Inter-Symbol 
Interference (ISI) and the Bit-Error-Rate (BER) were used to analyze the 
equalization performance of a blind adaptive equalizer in its convergence 
state. In this paper, we propose an additional tool (additional to the ISI, MSE 
and BER) for analyzing the equalization performance in the convergence re-
gion based on the Maximum Time Interval Error (MTIE) criterion that is 
used for the specification of clock stability requirements in telecommunica-
tions standards. This new tool preserves the short term statistical information 
unlike the already known tools (BER, ISI, MSE) that lack this information. 
Simulation results will show that the equalization performance of a blind 
adaptive equalizer obtained in the convergence region for two different chan-
nels is seen to be approximately the same from the residual ISI and MSE point 
of view while this is not the case with our new proposed tool. Thus, our new 
proposed tool might be considered as a more sensitive tool compared to the 
ISI and MSE method.  
 

Keywords 
Blind Equalizer, ISI, MSE, BER, MTIE 

 

1. Introduction 

In data communication, signals transmitted between remote locations often en-
counter a signal-altering physical channel (in wired communications or in wire-
less communications). These physical channels may cause signal distortion, in-
cluding echoes and frequency-selective filtering of the transmitted signal [1]. In 
digital communications, a critical manifestation of distortion is ISI, whereby 
symbols transmitted before and after a given symbol corrupt the detection of 
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that symbol. All physical channels (at high enough data rates) tend to exhibit ISI 
[1]. 

An effective way to overcome the ISI is using adaptive equalization technology. 
An adaptive equalizer is an inverse filter which reduces the effects of ISI by de-
convolving the transmitted data sequence from the time varying channel re-
sponse [2]. The conventional approach for adaptive filtering usually requires a 
training sequence where the desired response is compared to the received sym-
bols and an estimated error is produced which helps adjusting the coefficients of 
the adaptive filter [3]. 

When a training session is impossible or very costly, blind equalizers are a 
convenient solution. Blind equalization algorithms are essentially adaptive fil-
tering algorithms designed such that they do not require the external supply of a 
desired response to generate the error signal in the output of the adaptive equa-
lization filter [4]. The algorithm itself generates an estimate of the desired re-
sponse by applying a nonlinear transformation to sequences involved in the 
adaptation process [4]. Adaptive equalizers are widely used in digital communi-
cations systems to remove the ISI introduced by dispersive channels [5]. In order 
to avoid the transmission of pilot sequences and use the channel bandwidth in 
an efficient manner the blind equalization techniques are highly desirable. A 
popular approach for the blind adaptation of finite impulse response (FIR) equa-
lizers is the constant modulus algorithm [6] [7] and its variant known as multi 
modulus algorithm [8] [9] [10] due to their low computational cost [5]. 

Today, in order to analyze the equalization performance, namely, to see how 
much the equalizer overcomes the ISI, the ISI, the MSE or the BER are simulated. 
The ISI, BER and MSE provide long term statistical information in the steady 
state region (convergence state). Thus, for instance, there may be cases where 
two different simulation results obtained in the convergence region with differ-
ent channels (but using the same algorithm for reducing the ISI), may lead ap-
proximately to the same residual ISI but may have different short term statistical 
information. Namely, in the short term, there may be seen different amounts of 
errors for the two different channels. Thus, one channel is preferable over the 
other. Therefore, the following question may arise: is it possible to get also short 
term statistical information of the blind adaptive equalization performance in 
the convergence region? 

A major topic of discussion in standard bodies dealing with network synchro-
nization [11] [12] [13] is clock noise characterization and measurement [14]. 
MTIE is historically one of the main time-domain quantities for the specification 
of clock stability requirements in telecommunications standards [14]. Among 
the quantities considered in international standards for specification of phase 
and frequency stability requirements, the MTIE has played historically a major 
role for characterizing time and frequency performance in digital telecommuni-
cations networks [15] [16] [17] [18] [19] and is a rough measure of the peak 
time deviation of a clock with respect to a known reference [20]. 

The purpose of this work is to provide an additional tool (additional to the ISI, 
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MSE and BER) for diagnosing equalization performance in the steady state re-
gion based on the MTIE method used in the telecommunication area. Simula-
tion results will show that our new proposed tool provides us short term as well 
as long term statistical information and is able to show differences in the equali-
zation performance comparison obtained in the convergence state even when it 
is quite difficult to see it with the MSE and ISI method. 

The paper is organized as follows: after having described the system under 
consideration in Section II, Section III describes our new proposed tool for ana-
lyzing the equalization performance in the convergence region based on the 
MTIE. In Section IV simulation results are given using our new proposed tool 
compared with the existing methods (MSE, ISI) and Section V is our conclusion. 

2. System Description 

In this section we consider the system described in Figure 1 with the following 
assumptions: 

1) The input sequence [ ]x n  belongs to a real or two independent quadrature 
carrier case constellation input with variance 2

xσ  where [ ]1x n  and [ ]2x n  are 
the real and imaginary parts of [ ]x n  respectively. 

2) The unknown channel [ ]h n  is a possibly non-minimum phase linear 
time-invariant filter, FIR filter. 

3) The equalizer [ ]c n  is a FIR filter. 
4) The noise [ ]w n  is an additive Gaussian white noise with zero mean and 

variance [ ] [ ]2 *
w E w n w nσ  =    ( [ ]E ⋅  is the expectation operator and ( ) *  is 

the conjugate operation). 
For simplicity, we use in this paper only the 16QAM constellation input 

(Figure 2) for [ ]x n . The sequence [ ]x n  is transmitted through the channel 
[ ]h n  and is corrupted with noise [ ]w n . Therefore, the equalizer’s input se-

quence [ ]y n  may be written as:  

[ ] [ ] [ ] [ ]*y n x n h n w n= +                     (1) 

where "*"  denotes the convolution operation. The equalized output sequence 
is defined by:  

[ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ]* * * *z n y n c n x n h n c n w n c n x n e n= = + = +      (2) 

where [ ]e n  is the sum of the convolutional error due to non-ideal coefficients  
 

 
Figure 1. Block diagram of a communication system. 
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Figure 2. 16QAM Constellation Diagram. 

 
of the equalizer ( [ ] [ ] [ ]*c n h n nδ≠  where δ  is the Kronecker delta function) 
and the noise error passed via the filter (equalizer). It should be pointed out that 
for the noiseless and ideal case the equalized output is a delayed version of the 
input multiplied by a constant phase shift ( [ ] [ ] jz n x n D e θ= −  where D  is a 
constant delay and θ  is a constant phase shift). But, according to [21], we can 
assume in (2) that 0D =  and 0θ = , since D  does not affect the reconstruc-
tion of the original input sequence [ ]x n  and θ  can be removed by a decision 
device. Next we turn to the adaptation mechanism of the equalizer [22]-[28] by 
using Godard’s algorithm [6]: 

[ ] [ ] [ ]
[ ]

[ ]
[ ] [ ]

4

2 *
2

1m m G

E x n
c n c n z n z n y n m

E x n
µ

  
   + = − − −              

(3) 

 

where Gµ  is the step-size parameter, 0,1,2,3, , 1m N= −  and N  is the 
equalizer’s tap length. 

3. New Tool for Equalization Performance Analysis 

In this section we introduce our new proposed tool for the blind equalization 
performance analysis based on a network clock synchronization measurement 
method, namely, the MTIE measurement method. 

For a given clock, the time error function ( )TE t  between its time ( )T t  
and a reference time ( )refT t  is defined as [14] [20] [29]: 

( ) ( ) ( )refTE t T t T t= −                       (4) 

Thus, the ( ),MTIE Tτ  which is the maximum peak-to-peak variation of 
( )TE t  (4) for all the possible observation intervals τ  within a measurement 

period T  (see Figure 3 recalled from [20]) can be defined according to [14] [20] 
[29] as: 

( ) ( ) ( ){ }
0 00 0 00

, max max min
t t tt T t t t

MTIE T TE t TE t
ττ τ

τ
≤ ≤ +≤ ≤ − ≤ ≤ +

= −      
        

(5) 
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Figure 3. Definition of ( ),MTIE Tτ . 

 

 
Figure 4. The clock TIE and MTIE measurements in the OSA 4520 GPS-SP, a stand-alone GPS receiver. (a) The clock TIE mea-
surement the in OSA 4520 GPS-SP GPS receiver. (b) The lower line is the clock MTIE measurement in the OSA 4520 GPS-SP GPS 
receiver while the upper line is ITU-T G.811 recommendation. 
 

An example of a MTIE measurement of a clock is shown in Figure 4 (recalled 
from [30]) where Figure 4(a) and Figure 4(b) are the TIE and MTIE measure-
ments respectively according to [20]. Please note that according to Figure 4(b) 
the clock has less time errors for small intervals while the time error increases 
for bigger intervals i.e. the clock has less time errors in short term and the time 
error increases in long term. 

Next, we adopt the concept of the MTIE measurement method from the tele-
communication area to the world of equalization performance. Based on (2), we 
denote 

[ ] [ ] [ ] [ ]ConE n e n z n x n≡ = −                    (6) 

Since [ ]x n  belongs to a real or two independent quadrature carrier case 
constellation input, we refer in the following only to the real parts of [ ]z n  and 
[ ]x n  to produce [ ]ConE n  (6). Next, based on (5), we introduce ( )MConE τ ′ , 

the maximum peak-to-peak variation of [ ]ConE n  (6) for all the possible ob-
servation intervals τ ′  (see Figure 5) which can be defined as:  

( ) [ ] [ ]{ }1
max max min

k n kk N k n k
MConE e n e n

ττ τ
τ

′′ ′ ≤ ≤ +≤ ≤ − ≤ ≤ +
′ = −

           
(7) 
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Figure 5. Peak-to-peak of the error sequence [ ]e n  within τ ′  samples. 

 

 
(a)                                                      (b) 

Figure 6. ConE and MConE measurements of an equalization process using Godard’s algorithm with Signal to Noise Ratio (SNR) 
20 [dB], the equalizer step size was set to 53 10−× . The equalizer’s tap length was set to 13. (a) ConE measurement of an equaliza-
tion process. (b) MConE measurement of an equalization process. 
 

where τ ′  is the length of the interval window (in terms of discrete samples). 
An example for a MConE measurement belonging to an equalization process 

in the convergence state is shown in Figure 6 where Figure 6(a) and Figure 6(b) 
are the ConE (6) and MConE (7) measurements respectively. 

The resemblance between the example in Figure 4 and the example in Figure 
6 is due to the nature of the time error (Figure 4(a)) and the error [ ]e n  
(Figure 6(a)). In both TE (4) and ConE (6) calculations, a reference signal is 
needed ( ( )refT t  and [ ]x n  for the TE and ConE calculations respectively). 
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4. Simulations Results 

In this section we present several simulation results using the MConE tool for 
obtaining the blind adaptive equalization performance using Godard’s algorithm 
[6] with a 16QAM input sequence for [ ]x n , compared to the existing methods 
(ISI and MSE). 

As already mentioned earlier in this paper, our new proposed tool for diag-
nosing equalization performance in the steady state region might be considered 
as a more sensitive tool compared to the ISI and MSE method. But, it should be 
kept in mind that not every difference seen in the equalization performance 
comparison with our new proposed tool automatically leads to errors in the re-
covered symbols. Thus, to see this, we denote in the following Error Accumula-
tion as [ ]_E A n  (8) defined by:  

[ ] [ ] [ ]
[ ]

_ 1 1, if  
_

_ 1 otherwise

E A n e n
E A n

E A n

ε − + ≥= 
−              

(8) 

where [ ]_ 0 0E A =  and ε  is the distinction threshold (e.g. in 16QAM the 
threshold is 1±  for the real or the imaginary part). Since we deal in this paper 
with real or two independent quadrature carrier case constellation (16 QAM), 
we consider only the real parts of [ ]z n  and [ ]x n  for calculating (6), (7) and 
(8). From (8), the probability of error as a function of time can be obtained. The 
following channels [ ]h n  were used: 

Channel 1 according to [31]:  

[ ] (

)

0.0144,0.0006,0.0427,0.0090, 0.4842,
  0.0376,0.8163,0.0247,0.2976,0.0122,0.0764,
    0.0111,0.0162,0.0063 .

h n = − −

−  

Channel 2 according to [22]:  

[ ] (

)

0.0144,0.0006,0.03427, 0.3090, 0.03842,
 0.8376,0.04163,0.4247,0.02976,0.08122,0.04764,
 0.0411,0.0162,0.0063 .

h n = − − −

 

Channel 3 according to [32]:  

[ ]
1

0, for  0
0.4, for  0

0.840.4 , for  0n

n
h n n

n−

<
= − =
 > 

 

Figures 7-10 show the simulation results for the ISI, MSE, MConE and Ac-
cumulated Error (8) respectively for various tap length values ( 11,13,15N = ), 
SNR = 20[dB] and 53 10Gµ

−= × . According to Figure 8 it is very difficult to see 
for which equalizer’s tap length ( N ), better equalization performance is ob-
tained from the MSE point of view. From Figure 7 the equalization performance 
from the ISI point of view is very close for the case of 13N =  and 15N = . 
However, according to Figure 9, the difference in the equalization performance 
between the various equalizer’s tap length is seen very clearly. The difference in 
the equalization performance for the various equalizer’s tap length is also seen in 
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Figure 10 in the short range while in the long term the difference in the equali-
zation performance resembles the difference in equalization performance as is 
seen in Figure 7. 

Figures 11-14 show the simulation results for the ISI, MSE, MConE and Ac-
cumulated Error (8) respectively for two different channels (channel 2 (CH2) 
and channel 3 (CH3)) and for two different step sizes ( 54 10Gµ

−= ×  for channel  
 

 
Figure 7. ISI as a function of iteration number for various equalizer’s tap length. The av-
eraged results were obtained from 50 Monte Carlo trials. 

 

 
Figure 8. MSE as a function of iteration number for various equalizer’s tap length. The 
averaged results were obtained from 50 Monte Carlo trials. 
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Figure 9. MConE as a function of the window length for various equalizer’s tap length. 
The averaged results were obtained from 50 Monte Carlo trials. 

 
 

 

Figure 10. Error Accumulation as a function of iteration number for various equalizer’s 
tap length. The averaged results were obtained from 50 Monte Carlo trials. 
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Figure 11. ISI as a function of iteration number for two channel cases. The averaged re-
sults were obtained from 100 Monte Carlo trials. 

  
 

 
Figure 12. MSE as a function of iteration number for two channel cases. The averaged 
results were obtained from 100 Monte Carlo trials. 
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Figure 13. MConE as a function of the window length for two channel cases. The aver-
aged results were obtained from 100 Monte Carlo trials. 

 
 
 

 
Figure 14. Error Accumulation as a function of iteration number for two channel cases. 
The averaged results were obtained from 100 Monte Carlo trials.  
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2 and 55 10Gµ
−= ×  for channel 3) where the equalizer’s tap length was set to 13 

( 13N = ) and SNR = 20 [dB]. According to Figure 12 it is very difficult to see 
for which channel better equalization performance is obtained from the MSE 
point of view. From Figure 11 the equalization performance from the ISI point 
of view is very close for the two channel cases (channel 2 and channel 3). How-
ever, according to Figure 13 the difference between the equalization perfor-
mance for the two channels is seen very clearly. In addition the difference in the 
equalization performance for the two channels is also seen in Figure 14 in the 
short range while in the long term the difference in the equalization perfor-
mance resembles the difference in the equalization performance as is seen in 
Figure 11. 

Figures 15-18 show the simulation results for the ISI, MSE, MConE and Ac-
cumulated Error (8) respectively for two different channels (channel 2 (CH2) 
and channel 3 (CH3)) and for two different step sizes and equalizer’s tap length 
( 54.4 10Gµ

−= × , 15N =  for channel 2 and 57 10Gµ
−= × , 11N =  for channel 

3) where SNR = 15 [dB]. According to Figure 16 it is very difficult to see for 
which channel better equalization performance is obtained from the MSE point 
of view. From Figure 15 the equalization performance from the ISI point of view 
is very close for the two channel cases (channel 2 and channel 3). However, ac-
cording to Figure 17 the difference between the equalization performance for 
the two channels is seen very clearly. In addition the difference in the equaliza-
tion performance for the two channels is also seen in Figure 18 in the short 
range while in the long term the difference in the equalization performance re-
sembles the difference in the equalization performance as is seen in Figure 15. 

 

 
Figure 15. ISI as a function of iteration number for two channel cases. The averaged re-
sults were obtained from 100 Monte Carlo trials. 
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Figure 16. MSE as a function of iteration number for two channel cases. The averaged 
results were obtained from 100 Monte Carlo trials. 

 
 

 
Figure 17. MConE as a function of the window length for two channel cases. The aver-
aged results were obtained from 100 Monte Carlo trials. 
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Figure 18. Error Accumulation as a function of iteration number for two channel cases. 
The averaged results were obtained from 100 Monte Carlo trials. 

 

 
Figure 19. ISI as a function of iteration number for two channel cases. The averaged re-
sults were obtained from 100 Monte Carlo trials. 

 
Figures 19-22 show the simulation results for the ISI, MSE, MConE and Ac-

cumulated Error (8) respectively for two different channels (channel 1 (CH1) 
and channel 2 (CH2)) and for two different step sizes and equalizer’s tap length 
( 54.5 10Gµ

−= × , 9N =  for channel 1 and 54 10Gµ
−= × , 19N =  for channel 

2) where SNR = 20 [dB]. According to Figure 20 it is very difficult to see for 
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which channel better equalization performance is obtained from the MSE point 
of view. From Figure 19 the equalization performance from the ISI point of view 
is very close for the two channel cases (channel 1 and channel 2). However, ac-
cording to Figure 21 the difference between the equalization performance for 
the two channels is seen very clearly. In addition the difference in the  

 

 
Figure 20. MSE as a function of iteration number for two channel cases. The averaged 
results were obtained from 100 Monte Carlo trials. 

 

 
Figure 21. MConE as a function of the window length for two channel cases. The aver-
aged results were obtained from 100 Monte Carlo trials. 
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Figure 22. Error Accumulation as a function of iteration number for two channel cases. 
The averaged results were obtained from 100 Monte Carlo trials. 

 

 
Figure 23. ISI as a function of iteration number for two channel cases. The averaged re-
sults were obtained from 100 Monte Carlo trials. 

 
equalization performance for the two channels is also seen in Figure 22 in the 
short range while in the long term the difference in the equalization perfor-
mance resembles the difference in the equalization performance as is seen in 
Figure 19. 

Figures 23-26 show the simulation results for the ISI, MSE, MConE and Ac-
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cumulated Error (8) respectively for two different channels (channel 1 (CH1) 
and channel 3 (CH3)) and for two different step sizes and equalizer’s tap length 
( 51 10Gµ

−= × , 13N =  for channel 1 and 53 10Gµ
−= × , 7N =  for channel 2) 

where SNR = 20 [dB]. According to Figure 24 it is very difficult to see for which 
channel better equalization performance is obtained from the MSE point of view. 
From Figure 23 the equalization performance from the ISI point of view is very  

 

 
Figure 24. MSE as a function of iteration number for two channel cases. The averaged 
results were obtained from 100 Monte Carlo trials. 

 

 
Figure 25. MConE as a function of the window length for two channel cases. The aver-
aged results were obtained from 100 Monte Carlo trials. 
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Figure 26. Error Accumulation as a function of iteration number for two channel cases. 
The averaged results were obtained from 100 Monte Carlo trials. 

 

 
Figure 27. ISI as a function of iteration number for two channel cases. The averaged re-
sults were obtained from 100 Monte Carlo trials. 

 
close for the two channel cases (channel 1 and channel 3). However, according 
to Figure 25 and Figure 26 the difference between the equalization performance 
for the two channels is seen very clearly. 

Figures 27-30 show the simulation results for the ISI, MSE, MConE and Ac-
cumulated Error (8) respectively for two different channels (channel 2 (CH2) 
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and channel 3 (CH3)) and for two different step sizes and equalizer’s tap length 
( 51 10Gµ

−= × , 13N =  for channel 2 and 53 10Gµ
−= × , 7N =  for channel 3) 

where SNR = 20 [dB]. According to Figure 28 it is very difficult to see for which 
channel better equalization performance is obtained from the MSE point of view. 
From Figure 27 the equalization performance from the ISI point of view is very 
close for the two channel cases (channel 2 and channel 3). However, according 

 

 
Figure 28. MSE as a function of iteration number for two channel cases. The averaged 
results were obtained from 100 Monte Carlo trials. 

 

 
Figure 29. MConE as a function of the window length for two channel cases. The aver-
aged results were obtained from 100 Monte Carlo trials. 
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Figure 30. Error Accumulation as a function of iteration number for two channel cases. 
The averaged results were obtained from 100 Monte Carlo trials. 

 
to Figure 29 and Figure 30 the difference between the equalization performance 
for the two channels is seen very clearly. 

5. Conclusion 

In this paper, we proposed a new tool for analyzing the equalization perfor-
mance in the convergence state which can be considered as an additional tool to 
the literature known methods (ISI, MSE, BER). The new proposed tool is based 
on the MTIE criterion that is used for the specification of clock stability re-
quirements in telecommunications standards. This new tool preserves the short 
term statistical information unlike the BER, ISI and MSE method. Thus, our new 
proposed tool can supply us short term as well as long term statistical informa-
tion. Simulation results have shown that with our new proposed tool, difference 
in the equalization performance comparison was clearly seen in the convergence 
state while this was not the case with the MSE and ISI method. Thus, our new 
proposed tool for analyzing the equalization performance in the convergence 
state might be considered as a more sensitive tool compared to the ISI and MSE 
method. 
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Abbreviations 

MSE- Mean Square Error 
ISI- Intersymbol Interference 
BER- Bit Error Rate 
MTIE- Maximum Time Interval Error 
FIR- Finite Impulse Response 
QAM- Quadrature Amplitude Modulation 
TE- Time Error 
TIE- Time Interval Error 
SNR- Signal to Noise Ratio 
ConE- Convolution Error 
MConE- Maximum Convolution Error 
E A- Error Accumulation 
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