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Abstract 
Different domains of computing systems require higher level of focus towards spe-
cific quality factors like privacy, integrity, flexibility, usability etc. Moreover, certain 
quality factors help in each other’s existence while others oppose each other signifi-
cantly. Usability of software applications is one factor that reduces security and pri-
vacy up to a substantial level. This paper examines the differences between usability 
factors and aspects related to security and privacy. A clear understanding of gaps 
between these two opposing factors has been presented in this paper. In addition, an 
account of efforts carried out to bridge these gaps has also been presented. We have 
divided these efforts into the categories of guidelines, frameworks and use of tech-
nology. The fields of e-banking and social networks have been considered specifically 
for identification of gaps in these particular fields. 
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1. Introduction 

A software system usually covers a number of software quality factors and characteris-
tics like privacy, flexibility, user satisfaction, maintainability, usability etc. McCall has 
divided these factors into three main categories of Product Operation, Product Revision 
and Product Transition [1]. According to Pressman’s definition of Software Quality [2], 
a quality software system; along with written functional requirements; must also fulfill 
“implicit characteristics that are expected of all professionally developed software”. 
Moreover, a common observation tells that different software quality factors are 
strongly associated to each other; for example flexibility helps in better maintenance, 
and reliability results in increased user satisfaction. However, some characteristics of 
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software systems conflict with others, an example of which is that usability conflicts 
with security and privacy. A general assessment discloses that increasing usability 
usually results in decreased security and privacy [3]-[5]. Similarly, if more attention is 
given to security and privacy, it usually results in decreased usability. 

This paper investigates the conflicts of usability with privacy mainly and with securi-
ty as well to some level. It also presents a detailed review of proposed methods for re-
ducing the conflicts. The main contribution of this paper is to provide a quick and tho-
rough review for the researchers who want to resolve the conflicts between usability 
and security/privacy. The paper takes two practical domains as cases for presenting the 
review; i.e. social networking and e-banking. These two domains demand different le-
vels of usability and security/privacy according to their nature of work. 

Initially, we set up a definition for our reviewing elements that are usability, security, 
privacy, e-banking and social networks. Then, the paper presents specific conflicts be-
tween usability, security and privacy. Afterwards, an account of research works and ef-
forts focusing on reducing the conflicts has been presented. Later, some research works 
highlighting the weak areas in social networks and e-banking have also been presented. 

Usability has been defined by a number of standards and studies [6] [7], which con-
sider it as a software quality attribute and specify certain characteristics of it. ISO 
9241-11 defines usability as, “The extent to which a product can be used by specified 
users to achieve specified goals with effectiveness, efficiency, and satisfaction in a speci-
fied context of use” [8]. IEEE standard 1061 is related to Software Quality Metrics and 
defines usability as, “Usability is the ease with which a user can learn to operate, pre-
pare inputs for, and interpret outputs of a system or component” [9]. Jakob Nielsen, a 
prominent usability expert, defines usability as a quality attribute that depends on five 
components: Learnability, Efficiency, Memorability, Errors and Satisfaction [10]. Other 
components of usability can also be found in literature, which include utility, safety, 
accessibility and some others according to the nature of the software system [11] [12]. 
Privacy and security also become important usability factors according to the domain 
of a software system [13]. Examples of such domains are e-commerce, social network-
ing systems, and e-banking. 

Privacy in computing or software systems focuses on a number of factors including 
anonymity of a computer user, sharing of information, access to data etc. [14] [15]. Se-
curity works closer to privacy but mainly emphasizes on protection of data from unau-
thorized usage and safety of users [16] [17]. The factors of privacy and security that this 
paper mainly considers are user identification, authorization, data privacy and integri-
ty. 

Online social networks are websites or systems that provide the facility to their users 
to build social bonding and relationships in an online sphere. Basic feature of such sys-
tems is sharing information and media with other people in the online network [18]. 

Electronic banking, that is also called online banking or internet banking, is a system 
that allows its users to conduct different kind of financial transactions and queries by 
using their computer of mobile devices. It mainly focuses on providing facility to per-
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form all possible tasks online that are usually expected to be performed at a bank from 
client’s point of view [19]. 

2. Usability vs Privacy and Security 

As specified earlier, usability is usually inversely related to privacy and security, and 
these factors have a serious conflict amongst them [20]. The idea that different factors 
of usability oppose privacy and security has been supported by multiple research works 
and studies, in different domains including online learning, e-banking, e-commerce 
and many more [21]-[23]. A basic example of such a conflict is “password”, where set-
ting a simple password may be easy to use and to remember, but it creates security 
concerns. On the other hand, strong passwords are not easy to memorize and recall. 

This section presents an account of gaps and conflicts between factors of privacy and 
security, and usability. Differences between usability and privacy/security can be better 
examined by dividing these factors into their sub factors. Factors like memorability, 
learnability, efficiency, errors vs identification, authorization, data privacy, integrity are 
considered in this paper. 

Either we talk about security or privacy, or both of them collectively; there are some 
major issues that always become obstacle towards increased usability or usable-security. 
First of all, managing privacy or security online is not the primary goal of users. They 
always have some other primary task to perform like sharing a photo, transferring 
money etc. This is why it is difficult to motivate users to learn and perform security and 
privacy related tasks. Privacy and security settings are treated in an abstract manner 
and no special attention is given while designing user interface for them. This may lead 
to mistakenly done privacy or security related actions. Although, for a number of soft-
ware systems, any unwanted and mistakenly performed action can be undone, however, 
even after doing something for leakage of private data or breaching of security, one 
cannot be sure that leakage has not been misused [24]. So, usability problems that be-
come a cause of any mistakenly performed action, may lead to serious privacy or secu-
rity harms. 

System security is an area where user-centered design and user training are least con-
sidered [20]. This is one basic reason of the conflict between the two domains. A num-
ber of times security professionals are given the task to make an already created system 
secure. Similarly, many times usability professionals like UI designers or UX experts, 
also have to enhance usability of already developed systems. This adding-on behavior 
leads to serious conflicts between usability and security [25]. It is interesting to note 
that when security of some systems is already an afterthought, enhancing usability of 
such systems becomes an add-on to an add-on [26]. Pedro and Cristina [27], have spe-
cifically formatted the same idea for social networks services development. That the 
developers of such services usually face pressure related to short development cycles 
and demand of increased usability, which often results in a compromise on privacy and 
security of such services. 

Because, both usability and security have to be considered earlier in development 
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process [28]-[30], they should not be treated as final additions to already developed 
software systems. Considering both usability and security together in the process helps 
in fixing the conflicts and this concept leads to the idea of usable-security [31], that has 
been highlighted by multiple research works [32] [33]. 

Results from a study carried by Prettyman et al. show that majority of the people are 
concerned about security and privacy [34]. However, they do not always act in proper 
ways to protect their privacy. The goal of the study was to explore how much effort us-
ers put to understand and do something to ensure their privacy. Many participants be-
lieved that in today’s world; that is so interconnected and technologically advanced; 
there is no question of privacy. That is, whatever they will do, they cannot secure their 
privacy. Moreover, the results show that most of the users adopt a ‘Fatalistic Model’ re-
garding privacy and security, and they believe that their actions will not even harm 
someone else’s privacy. The major reason behind it is that most of the efforts related to 
privacy focus on the moment when information is released into cyberspace, and not 
when the user is actually interacting with the information. 

Results from a study conducted by Myrthe et al. [35] show some significant relation-
ships between usability, visual attractiveness and trust of users on a specific website. 
Users’ trust is also related the perceived usability of a website, that in most cases is 
strongly related to actual usability. Aries et al. [36] also support the relationship be-
tween trust and usability of e-banking websites specifically. According to their study, 
website usability has a strong relationship with trust, however relationship of initial 
perceived usability and trust is not much significant. The reason behind this is that the 
factor of trust is developed over the period of time. 

Although, it is widely known that different applications have different requirements 
of usability and privacy, however, even specific users in the same online community or 
social network may have different opinions and requirements of privacy [37]. For ex-
ample, a specific user may not be bothered if other users add him to their social circle, 
whereas some users may not want it and consider it as a privacy issue. Although, this 
issue is addressed by many online social networks including Facebook, still it has to be 
understood by service providers. Furthermore, some users may be even concerned 
about their online privacy, but still they have to share their information to reach their 
goals (like, sharing information on LinkedIn). Moreover, even the users are concerned 
about their privacy and security; still they are attracted towards better usable applica-
tions/systems. An example of this is the interest of users in Android and Apple systems, 
even though BlackBerry or Microsoft’s Windows Mobile are more secure. 

3. Bridging the Gaps between Usability and Privacy/Security 

In the previous section, we highlighted the gaps and conflicts between security/privacy 
and usability. Different efforts have been made to reduce the conflicts and bridge the 
gaps. In this section, we summarize such efforts made in specific domains or in general. 
We categorize these efforts in three groups: 
• Guidelines/recommendations for reducing the gaps 
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• Frameworks/Models 
• Use of technology to remove the conflict 

3.1. Guidelines for Reducing the Gaps 

Different research studies have come up with set of guidelines and procedures to be 
followed in order to reduce the gaps between usability and privacy/security. F. Sahar 
[38] has presented a set of guidelines that considers the tradeoffs between usability 
attributes and security. Different factors of usability like effectiveness, efficiency, satis-
faction and learnability have been evaluated against security and guidelines focusing on 
general concepts of right tradeoffs have been provided. For a better tradeoff between 
effectiveness and security, concepts related to security should be considered in early 
stages. For better satisfaction and security, trust should be provided on ease of use as 
well as on security aspects especially transactions and payments. Satisfaction is one 
attribute of usability that is directly proportional to security in many cases. For exam-
ple, a user will be more satisfied if he knows that a banking transition is secure and safe. 
In case of efficiency and security, one must consider speed and accuracy in security 
tasks. Sometimes it gets difficult as additional tasks related to security (e.g. authentica-
tion) have to be performed that increase overall task time. For a correct tradeoff be-
tween learnability and security, learnability should be given more importance. Difficult 
to learn security aspects lead to lack of user motivation to complete tasks. Moreover, for 
better security, users must learn the tasks properly in order to avoid mistakes that lead 
to security issues. Examples of this can be, accidental information breach, wrong trans-
actions etc. [25]. 

Another set of guidelines for usability of security mechanisms has been presented by 
Hans-Joachim [26] that focuses on providing a checklist for software developers of se-
curity systems. Understandability is considered as the first and very important factor as 
the end user must be able to understand the security mechanism. Although, end users 
do not often know such mechanisms technically, but they must be able to at least com-
prehend what ever mechanism is visible to them. A good practice is to hide as many as 
possible security related tasks from the users. Secondly, users must feel that they are 
controlling the system. Offering multiple ways for handling the security of the system is 
one way to accomplish this, however, security should not be compromised in any of the 
ways. Another presented guideline is to reduce the memory load of the user, related to 
security mechanisms. Users do not like to remember too much information, that’s why 
required memorization should be reduced as much as possible. Maximum number of 
security related decisions should be made by the system; a user should only be asked for 
a decision when it is clear to the user and they are capable of deciding specifically about 
it. Further guidelines include proper reaction on user errors, consistent behavior of se-
curity mechanisms, default security settings and reduced fear of security failure. 

Not only security and usability should be considered together as usable security, but 
also they should be evaluated together in order to get a clear picture about the effec-
tiveness of systems focusing on security. Martin et al. [39] have presented some guide-
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lines to evaluate usable security in a quantifiable manner focusing on factors of security 
and usability. The idea is to evaluate security and usability alongside in order to assess 
aspects of both factors. For both quality dimensions; i.e. security and usability; parame-
ters are determined that are used as quality criteria. For each quality criteria a deficien-
cy value of 0 to 1 is measured (0 being high deficiency and 1 as no deficiency). Quality 
criteria for security include secrecy, privacy, revelation and breakability. And quality 
criteria for usability include meaningful retrieval, depth of processing, and conveni-
ence. It can be observed that for evaluating usable security, usability factors have to be 
carefully selected that are closer to security. General usability factors cannot be as effec-
tive for a proper evaluation. 

3.2. Frameworks/Models 

Apart from guidelines, different frameworks and models can also be found in literature, 
that assist in addressing the conflicts between usability and security/privacy. An onto-
logical approach has been presented by Mairza et al. [40] that focuses on managing the 
conflicts between security and usability requirements. The ontology helps in determin-
ing the impacts of conflict between security and usability, and also in selecting relevant 
strategies to resolve the conflict. The flow of the proposed ontological framework, as 
shown in Figure 1, starts with the identification of security and usability requirements, 
system context and domain of application. After that identifying the existence of con-
flicts is taken in to consideration. Once identified, the conflicts are categorized accord-
ing to their impacts, and lastly conflict resolution strategies are formulated according to 
application domain. 

Different websites and systems have their agreed and formulated privacy policies, 
however, it is a very common observation that general users never tend to specifically 
focus on these policies. As a result, most of the users stay unaware of what the web-
site/system may share about them or from their data. Furthermore, most of the times 
when some information is shared, the owner of the information is usually not in-
formed, because it has already been specified in the privacy policy. Han-Gyu Ko et al. 
have presented [41] a usability enhanced privacy protection system that is based on us-
ers’ responses. The proposed system tries to use the concept of Federated ID Manage-
ment (FID) that has been discussed later in this paper. According to the proposed sys-
tem, whenever personal information of any user has to be released, the system sends a 
consent message to the user specifying the purpose of release of information. Based on 
the response of user, the decision for releasing the information is made. Although, the 
user can control information release very properly through the proposed idea, however, 
it becomes a time consuming process. Availability of the user to respond to information 
release query is also a question. 

Shih-Wei et al. [42] have presented a model for simplifying the privacy settings of 
Facebook and making them more user-friendly. The idea is to let all users manage their 
privacy settings, without even having much knowledge of these settings. The model di-
vides privacy settings in hierarchical manner and defines three levels of privacy as basic,  
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Figure 1. Framework for security-usability requirements conflict management. 
 
medium and advanced. The basic level focuses on securing the users’ privacy from un-
known users, and all users should at least select this basic level of privacy settings. Me-
dium level ensures to secure information from friends of friends, advertisers and other 
third parties. Advanced level is the most secure and private level that even prevents 
privacy attacks from friends and it also minimizes information disclosure. This simple 
approach of pre-defined privacy levels increases the usability of privacy settings as well 
as tries to keep away the user from details of these settings by offering him a simple 
mechanism of hierarchical privacy settings. Similar kind of models can be used by so-
cial networks other than Facebook. 

One of the very important factors in privacy is confidentiality. A huge number of us-
ers nowadays use cloud services in order to store and share information. A number of 
social network services encourage people to share their personal information in mul-
tiple forms. According to Sascha et al. [43] users of online cloud services including so-
cial networks fail to consider privacy issues properly. Although, there are multiple ap-
proaches to address privacy and confidentiality issues in cloud, still they are not prop-
erly adopted due to lack of awareness as well as usability issues. Sascha et al. have pre-
sented a new idea of “Confidentiality as a Service” (CaaS) for cloud platforms. Accord-
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ing to this model, confidentiality is taken care of by another service provider on cloud. 
CaaS must also focus on usability and should not conflict with already known usage 
patterns. The basic idea of the proposed approach is to send the required data to a Caas 
provider before sharing it with other users through a social network. CaaS provider 
adds a confidentiality layer to the information/data that is shared. The receivers of the 
data will also require CaaS provider in order to remove the confidentiality layer and 
view actual data as shown in Figure 2. The presented model focuses on multiple usabil-
ity aspects as usability is considered as a closely related factor to confidentiality in spe-
cific and privacy in general. For this reason, the model focuses on integrating the ap-
proach into the users’ usage patterns. Even if the credentials for decryption are lost, the 
user must be able to recover the data. And the users must be able to access encrypted 
data from multiple devices. This model is an example of increased focus on privacy 
concerns while addressing usability aspects as well. 

A security-usability threat model has been presented in [44] that focuses on HCI Se-
curity (HCISec). HCISec is centered around the user, who demands security as well as 
usability. Therefore, HCISec model must be different from traditional security threat 
models, and it must incorporate usability factors in addition to general security factors. 
The study presents a basic security-usability threat model that provides critical factors 
to be investigated for evaluation of security and usability. The model provides impor-
tant factors for security and usability, and some common factors that are related to se-
curity as well as usability. Security-usability threat model has been represented in Fig-
ure 3. Moreover, the presented model also provides a methodology for identifying usa-
bility and security threats, based on usage scenarios and threat scenarios. Usage scena-
rios help in identifying areas that decrease usability of the system, whereas threat sce-
narios help in identification of security threats to the system. 

Assessment framework for usable-security (AFUS) [45], is another effort for balanc-
ing usability and security based on techniques from Decision Science domain. AFUS 
workflow starts with filtering and merging requirements related to usability and securi-
ty, followed by using utility functions for decision and risk analysis related to utility of  
 

 
Figure 2. Basic idea of Confidentiality as a Service (CaaS). 
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attributes of security, usability and usable-security. Afterwards, decision trees are used 
to calculate the weights and utility value of each attribute. These values help in filtering 
and selecting the most important attributes to be used in requirements specification of 
a software product. Requirements specified after using AFUS have an acceptable bal-
ance between factors of usability, security and usable-security. Pictorial representation 
of AFUS has been presented in Figure 4. 
 

 
Figure 3. Basic idea of Confidentiality as a Service (CaaS). 

 

 
Figure 4. Assessment Framework for Usable-Security (AFUS). 
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3.3. Use of Technology 

This section gives an account of efforts made for solving the issue of gaps between usa-
bility and privacy/security using technology. These include all practical efforts includ-
ing implementing new ideas, designing new paradigms or proposing technical methods 
for the said issue. 

Most of the internet users nowadays have accounts on different online services in-
cluding social networks, mailing service providers and others. Having same password 
for all accounts is a serious security concern, and on the other hand remembering dif-
ferent passwords is very difficult and is referred to as “password fatigue”. Federated ID 
Management (FID), tries to address this issue, by enabling users to use same ID across 
different applications. A user of one network/application can access information of 
another through this idea. Three main concepts/entities in this regard are: 

Service Provider (SP): That provides any service like social networking, messaging, 
calling etc. It is also called Relying Party (RP). 

Identity Provider (IDP): Another website or service which provides or verifies the 
identity of the user. 

User Agent (UA): A web browser or other software that communicates with a remote 
system on behalf of the user. 

Different efforts to implement the concept of FID have been made including Brow-
serID, Open ID and WebID. BrowserID uses an email address as a user’s unique ID. 
Email addresses are common and users are used to it. Using unique URIs looks foreign 
and users feel reluctant using them. WebID aims to develop a platform for creating a 
distributed social network. A user must prove ownership of a URI for verifying his ID. 
Client certificate verification mechanism is used. All modern browsers have this feature 
commonly known as Secure Socket Layers (SSL). Hackett et al. [46] have analyzed some 
concerns related to BrowserID and WebID. Device loss is an important concern where 
user’s information and accounts get on stake if the device is lost. They have also speci-
fied usability as a major issue because perceived complexity by average users is very 
high. The concept of FID cannot be successful until general users accept it because user 
experience is mainly responsible for a technology’s success. 

Multiple accounts and use of multiple online services is not only an issue for the us-
ers, but on the other hand it is also a concern for service providers that their services 
are being used by genuine users. Xiang Zou and Bo Jin [37] formulate that real identity 
of users can be different from the identity they provide online and at times users may 
not want to disclose their real identity on the internet as well. Real world identity of a 
user is termed as trusted electronic identity (TrEid), whereas there can be multiple false 
identities that are termed as common electronic identity (CoEid). The research work 
highlights the idea of mutual trust between service providers (SP) and users. SPs must 
be assured that trustworthy users are using their services, and on the other hand, users 
must have the trust that privacy, confidentiality and integrity is preserved by the SPs. 
An approach based on identity management with trust relationship is proposed where 
the user can generate one TrEid to gain the trust of an SP, and then he may be allowed 
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to use multiple CoEids to preserve his identity online. TrEid may be kept confidential 
and may not be shared with other online users. This provides a balance of trust between 
SPs and users; where SPs can ensure genuine users, and users may keep using services 
without disclosing their real world identity. 

Social network users keep posting bulk of information and data on daily basis. This 
data is used by service providers as well to provide user better facilities. Different trades 
and businesses also demand access to specific information about users in order to ad-
vertise their products. Moreover, this data can also be positively utilized for social anal-
ysis. However, users’ privacy gets on risk through this process and it must be ensured 
that no information is misused. In order to give benefits to both parties (users and oth-
er business) a balanced approach must be adopted. First of all it must be clear to the 
user that how data is used and who is having access to it. Secondly, data degradation 
can be used that focuses on storing data in less accurate forms that is least sensitive to 
privacy leakage issues [47]. Data generalization also refers to the approach where data is 
stored in forms of summaries and actual data is not represented. With this method, 
OSN providers can even provide data to different trades and businesses without 
threatening privacy of users. 

The studies and research works presented in this section span over multiple areas re-
lated to the conflicts between usability and privacy/security. We believe that adopting a 
single way to bridge the gaps between highlighted domains is not enough and efforts 
from multiple dimensions should be made. A possible explanation to this can be the 
consideration of usability and security requirements in the initial phase of software de-
velopment, as well as following the guidelines during the development life cycle, and 
also focusing on presenting new ways to reduce the distances between the said areas. 
Different domains have their own usage patterns as well as security requirements and 
levels of privacy. So, a single set of guidelines or a sole framework is not enough to ad-
dress issues of every particular domain. 

4. Weak Areas in Social Networks and E-Banking 

In this section, we summarize the presented discussion in terms of social networks and 
e-banking. Potential issues related to usability and privacy/security in these two do-
mains have been highlighted. Moreover, research works specifically related to the men-
tioned domains have also been included in this section. 

Madejski et al. conducted a research about online social networks’ (OSN) privacy 
settings and their practice by [48] the website’s users. It has been discussed that differ-
ent social networks provide privacy settings through which users may control what they 
want to share and with whom. However, users of such websites usually fail to do so due 
to flaws and loopholes in privacy settings of social media websites. The research ana-
lyzes privacy settings of different users against their sharing intentions. Majority of the 
participants (users) thought that their privacy settings are correct, though, it was not 
actually. 93.8% participants revealed some information that they did not want to dis-
close. 84.6% participants mistakenly concealed some information that they actually 
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wanted to share. The research concludes that user interface design is working against 
the purpose of privacy settings of online social networks. An important factor to con-
sider is that different social networks (including Facebook), offer privacy settings based 
on type of data (photos, videos, status etc.), however, in actual life it is based on context 
(sorrow, happiness, success etc.). Although, users can manage privacy of each data item 
separately, yet a better approach for privacy settings can be one that focuses on context 
of information to be shared rather than data type. 

Similar results have also been presented by Yabing and Krishna [49] showing that 
only 37% of the times, privacy settings match users’ expectations. And almost always 
when it does not match, it leads to revealing information to someone it was not sup-
posed to. Moreover, the results also show that even the users who are concerned about 
their privacy and who also change their privacy settings, still fail to set their privacy set-
tings properly. Even the changed privacy settings match user expectations 39% of the 
times only. This also indicates that although OSNs are indeed popular and attract a 
number of users, still they have to focus on usability of privacy settings, so that their 
users become able to achieve what they actually want. 

The research by Paul et al. [50] also highlights the same issue that users of social 
networking websites (specifically Facebook) face trouble in understanding and confi-
guring privacy settings. Many research works have shown that most of the users of so-
cial networks keep using default privacy settings and never change them [51]-[53]. A 
major reason for this is low usability of privacy settings that even causes over-sharing of 
information. The research presents a new privacy based interface that focuses on three 
criteria; users should be able to change privacy settings with very little effort; common 
practices like should be applied for designing privacy settings; and color coded interface 
should be used for better usability of privacy settings user interfaces. The suggestions of 
the research can be considered by social networks in order to enhance usability of their 
privacy settings. Multiple improvements have already been made by Facebook particu-
larly, like excluding specific users from viewing certain posts, and adjusting visibility of 
specific items separately. Another, strong suggestion can be offering groups based pri-
vacy settings, where a user may or may not share specific information with certain 
group of users/friends. 

Along with different other research works, the study of Zhang Chi et al. [54] also 
states that there are design conflicts between security/privacy and basic goals of social 
networks i.e. usability and sociability. Most of the users create profiles on social media 
in order to share information and to interact socially. For being active and noticed on 
social networks, it is almost necessary for users to keep sharing information. But, while 
doing so a number of users accidentally reveal information to such users, to which they 
actually did not intend to [48]. A balance between security/privacy and usability factors 
is necessary and it is mainly dependent on particular purpose of using an online social 
network. A social media website or app has to offer and facilitate multiple elements for 
proper social interactions. These include personal space management, social content 
management, communication means and different kinds of searching options. These 
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factors mainly focus on usability and sociability, but for privacy and security further 
features related to users’ identity anonymity, personal space privacy, communication 
privacy and data integrity should also be included in an OSN. 

Although, it is a general perception that privacy and security would matter a lot in 
e-banking, however, results from the some studies [55], [56] show that privacy and se-
curity are least concerned by the users at times. According to [55], security is not hav-
ing any significant relationship with intention to use online banking services. The rea-
son is that most of the users perceive that an online banking website is secure by de-
fault. Similarly, according to [56], users’ responses do not show that they care about 
privacy in e-banking, which is a misleading result according to the study itself. The 
main reason behind this is that privacy policies are poorly written and fail to engage 
users. The analysis of the results suggests that new ways to specify privacy policies must 
be designed that are easy to use and better understandable by general users. 

In light of the studies and works reviewed above, usable security and privacy in the 
fields of social networks and e-banking should be considered reasonably. These do-
mains, especially social networks is an example of such fields where privacy and securi-
ty matter a lot, yet the system has to be usable enough to offer acceptably good services 
to its users. 

5. Conclusion and Future Work 

In this paper, we presented a review of how usability is related to security/privacy. Most 
of the studies consider usability as a factor that conflicts privacy and security. The exis-
tence of one factor usually discourages the other. The fact has been addressed by a 
number of studies, and efforts have been made to reduce the gaps between the men-
tioned conflicting factors. 

We have divided these efforts in three categories; first as some basic guidelines for 
reducing the gap, second as presented frameworks and models, and third as use of 
technology to bridge the identified gaps in different domains. 

The paper also highlights that specific domains as social media and e-banking are 
very much affected by the gaps between usability and privacy/security. Because in such 
domains the role of privacy or security is very important, yet they are supposed to be 
highly usable to facilitate their users. 

It is expected that in future security measures and features to be included in software 
systems would directly address usability concepts, as the demand for usable and effi-
cient systems has highly increased. New usage patterns could also be introduced that do 
not conflict with security and privacy principles. 

In future, we plan to specifically focus this research towards e-Banking in Saudi Ara-
bia. Saudi Arabian Monetary Agency (SAMA) has provided a detailed set of e-Banking 
guidelines for banks operating in Saudi Arabia. We intend to investigate the relation-
ships between these guidelines and usability vs. security/privacy issues as highlighted in 
this paper. Moreover, we also expect to propose a usability oriented set of recommen-
dations to be followed by Saudi Arabian banks. 
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