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Abstract

In this paper, we study the uniqueness problems of entire and meromorphic functions concerning
differential polynomials sharing fixed point and obtain some results which generalize the results
due to Subhas S. Bhoosnurmath and Veena L. Pujari [1].
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1. Introduction and Main Results

Let f(z) beanon constant meromorphic function in the whole complex plane C . We will use the following
standard notations of value distribution theory: T (r, f),m(r, f),N(r, f),N(r, f),--- (see [2] [3]). We de-
note by S(r, f) any function satisfying S(r, f)= o{T (r, f)} as r — +oo, possibly outside of a set with

finite linear measure.

Let a be a finite complex number and k a positive integer. We denote by Nk)[r,#)] the counting
a

(-

function for zeros of f(z)-a in |z|sr with multiplicity <k and by Nk{r, J the corresponding

1
(f-a)

! J be the counting function for zeros of f(z)-a

(f-a)

one for which multiplicity is not counted. Let N, (r,
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in |z|<r with multiplicity >k and N(k[r, J the corresponding one for which multiplicity is not

(f-a)

N, r,L =N r,L +N, r,L +o+ Nyl T, L
f-a f-a f-a f-a

j the counting function for

counted. Set

Let g(z) be anon constant meromorphic function. We denote by N, r,L
U

a-points of both f (z) and g(z) about which f(z) has larger multiplicity than g(z), where multiplicity

is not counted. Similarly, we have notation N, (rij
g-a

We say that f and g share a CM (counting multiplicity) if (f —a) and (g—a) have same zeros with the
same multiplicities. Similarly, we say that f and g share a IM (ignoring multiplicity) if (f —a) and (g-a)
have same zeros with ignoring multiplicities.

In 2004, Lin and Y [4] obtained the following results.

Theorem A. Let f and g be two transcendental meromorphic functions, n>12 an integer. If f" (f -1)
and g"(g-1)g’ sharez CM, theneither f(z)=g(z) or

(n+2)(1-h") (n+2)h(1-h"")

(n+1)(1-h"?)" * (n+1)(1-h"?)

where h is a non constant meromorphic function. ,
Theorem B. Let f and g be two transcendental meromorphic functions, n>13 an integer. If f" (f —1) f'
n 2
and g"(g-1)" g’ sharezCM,then f(z)=g(z).
In 2013, Subhas S. Bhoosnurmath and Veena L. Pujari [1] extended the above theorems A and B with respect
to differential polynomials sharing fixed points. They proved the following results.
Theorem C. Let fand g be two non constant meromorphic functions, n>11 a positive integer. If
f"(f-1)f" and g"(g-1)g’ sharezCM, fand g share « IM, then either f(z)=g(z) or

_ (n+2)(1-h") _ (n+2)h(1-h"")
(n+1)(1-h"?)’ (n+1)(1-h"?)

where h is a non constant meromorphic function.
Theorem D. Let f and g be two non constant meromorphic functions, n>12 a positive integer. If
fr(f —1)2 f' and g"(g —1)2 g’ sharezCM, fand g share « IM, then f (z)=g(z).
Theorem E. Let f and g be two non constant entire functions, n>7 an integer. If f"(f-1)f' and
9"(g-1)g’ sharezCM, then f(z)=g(z).
In this paper, we generalize theorems C, D, E and obtain the following results.
Theorem 1. Let f and g be two non constant meromorphic functions, n>m+10 an integer. If
f"(f-1)" " and g"(g-1)"g' sharezCM, fand g share » IM, then f(z)=g(z) .
For m=1n2>11, we get Theorem C.
For m=2,n>12, we get Theorem D.
Theorem 2. Let f and g be two non constant entire functions, n>m+6 an integer. If f"(f —1)m f" and
9"(g-1)" g’ sharezCM, then f(z)=g(z).

2. Some Lemmas

Lemma 2.1 (see [5]). Let f, f, and f, be non constant meromorphic functions such that f + f, + f, =1.If
f,, f, and f, are linearly independent, then

T(r, )< iNZ[r,%}gN(r, f,)+o(T(r)),
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where T (r)=max,,{T(r,f)} and reE.
Lemma 2.2 (see [2]). Let f, and f, be two non constant meromorphic functions. If cf, +c,f, =c,,
where c,,c, and c, are non-zero constants, then

T(r )< N(r )+ N£r,fi]+ I\_l[r,fi}rs(r, 0)

1 2

Lemma 2.3 (see [2]). Let f be a non constant meromorphic function and let k be a non-negative integer, then
1 1 -
N r,w <N r,T +kN(r, f)+S(r, f)

Lemma 2.4 (see [6]). Suppose that f (z) is a meromorphic function in the complex plane and
P(f)=a,f"+af"" +---+a,,where a,(#0),a,---,a, aresmall meromorphic functions of f (z).Then

T(r,P(f))=nT(r, f)+S(rf)

3
Lemma 2.5 (see [7]). Let f,, f, and f, be three meromorphic functions satisfying ij =1,
j=1

let g,=-f,/f,,9,=1/f, and g,=—f,/f,. If f,f, and f; are linearly independent then g,,g, and g,
are linearly independent.

Lemma 2.6 (see [8]). Let Q(w)=(n-1)° (W' -1)(w"? =1)=n(n-2)(w"* —1)2 , then
Q(W)=(W—l)4(W—ﬂl)(W—ﬂ2)--- W—f,.¢) where B,€C\{0,1}(j=123,---,2n-6) which are distinct
respectively.

The following lemmas play a cardinal role in proving our results.
Lemma 2.7 Let f and g be two non constant meromorphic functions. If f"( f —1)m f" and g"(g —1)m g’

sharezCMand n>m+5, then

T(r,g)s[

Proof. Applying Nevanlinna’s second fundamental theorem (see [3]) to ¢" (g —l)m g’, we have

n "g)<N(rg"(g-1)" g )+ N|r—t — |iN[r—1  |is(r
T(ro"(9-1)"g')<N(rg"(9-1)"¢) N(,gn(g_l)mg,J N[’g“(g—l)mg’—zJ s(r.9)

n+m+2

ner_7jT(r, f)+logr+S(r,g)

@)
<N(r,g)+ N(r%}+ N_(r,ﬁ}r N_(r,éj+ N_{r, ot _i)m f,_z]+8(r,g)
By first fundamental theorem (see [3]) and (1), we have
(n+m)T(r,g)sT(r,g"(g—1)'“)+S(r,g)
m 1
<T(r,g"(g-1) g'|+T|r,—= |+S(r,
< (rg (9-1) g)+ (r g'j+ (r.9)
)
_ —( 1 — 1 — 1
sN(r,g)+N(r,5]+N(r,ﬁ]+N(r,E]

+N_[r,fn( ! ]+T(r,g’)+8(r,g)

f-1)"f'-z

We know that,
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N{r ! <T|r 1
(- f-z) | E(f-Y) -z

=T(r f"(f-1)" f'-z]+0(1) ®)

<nT(r, f)+mT(r,(f-1))+T(r, f)+logr+0(1)

<(n+m+2)T(r, f)+logr+0(1)

Therefore, using Lemma 2.3, (2) becomes

oramtman o (o

+(n+m+2)T(r, f)+logr+T(r,g')+S(r,9)
Using N(r,észT(r,g),T(r,g’)g 2T(r,g), we get

(n+m)T(r,g)<7T(r,g)+(n+m+2)T(r, f)+logr+S(r,g)
(n+m=7)T(r,g)<(n+m+2)T(r, f)+logr+S(r,g) (4)

since n>m+5, we have

T(r,g)s(:I—nm:?jT(r, f)+logr+S(r,g)

This completes the proof of Lemma 2.7.

Lemma 2.8 Let f and g be two non constant entire functions. If " (f -1)" f' and g¢"(g-1)"g’ share z
CMand n>m+2,then
n+m+1
T(r,g)<|———=|T(r,f)+logr+S(r, 5
(r.9) [n+m_4] (r,f)+logr+S(r,g) (5)

Proof. Since f and g are entire functions, we have I\_l(r, g)=0. Proceeding as in the proof of Lemma 2.7, we
can easily prove Lemma 2.8.

3. Proof of Theorems

Proof of Theorem 1. By assumption, f"(f-1)" f" and g"(g-1)" g’ share z CM, fand g share o IM. Let
fn f— fl—z
n( 1)" )
9" (9-1)"g'-2
Then, H is a meromorphic function satisfying
T(r,H):T(r,f (f-1) f _Z]
9"(9-1)"g'~z
<T(rf"(f-1)" f'-z)+T(r.g"(9-1)" g'~2))+0(1)
By (3), we get
T(r,H)<(n+m+2)[T(r, f)+T(r,g)]+O(logr)
Therefore,
T(r,H)=0O[T(r,f)+T(r,g)] ©)
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From (6), we easily see that the zeros and poles of H are multiple and satisy
N(r,H)<NL(r, ), N(r,%)sN_L(r,g) ®)

Let

leM, f,=H, f3:_H9 (9-1)°g

z z

©)

Then, f,+f,+f,=1 and T(r) denote the maximum of T(r, fj),j:1,2,3.

We have, T(r,f,)=0(T(r,f)), (10)
T(r, f,)=0(T(r, f)+T(r.9)),
T(r, f)=0(T(r, f)+T(r.g)). (11)
Therefore, T(r):O(T(r, f)+T(r,g)),
and thus
S(r,f)+S(r,g)=0(T(r)) (12)

Now, we discuss the following three cases.
Case 1. Suppose that neither f, nor f, isa constant. If f,f, and f, are linearly independent, then by
Lemma 2.1 and 2.4, we have

3

T(r, f)< ZNZ(r,%j+gN_(r, f)+0(T(r))

i=1

§ Nz(r,i}Nz[r,ijmz[r,fijm(r, )+ N (r,£) N(r, 1) +o(T(1)

f, f,

A -
fr(f-1) f H Hg"(g-1)" g .
+N[rlw}N(nH)m[r,M}o(ur»

SR Y 3 T o S
fr(f—1)" £/ H Hg"(9-1)" ¢’

+ I\_l(r, fr(f-1)" f’)+ N(r,H)+ N_(r,Hg“(g -1)" g’)+2logr+o(T(r))

IA
=

Using (8), we note that

since, N_(r,g)=0, We obtain that,

N[;JN[;J 1)
Hg"(g-1) g’ 9"(g-1)" ¢
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N_(r, Hg" (g -1)" g')s N(r,H)+ N_(r,gn (g-1)" g’)sN_L(r, f)+N(r,9)

Using (14) and (15) in (13), we get

1
T(r,f)< N{ ] +N2{r m}

+N(r, H) +N(r,g)+2logr+0o(T(r))

Since f and g share c IM, we have N (r, f) N( 9).
Using this with (8), we get

1 — 1
T(r,f)< Nz[r ﬁ} 2N (r,g)+ N{r,m]

+2N(r, £)+N_(r. f)+2logr+0o(T(r))

£ (f-2)" £ £ (f-2)" £ fr(f-1)" '
+N{r,_ 1 _ ]_[N(s[r,_ 1 _ _]_ZN_({r, 1 _ ]]
9"(g-1)" g’ 9"(g-1)" ¢ 9"(g-1)" g’

+2N_ (r,g)+N_(r, f)+2N(r, f)+2logr+o(T(r))

If z, isazero of f with multiplicity p, then z, isazeroof f"(f-1)" f' with multiplicity
np+p-1>3, we have

1 — 1 1
[N(g{r,WJ_ZNG[r,W }Z(H—Z)N(r,T]
1 — 1 ] 1
etirs) st e

Similarly,

Let

. f n+m+1

1

mC1 frem o mCz fn+m—1+._.+(_1)P 1 fn+1
“him+l nem n+m-1
By Lemma 2.6, we have

, T(r &) =(neme))T(r, ) +5(r. 1)

Since (fl*) = zf,, we have
f* ’
m|r, 1* <m r,i +m r,( 1*) <m i +logr+S(r, f)
f; 2, f; 't
By the first fundamental theorem, we have

T(r, fl*)ST(r, f1)+N[r, f{]—N(r,%jHong(r, f)

1

(15)

(16)

(17)

(18)

(19)

(20)
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we have

N(r,i*j:(nJrl)N(r,ijJrN[r, L ]+N(r, L J+---+N[r, L j (21)
f; f f-a f-a, f-a

where a,a,,---,a, are distinct roots of algebraic equation,

MCy _om_ MGy s, MG no +---+(—1)pi= 0
n+m+1 n+m n+m-1 n+1
From (16)-(21), we get

. 1 1 1
T(r, f, )g N [r,WJ—(n—Z) N (r,TjJr N [rmj

(-2 1.2 ]+ R ()WL )4 2 ) 000 1.2

+N r,L +N r,L +--+N|T, 1
f-a f-a, f-a,

1
-N [r,mj+3log r+o(T(r))

Using Lemma 2.3, we get

(n+m+1)T(r, f)

<3N N[ v 2 emn |-t Ne(r.g)+ N, (r )
( j ( g] j K[r flgaj +N( flim) (22)

+2N +N[r,

+3Iogr+o

Let
S Ao R SO SRS e A L &
Yot z TP, HTOT O, zH

Then g,+0,+9,=1.ByLemma25, g,,9, and g, are linearly independent. In the same manner as above,
we get expression for (n+m+1)T(r,g).

Note that N_(r, f)+N_(r,g)<N(r, f)=N(r,g). We have,
(n+m+1)[T(r, f)+T(r.g)]

SG{N( 1J+N[r éH+S[N r 1)+ N (rg)]+3[N (r. )+ N, (r.0)]
+N[ ! ]m( f_lazj+...+N[r,f_1am]
+N(ng %] ( 9}%j+m+N(n9}%J

(r ﬁﬂ+6logr+o(T(r))

Simplifying, we get
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(n=m=5)[T(r,f)+T(r,g)]<3N(r, f)+6N(r,g)+6logr+o(T(r)) (23)
(n=m=5)[T(r,f)+T(r,g)]<3N(r,g)+6N(r, f)+6logr+o(T(r)) (24)

Combining (23) and (24), we get
(n—m—%)[T(r,f)+T(r,g)}§6Iogr+o(T(r)) (25)

By n>m+10 and (12), we get a contradiction. Thus f, f, and f, are linearly dependent. Then, there
exists three constants (c,,c,,c,)#(0,0,0) such that

cf+c,f,+c,f, =0 (26)

If ¢, =0, from(26) c, =0, c,=0 and f3:_§_2f2

3

n m , C
=9"(9-1) g'="2z
CS
On integrating, we get

n+l

n+m+1 n+m 2
g -mC, 9 +---+(—1)pg—=c—zz—+ k, k is constant (27)
n+m+1 n+m n+l ¢, 2

n+l

n+m+1 n+m
:>T£r, 9 _me, L)
n+

m+1  ‘n+m n+1JST(r'ZZ)+O(1)
= (n+m+1)T(r,g)<2logr+0(1)
Since n>m+10, we get a contradiction. Thus, ¢, =0 and by (26), we have
c,f,=-c,f,—c,f,

N s I N S

G
Substituting thisin f, + f, + f, =1, we get
—C C
?Zfz——:“f3+ f,+f,=1

that is, (1—C—Zj f, +[1—C—3J f, =1 where ¢, #¢,,C, # ¢,
G

1
From (9), we obtain

n _1 m ’
[1_&JM+L( _c_zj 28)
G z H G
Applying Lemma 2.2, to the above equation, we get
T(r,MJS I\_l{r,w]+ N(r,ﬁ}+ N(r,H)+S(r,9) (29)
z z 9"(9-1)" g
Note that,

z

T(r, 9"(g-1)" g’)gT[r,M]+T (r, z)sT[r,gn(g%”mg'}Hog r
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Using (29), we get
T (r, g"(g-1)" g’) < N{r,

By, Lemmas 2.3, 2.4 and (30), we have
(n+m)T(r,9)

+2N(r,g)+2logr+S(r,g) (30)

P
9"(g-1)" ¢’

T(r,g”(g—l)m)+8(r,g)
T (r, g"(g-1)" g’)+T(r,é]+S(r, g)

=(n-m-8)T(r,g)<2logr+S(r,g)

IA

We obtain n <8-m, which contradicts n>m+10.
Case 2. Suppose that f, =c(=0), where cisconstant If ¢=1, then, we have

f+f,+f=1 (31)

fr(f-1)" f’_cg”(g—l)mg’
z z

= =1-c

Applying Lemma 2.2 to the above equation, we have

T[r,—fn(f_l) f’]sN_(r,f)H\_{r,—l — ]+N_[r,—1 — ]+Iogr+5(r,f)
7 9"(g-1)"g’ Fr(f -1
m i NT 1 N 1
=>T(r, f"(f-1) f")<N(r,f)+N|r,————— |+ N| r,—————— [+ 2logr+S(r, f) (32)
A [ 9"(g-1) Q’J { -1 f'J "
By Lemmas 2.3, 2.4 and (32), we have
(n+m)T(r, £)=T(r, " (f =2)")+S(r. 1)

ST@,H(f—mej+T[n%J+s(nf)

=(n+m-7)T(r, f)<4T(r,g)+2logr+S(r, f)

Using Lemma 2.7, we get

n+m+2
n+m-7)T(r,f)<4 T(r,f)+2logr+S(r, f 33
(nem=7)T (r )= 4 P2 e 1) 2logr (1, ) @)
Since n>m+10, we get contradiction
Therefore, ¢=1 and by (6), (8), we have
fr(f-1)"f'=g"(g-1)"g' (34)
On integrating, we get
n+m+1 n+m n+l
f -mC, f +---+(—1)p—f
n+m+1 n+m n+1
n+m+1 n+m n+l (35)
=g——mCl 9 +--~+(—l)pg—+k
n+m+1 n+m n+1

F"=G" +k, where k is a constant

We claim that k =0. Suppose that k =0, then
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0(0,F")+0(k,F")+0(x,F")=0(0,F")+0(0,G")+0(x, F’) (36)

N[r, Flj: N(r,%} N_[r, f E%]+-~-+N[r, f famjg(mﬂ)T(r, )

similarly, N(r, Gljg (m+1)T(r,g)

We have,

Using Lemma 2.4, we have

T(r,G*):(n+m+l)T(r,g)+S(r,g) (37)
Thus,
oy = NEVF) o (meT(nf) o (me)
®(O'F )=1_!Ln3° T(r,F*) _1_(n+m+1)T(r,f)_l_(n+m+1) (38)
similarly, ®(0,G*)21—(n(Tr:i)l)

Therefore, (36) becomes,

©(0.F")+0(k F')+0(0,F")= 2(1— (n(T;i)l)}rl— o ; oy

= 3n+m >2 forn>m+10
n+m+1
which contradicts Z@(a, f)<2. Thus we have
fn+m+1 fn+m b fn+1 gn+m+1 gn+m b gn+1
- -1 = -mC et (-1 39
n+m+1 "n+m +( )n+l nimel tham + )n+1 (39)
Let h=f/g, substituting f =hg in the above equation, we can easily get
(n+m)(n+m—1)-~~(n+1)gm(h”*m‘1—l)
-mC,(n+m+1)(n+m-1)-(n+1)g™* (h"" -1) (40)

+oe+(-1)° (n+m+1)(n+m)~-(n)(h”+1—1)=0

If h is not a constant, then with simple calculations we get contradiction (refer [9]). Therefore h is a constant.
We have from (40) that h™™ —1=0,h"" —1=0, which imply h=1.Hence f=g.
Case 3. Suppose that f, =c(#0), where cisa constant. If c =1, then

f+f,+f,=1
frif-9"f cz e 1)
z 9"(9-1)"9g'

948
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Applying Lemma 2.2 to above equation, we have

T(r f”(f—l)mf']

[MJN[ﬁJN[MM 0
z fr(f-1)" f' z

<N(rf)+N|r— 1
£ (f-1)" £

IA
Zl

}+ N(r,g)+2logr+S(r,f)

_r
fr(f-1)" '

T(r 1 (1 -1 f’)smr,fw[ﬂ

]+N_(r,g)+3Iogr+S(r,f) (42)

Using Lemmas 2.4, 2.3 and (42), we have
(n+m)T(r, £)<T(r, £ (f=2)")+S(r, f)

<T(r (-1 f’)+T(r,%}+S(r, f)

=(n+m-7)T(r,f)<T(r,g)+3logr+S(r, f)

Using Lemma 2.7, we get

n+m+2

n+m-7)T(r,f)<———=T/(r, f)+3logr+S(r, f 43

(nam=7)T(r. f)<———T(r.f)+3logr+5(r, f) (43)
Since n>m+10, we get contradiction.
Therefore ¢c=1
Hence,

f(f—l) f_ z ___g (a4)
z 9"(g-1)" ¢’

fr(f-1)"f"-g"(g-1)"g'=2
Let z, be a zero of f of order p. From (44) we know that z, is a pole of g. Suppose z, is a pole of g of
order g, from (44), we obtain
np+p-1=ng+mq+q+1

(n+1)(p-q)=mg+2>n+1.

Hence,

1
0> n+m+ (45)
m
Let z, beazeroof (f-1) oforder p,.From (44) we know that z, is a pole of g. (say order @, ). From

(44), we obtain

p,+p,—1=ng, +mag, +q, +1

> (n+m+3)
2
Let z, beazeroof f' oforder p,, thatis not zero of f(f —1), then from (44), z, is a pole of g of

order q,.From (44), we have

(46)
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p, =ng, +mq, +q, +1
p,2Nn+m+2 (47)

In the same manner as above, we have similar results for zeros of g" (g —1)rn g'. From (44)-(47), we have

2

N_(r, fr(f-1)" f'):N[r,ﬁJ (48)

9"(g-1)"g
:>N(nf)sﬁ[néj+ﬂ(na%i)+N(n§J
_(”Jrr:"—lj (r.0) [n+m+3j (n+m+2jT(r'g)

By Nevanlinna’s second fundamental theorem, we have from (45), (46) and (49) that,

T(r f)< N{r%} N_(r,ﬁ} N(r, £)+S(r, f)

Kn+r21—1j+(n+r2n+3ﬂT(r'f) (50)

{(n+E_J+(n+i+3j+(n+;+2ﬂT(r,g)+S(r, f)+S(r.g)

T(r,9)3{(n+r:]_1j+(n+;+3J}T(r,g)

+[(n+nr:1—1j+(n+r2n+3j+(n+ri+2ﬂ-r(r’ f)+S(r.f)+S(r.g)

From (50) and (51), we get
T(r,f)+T(r,g9)

sKnJr':;_ljJr(nJr;Jrsﬂ(T(r, f)+T(r.9))
Ao e s e T e +s(ro)

{1—[n+2::_1j"(n+1+3j_(n+§1+2ﬂ(T(r, f)+T(r,g))< S(r.f)+S(r,q)

since n>m+10, we get a contradiction.

This completes the proof of Theorem 1.

Proof of Theorem 2. By the assumption of the theorems, we know that either both f and g are two
transcendental entire functions or both f and g are polynomials. If f and g are transcendental entire functions,
using N(r,f)=0,N(r,g)=0 and similar arguments as in the proof of Theorem 1, we can easily obtain
Theorem 2. If f and g are polynomials, f"(f-1)" f" and g"(g-1)" g’ sharezCM, we get

f”(f—l)mf’—z:k(g”(g—l)mg’—z) (52)
where k is a non-zero constant. Suppose that k =1, (52) can be written as,

-y 9'(e-0)"g
z z

(49)

A

IA

Similarly,

(51)

=1-k (53)
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Apply Lemma 2.2 to above equation, we have

T(MJN[MJN[—JN( . }S(r’f)
z z g"(g-1)"g’ £ (f-1)" f'

Since f is a polynomial, it does not have any poles. Thus, we have
fr(f-1)" '] _ _
T, (f-1) <N|r— 1 B 1 — |+2logr+s(r, f)
z frf-1) f 9"(g-1)"g

T(r, fr(f-1)" f')g N[r,WJ+ I\T[r,m}slogms(r, f) (54)
Using Lemmas 2.4, 2.3 and (54), we have
(n+m)T(r, £)=T(r, £"(f-1)")+8(r, 1)
<4T(r, f)+3T(r,g)+3logr+S(r, f)

Therefore,

(n+m—4)T(r, f)<3T(r,g)+3logr+S(r,f)

Using Lemma 2.8, we get

n+m+1

(n+m—4)T(r,f)§3(n+m_4

)T(r,f)+3logr+8(r,f) (55)

since n>m+6, we get a contradiction. Therefore, k =1. So, (52) becomes

fr(f-1)"f'=g"(g-1)"g' (56)
On Integrating, we get
n+m+1 n+m n+l n+m+1 n+m n+l
nf+m+1_mcl nf+m +,,,+(_1)P r]:+1= nim+1_m ! r?+m +...+(_1)ph
= F" =G" +c, where cis a constant (57)
We claim that ¢=0. Suppose that ¢ =0, then
©(0,F")+0(c,F")=0(0,F")+©(0,G") (58)
Proceeding as in Theorem 1,
weget f=g.
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