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Abstract 
Studies show that low-cost carriers have gained 15.2% market shares while enplanement had in-
creased by 38% following their emergence. Whereas frequency is directly influenced by airlines’ 
key factor such as turn-time, it, on the other hand, influences directly other airline market para-
meters. This proposes a mediation possibility. However, the mediating role of frequency on the 
relationship between turn-time on carriers’ market share, and the effect of low-cost carrier in 
Kenya was still unknown. The purpose of this study, therefore, was to investigate the mediating 
role of route characteristics on the effect of low-cost carriers on the airline market in Kenya. The 
specific objective of the study was to determine the effect of the mediating frequency on the rela-
tionship between turn-time and carriers’ market share. Using panel data of 2 airlines to capture 
both time-series and cross-sectional elements over the 72 months period, this paper will illustrate 
that frequency partially and off-the-scale significantly mediates turn-time-carrier’s market share 
relation. Path regression analysis is used to track the influence of the mediating route characteris-
tics. 
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1. Introduction 
While there had been a substantial body of research investigating this phenomenon in the US, Canada, Australia, 
and Europe, there had been little investigation of whether this phenomenon exists in other markets. Reference [1] 
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recommended that there was a need to identify whether there is a low cost carrier effect in other markets. This 
paper therefore sought to investigate the mediating role of route characteristics on effect of low-cost carriers on 
the Kenyan airline market. According to [2]-[4], low-cost carrier (LCC) is a discount airline that operates a 
point-to-point network, pays employees below the industry average wage, and offers no frills service. The low- 
cost airline model has proven that it is possible to follow different but disciplined business models and to deliver 
both service and financial results to world-class standards. Empirically, findings of many researchers have 
shown that the emergence of low cost carriers has had a profound impact in the aviation industry as seen in the 
works of [4]-[9] [11] [12]. For instance, it has resulted in increased enplanement by 38% and have gained 15.2% 
market share as reported by [4] and [5] respectively. On the other hand, in the markets such as Canada, North 
Atlantic routes and Netherlands, the low cost carriers have been found not to have any impact, e.g. [1] [13] [14]. 
The significance of turn-around punctuality is not only to reduce delays, but to maintain the linkage and stability 
of aircraft rotations [15] [16]. Whereas turn-time models provide useful information for schedule planning, fleet 
planning, operations planning, and economic and financial analysis, studies have concentrated on finding the ef-
fect of the emergence of low-cost carriers. None has actually investigated the impact that the low-cost carriers’ 
constructs, specifically turn-time, would have on their market share, and to a large extent, the mechanism 
through which it would achieve that. Several studies i.e. [17]-[21] have investigated about the models for the 
turn-around operations that would minimize delays, and consequently, costs. References [4] [6] [8] [12] employ 
descriptive statistics in analyzing their data on the effect of low cost carriers on the network carriers’ market 
share. On the other hand, studies by [9] [10] [22] have investigated on the frequency factor differently. Refer-
ence [9] considers it as independent variable on fare while [22] investigates it as an independent variable on air-
line market expansion, and finds a negative correlation between market concentration and flight frequency. Ref-
erence [10] treats it as a moderating variable on fare. Since theories posit frequency to be emanating from air-
lines’ turn-time while it also independently influences other aviation market parameters. This suggests that fre-
quency would explain why a relationship between turn-time and any other variable occurs. However, the above 
cited studies had investigated frequency as either independent or moderating variable with respect to other air-
line market parameters. No study had considered it as a mediating variable in the relationships between turn- 
time and carriers’ market share. The specific objective of the study is, therefore, to examine the influence of the 
mediating frequency on the relationship between turn-time and carriers’ market share in the airline market.  

The paper is arranged as follows: Section 2 briefly outlines the concept of low-cost carrier’s business model 
and the associated constructs, i.e. turn-time, frequency and market share. Previous studies are compared, con-
trasted, critiqued and the gap established. Section 3 outlines the methodology. Statistical tests for the assump-
tions of linear regressions, panel unit root tests, panel cointegration tests are performed. The mediating role of 
route characteristics is tracked, step by step, by use of path regression analyses in Section 4. The study is sum-
marized, concluded and recommendations are made in Section 5. 

2. Literature Review 
This section reviews the concepts of low-cost carrier’s business model with an extension to specific constructs 
such as turn-time, frequency and the carrier’s market share. Previous empirical studies are highlighted. Compar-
isons, contrasting, critiquing and acknowledgement of the gap from the reviewed literature is established. 

2.1. Low-Cost Carrier Business Model 
According to [23], the chief difference between low-cost carriers and traditional airlines, or full service carriers 
(FSCs), fall into three groups: service savings, operational savings and overhead savings. The low-cost model is 
characterized by specific product and operating features. Product features include: low, simple, and unrestricted 
fares; high frequencies; point-to-point flights; no interlining; ticketless travel utilizing travel agents and call 
centers; single-class, high density seating; no seat assignments; and no meals or free alcoholic drinks. Operating 
features include: single type aircraft with high utilization, secondary or uncongested airports served with short 
aircraft turns, short sector length, and competitive wages with profit sharing and high productivity [2] [4] [11] 
[24] [25].  

2.1.1. Turn-Time 
Reference [15] defines turn-time as the period between the time an aircraft parks at the gate till it can pull out 
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again with a new load of passengers and/or cargo. There are a number of key tasks to be carried out during this 
period: unloading and loading of passengers and luggage, safety and security checks, catering, cleaning and a 
variety of administrative tasks. The significance of turn-around punctuality is not only to reduce delays, but to 
maintain the linkage and stability of aircraft rotations [16]. Turn-time models provide useful information for 
schedule planning, fleet planning, operations planning, and economic and financial analysis. Reducing airplane 
turn-times means more efficient airplane utilization, particularly for airlines that emphasize point-to-point routes. 
Improved airplane utilization helps spread fixed ownership costs over an increased number of trips, reducing 
costs per seat-mile or per trip. More flights mean more paying passengers and, ultimately, more revenue. Bene-
fits of shorter turn-times are significant for shorter average trip distances. In order to optimize airplane utiliza-
tion, point-to-point carriers operate with significantly faster turn-times at the gate. A typical hub-and-spoke sys-
tem requires longer turn-times to allow for synchronization between the feeder network and trunk routes 
[16]-[18] [21] [26]. 

2.1.2. Frequency 
Frequency is a central attribute when customers are determining mode choice [9] [26] [27]. Higher frequency of 
flights raises the value of the product to the passenger and increased value leads to higher demand and finally 
higher prices [10]. Passengers travelling on business have a high opportunity cost for travel and value the con-
venience increased frequency provides them. Hence, increased value leads to higher demand and finally higher 
prices [28]. It also facilitates a reduction in cost per transported unit due to the high fixed costs; higher frequen-
cy allows airlines to operate aircraft more efficiently and for longer utilization periods. Increased efficiency 
lowers an airline’s marginal cost and, thus, ticket prices [10] [29]. However, vessel capacity utilization is signif-
icantly lower for high-frequency routes [27]. A market that has a high concentration of passengers with high 
time costs (business travelers) might be served by smaller aircraft with greater frequency, while a market with a 
high concentration of low time cost passengers (leisure travelers) might be serviced by larger aircraft with lower 
frequency. As distance between the two end points increases, aircraft size increases and frequency decreases 
[30]. High rates of fleet utilization are a major factor in low-cost carriers’ business model. With high utilization, 
a low-cost airline will reduce costs significantly. The key for high utilization is to shorten the time between one 
flight and the other [31] since turn-times influence the number of trips an airplane can make in a given period of 
time [15]. 

2.1.3. Carrier’s Market Share 
References [32] and [33] pointed out that the reason for measuring the market share is to eliminate the impact of 
environmental factors which exert the same influence on all competing brands and thus allow a proper compari-
son of the competitive power of each. Calculating market shares assumes that the firm has clearly defined its 
reference market, i.e. the set of products or brands that compete with it. Reference [34] stated that incumbents 
(full service carriers) always attempt to retain the market share on the specific route low cost carrier airline joins 
by depressing their price. An increase in market share may allow airlines to exercise greater market power. With 
greater market power an airline can raise prices to increase its profits [35].  

2.2. Empirical Studies 
References [4] [6] [8] [12] employed descriptive statistics in analyzing their data on the effect of low cost carri-
ers on the network carriers’ market share. Reference [4] indicated that in the US, the low-cost carriers had 
claimed 15.2% market share from the incumbents’ market share within 5 years from 1998-2003. According to 
[8], Spirit airlines claimed a market share of 4% within 3 months from American airlines following her entry 
into the market while [6]’s findings show that the market share of low cost carriers has increased world-wide by 
about 22% over 33 years between early 1980s to 2013. Reference [12] reported that LCCs had accumulated 
around 34 per cent of the UK within 5 years from 1999-2004. According to [20], scheduling every operations in 
the turn-around enhances a better performance and efficiency, while [17] remark that sensor technology or 
checkpoints, would enhance a better turnaround within highly automated environment. Reference [21] con-
cluded that the minimum time of turnaround operations are in domestic-domestic flight type when passenger 
stair are used for disembarking and air-bridge for boarding. Reference [18] supported cooperation between a va-
riety of tactical decision makers since it would deliver an efficient ground handling multi-fleet management 



M. O. Aomo et al. 
 

 
617 

structure. According to [19], the automatic assignment strategy would give a better result in terms of minimum 
departure delays. On the other hand, reference [10] considered frequency as independent variable on fare while 
[9] treated it as a moderating variable on fare. Reference [22] investigated frequency as an independent variable 
on airline market expansion. Reference [22] found a negative relationship between market concentration and 
flight frequency. Reference [10] found out that the frequency variable is highly significant and has a negative 
impact on airfare per kilometer, and is inelastic in relation to price. According to [9], the effect of the frequency 
of flights on a route, served by a particular carrier, is positive and significant at the 1 percent level over each fare 
percentile.  

Since theories posit frequency to be emanating from airlines’ turn-time, and that frequency directly influences 
the airline market parameters, it therefore suggests that frequency would explain why a relationship between 
turn-time and any other variable occurs. However, the studies have investigated frequency as either independent 
or moderating variable with respect to other airline market parameters. No study had considered it as a mediat-
ing variable in the relationships between turn-time and carriers’ market share.  

3. Research Methodology 
This section addresses the research design, target population, type of data, statistical tests, and model specifica-
tion.  

3.1. Research Design, Target Population and Type of Data 
The study adapted longitudinal design. Reference [36] defines longitudinal design as a time series correlational 
research design. Longitudinal research design describes patterns of change and helps establish the direction and 
magnitude of causal relationships [36]-[38]. Measurements are taken on each variable over two or more distinct 
time periods. This allows the researcher to measure change in variables over time. The target population of this 
study was 2 airlines i.e. Fly540, that formally operates as a low-cost carrier and Jetlink Aviation, which met the 
ICAO definition of a low-cost carrier in terms of operations but never used the term in marketing itself. Their 
data over a period of 72 months for the year 2007-2012 were used in the analysis. Sources of data were airlines 
statistics as maintained by the Kenya Civil Aviation Authority (KCAA). 

3.2. Statistical Tests 
Testing the Assumptions of Linear Regression 
There are four principal assumptions which justify the use of linear regression models for purposes of inference 
or prediction. If any of these assumptions is violated, then the forecasts, confidence intervals, and scientific in-
sights yielded by a regression model may be (at best) inefficient or (at worst) seriously biased or misleading [39] 
[40]. These assumptions are: (1) normality of the error distribution, (2) linearity and additivity of the relation-
ship between dependent and independent variables, (3) statistical independence of the errors, and (4) homosce-
dasticity (constant variance) of the errors.  

1) Test for Normality of the error distribution 
Violations of normality create problems for determining whether model coefficients are significantly different 

from zero and for calculating confidence intervals for forecasts. Since parameter estimation is based on the mi-
nimization of squared error, a few extreme observations can exert a disproportionate influence on parameter es-
timates [40] [41]. Calculation of confidence intervals and various significance tests for coefficients are all based 
on the assumptions of normally distributed errors [42] [43]. If the error distribution is significantly non-normal, 
confidence intervals may be too wide or too narrow. In this study, the researcher used Jarque-Bera statistical 
tests for normality. Jarque-Bera test statistic measures the difference of the skewness and kurtosis of the series 
with those from the normal distribution [44]; the Jarque-Bera statistic should not be significant in cases of nor-
mal distribution. The statistic is computed as: 

( )22Jarque-Bera 6 3 4N s K = + −                               (1) 

where S is the skewness, and K is the kurtosis. 
However, real data, especially time series data, rarely has errors that are perfectly normally distributed, and it 

may not be possible to fit your data with a model whose errors do not violate the normality assumption at the 
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0.05 level of significance [40] [45]. This was observed even after transforming the data into the natural logs as 
shown in Table 1 and Table 2, the transformed natural logs of the variables could still not reject the null hypo-
thesis at 5% significance. The researcher then settled on the [39]’s and [40]’s conclusion that it is usually better 
to focus more on the violations of the other assumptions since normality is a very minor concern. 

2) Tests for Linearity or Additivity  
Violations of linearity or additivity are extremely serious. If one fits a linear model to data which are nonli-

nearly or non-additively related, your predictions are likely to be seriously in error. In order to test for linearity, 
the researcher adopted Ramsey RESET (Regression Specification Error Test) to detect any incorrect functional 
form as proposed by [46]. The RESET Stability tests statistics indicated no evidence of non-linearity as shown 
in Tables 3-5, each table representing a linear association as proposed from the path regression analyses shown 
in Figure 1(a) and Figure 1(b). 

In all the three analyses, i.e. Tables 3-5, the t-statistics strongly rejected any evidence of non-linearity. 
 

 
(a) 

 
(b) 

Figure 1. (a) Path Analysis Diagram for the direct effect of turn-time on carriers “market share”; (b) Path Analysis Diagram 
for the mediated effect of turn-time on carriers “market share”.                                                       

 
Table 1. First results of normality test using Jarque-Bera.                                                         

Date: 04/08/16 Time: 21:31    

Sample: 1 72   

 CRMS TNTM FREQ 

Jarque-Bera 14.12586 12.22686 13.17662 

Probability 0.000856 0.002213 0.001376 

Observations 144 144 144 

 
Table 2. Second results of normality test using Jarque-Bera.                                                       

Date: 04/12/16 Time: 21:35    

Sample: 1 72   

 LNCRMS LNTNTM LNFREQ 

Jarque-Bera 5.380353 10.87545 26.68088 

Probability 0.067869 0.004349 0.000002 

Observations 144 144 144 
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Table 3. Ramsey RESET Linearity Test Results on the association between CRMS and TNTM.                          

Ramsey RESET Test  

Equation: UNTITLED  

Specification: CRMS TNTM  

Omitted Variables: Squares of fitted values 

 Value df Probability 

t-statistic 8.633589 142 0.0000 

F-statistic 74.53885 (1, 142) 0.0000 

Likelihood ratio 74.53885 1 0.0000 

F-test summary: 

 Sum of Sq. df Mean Squares 

Test Deviance 3912.877 1 3912.877 

Restricted Deviance 11367.09 143 79.49015 

Unrestricted Deviance 7454.214 142 52.49447 

Dispersion SSR 7454.214 142 52.49447 

LR test summary: 

 Value df  

Restricted Deviance 11367.09 143  

Unrestricted Deviance 7454.214 142  

Dispersion 52.49447   

Unrestricted Test Equation:  

Dependent Variable: CRMS  

 
Table 4. Ramsey RESET linearity test results on the association between FREQ and TNTM.                             

Ramsey RESET Test  

Equation: UNTITLED  

Specification: FREQ TNTM  

Omitted Variables: Squares of fitted values 

 Value df Probability 

t-statistic 13.52367 142 0.0000 

F-statistic 182.8898 (1, 142) 0.0000 

Likelihood ratio 182.8898 1 0.0000 

F-test summary: 

 Sum of Sq. df Mean Squares 

Test Deviance 1230371. 1 1230371. 

Restricted Deviance 2185660. 143 15284.33 

Unrestricted Deviance 955289.2 142 6727.389 

Dispersion SSR 955289.2 142 6727.389 

LR test summary: 

 Value df  

Restricted Deviance 2185660. 143  

Unrestricted Deviance 955289.2 142  

Dispersion 6727.389   
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Table 5. Ramsey RESET linearity test results on the association between CRMS, TNTM and FREQ.                       

Ramsey RESET Test  

Equation: UNTITLED  

Specification: CRMS TNTM FREQ 

Omitted Variables: Squares of fitted values 

 Value df Probability 

t-statistic 11.59173 141 0.0000 

F-statistic 134.3681 (1, 141) 0.0000 

Likelihood ratio 134.3681 1 0.0000 

F-test summary:  

 Sum of Sq. df Mean Squares 

Test Deviance 1313.940 1 1313.940 

Restricted Deviance 2692.730 142 18.96289 

Unrestricted Deviance 1378.791 141 9.778656 

Dispersion SSR 1378.791 141 9.778656 

LR test summary: 

 Value df  

Restricted Deviance 2692.730 142  

Unrestricted Deviance 1378.791 141  

Dispersion 9.778656   

 
3) Statistical independence of the errors  
When data are ordered—for example, when sequential observations represent Monday, Tuesday, and Wed- 

nesday—then the neighboring error terms may turn out to be correlated. This phenomenon is called serial corre-
lation [44] [45]. If left untreated, serial correlation can do two bad things: reported standard errors and t-statistics 
can be quite far off, and under certain circumstances, the estimated regression coefficients can be quite badly 
biased. While using the Durbin-Watson statistical test for serial correlation, under the null hypothesis (no serial 
correlation) the Durbin-Watson centers around 2.0 rather than 0. If the serial correlation coefficient is zero, the 
Durbin-Watson is about 2. As the serial correlation coefficient heads toward 1.0, the Durbin-Watson heads to-
ward 0. 

4) Homoscedasticity (constant variance) of the errors 
OLS makes the assumption that the variance of the error term is constant (Homoscedasticity). If the error 

terms do not have constant variance, they are said to be heteroscedastic. Heteroscedasticity does not cause ordi-
nary least squares coefficient estimates to be biased, although it can cause ordinary least squares estimates of the 
variance (and, thus, standard errors) of the coefficients to be biased, possibly above or below the true or popula-
tion variance [47] [48]. Thus, regression analysis using heteroscedastic data will still provide an unbiased esti-
mate for the relationship between the predictor variable and the outcome, but standard errors and therefore infe-
rences obtained from data analysis are suspect. Biased standard errors lead to biased inference, so results of hy-
pothesis tests are possibly wrong. If OLS is performed on a heteroscedastic data set, yielding biased standard 
error estimation, a researcher might fail to reject a null hypothesis at a given significance level, when that null 
hypothesis was actually uncharacteristic of the actual population (making a type II error). 

Heterokedasticity, serial correlations and presence of outliers were never perceived by the researcher to be 
problems at all due to the fact that Fully Modified Ordinary Least Squares (FMOLS) had been adopted in the 
panel cointegrating equations as outlined by [49]-[52]. This method modifies least squares to account for serial 

http://en.wikipedia.org/wiki/Statistical_significance
http://en.wikipedia.org/wiki/Type_I_and_type_II_errors
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correlation effects and for the endogeneity in the regressors that results from the existence of a cointegrating re-
lationship, as well robustic in dealing with the outliers.  

5) Panel Unit Root Tests 
While dealing with panel data, which is usually time series in nature, researcher may have to find out if the 

data is stationary [53]. Stationarity of data is when the mean, variance and covariance are time invariant (they do 
not change over time). This was done by use of panel unit root tests; Yt is regressed on its lagged value Yt–1 and 
then checked if the estimated slope coefficient is statistically equal to 1. If not, then Yt is nonstationary. This 
then requires first differencing of Yt which is then regressed on Yt–1, if the slope coefficient is 0, then Yt is non-
stationary, and if it negative, then Yt is stationary [44] [45]. Any series that is not stationary is said to be nonsta-
tionary. 

PP Fisher Panel unit root testing was performed on the three variables. The results showed that turn-time was 
stationary at order 0, while the other 2 (frequency, and carrier’s market share) were stationary at order 1. The 
following 5 tables (Tables 6-10) show the results of the panel unit root analysis for the series: 

From Table 6, the results failed to reject null hypothesis of presence of a unit root in the series. Thus, first 
differencing was necessary as follows: 

After first differencing, Table 7 indicates that the null hypothesis of the presence of a unit root was strongly 
rejected. 

Table 8 indicates that the null hypothesis of the presence of a unit root was strongly rejected. 
Table 9 indicates that the test failed to reject the null hypothesis of the presence of a unit root. Further diffe-

rencing was then required as shown in the Table 10. 
After first differencing, Table 10 indicates that the null hypothesis of the presence of a unit root was strongly 

rejected.  
6) Panel Cointegration Tests 
The finding that many macro time series may contain a unit root has spurred the development of the theory of 

non-stationary time series analysis [44]. Reference [54] pointed out that a linear combination of two or more  
 

Table 6. Panel Unit Root Test Results for the zero-order CRMS series.                                              

Null Hypothesis: Unit root (individual unit root process) 

Series: CRMS   

Date: 03/28/16 Time: 09:28  

Sample: 1 144   

Exogenous variables: Individual effects 

Newey-West automatic bandwidth selection and Bartlett kernel 

Total (balanced) observations: 142 

Cross-sections included: 2  

Method Statistic Prob.** 

PP-Fisher Chi-square 1.74882 0.7818 

PP-Choi Z-stat 0.79740 0.7874 

**Probabilities for Fisher tests are computed using an asymptotic Chi-square distribution. All other tests assume asymptotic normality. 

Intermediate Phillips-Perron test results CRMS 

Cross    

section Prob. Bandwidth Obs 

FFV 0.8848 8.0 71 

JLX 0.4714 5.0 71 

Source: Field data, 2016. 
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Table 7. Panel unit root test results for the first-order CRMS series.                                                

Null Hypothesis: Unit root (individual unit root process) 

Series: D (CRMS)  

Date: 03/28/16 Time: 09:30  

Sample: 1 144   

Exogenous variables: Individual effects 

Newey-West automatic bandwidth selection and Bartlett kernel 

Total (balanced) observations: 140 

Cross-sections included: 2  

Method Statistic Prob.** 

PP-Fisher Chi-square 36.8414 0.0000 

PP-Choi Z-stat −5.25948 0.0000 
**Probabilities for Fisher tests are computed using an 

asymptotic Chi-square distribution. All other tests 

assume asymptotic normality. 

Intermediate Phillips-Perron test results D(CRMS) 

Cross    

section Prob. Bandwidth Obs 

FFV 0.0001 10.0 70 

JLX 0.0001 6.0 70 

Source: Researcher, 2016. 
 

Table 8. Panel unit root test results for the zero-order TNTM series.                                               

Null Hypothesis: Unit root (individual unit root process) 

Series: TNTM   

Date: 03/28/16 Time: 09:31  

Sample: 1 144   

Exogenous variables: Individual effects 

Newey-West automatic bandwidth selection and Bartlett kernel 

Total (balanced) observations: 142 

Cross-sections included: 2  

Method Statistic Prob.** 

PP-Fisher Chi-square 34.3596 0.0000 

PP-Choi Z-stat −5.02884 0.0000 
**Probabilities for Fisher tests are computed using an 

asymptotic Chi-square distribution. All other tests 

assume asymptotic normality. 

Intermediate Phillips-Perron test results TNTM 

Cross    

section Prob. Bandwidth Obs 

FFV 0.0003 4.0 71 

JLX 0.0001 2.0 71 

Source: Researcher, 2016. 
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Table 9. Panel unit root test results for the zero-order FREQ series.                                                

Null Hypothesis: Unit root (individual unit root process) 

Series: FREQ   

Date: 03/28/16 Time: 09:32  

Sample: 1 144   

Exogenous variables: Individual effects 

Newey-West automatic bandwidth selection and Bartlett kernel 

Total (balanced) observations: 142 

Cross-sections included: 2  

Method Statistic Prob.** 

PP-Fisher Chi-square 2.85680 0.5821 

PP-Choi Z-stat -0.03663 0.4854 
**Probabilities for Fisher tests are computed using an 

asymptotic Chi-square distribution. All other tests 

assume asymptotic normality. 

Intermediate Phillips-Perron test results FREQ 

Cross    

section Prob. Bandwidth Obs 

FFV 0.4989 3.0 71 

JLX 0.4805 3.0 71 

Source: Researcher, 2016. 
 

Table 10. Panel unit root test results for the first-order FREQ series.                                                

Null Hypothesis: Unit root (individual unit root process) 

Series: D(FREQ)  

Date: 03/28/16 Time: 09:33  

Sample: 1 144   

Exogenous variables: Individual effects 

Newey-West automatic bandwidth selection and Bartlett kernel 

Total (balanced) observations: 140 

Cross-sections included: 2  

Method Statistic Prob.** 

PP-Fisher Chi-square 49.4345 0.0000 

PP-Choi Z-stat −6.22505 0.0000 
**Probabilities for Fisher tests are computed using an 

asymptotic Chi-square distribution. All other tests 

assume asymptotic normality. 

Intermediate Phillips-Perron test results D(FREQ) 

Cross    

section Prob. Bandwidth Obs 

FFV 0.0000 4.0 70 

JLX 0.0001 1.0 70 

Source: Researcher, 2016. 
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non-stationary series may be stationary. If such a stationary linear combination exists, the non-stationary time 
series are said to be cointegrated. The stationary linear combination is interpreted as a long-run equilibrium rela-
tionship among the variables. Given that most of variables were not stationary at order zero, it was necessary to 
carry out cointegration tests before deploying the more favorable panel cointegrating regression due to its more 
accuracy in estimations. The panel cointegration tests were carried out by use of Pedroni Residual Cointegration 
Tests that evaluate the null hypothesis of no cointegration at the conventional size of p < 0.05 against both the 
homogeneous and the heterogeneous alternatives (see Tables 11-13 for the results). 

In this case, nine of the eleven statistics rejected the null hypothesis of no cointegration in Table 11. 
The results in Table 12 show that five of the eleven statistics rejected the null hypothesis of no cointegration 

at the conventional size of 0.05. 
The results in Table 13 indicate that nine of the eleven statistics rejected the null hypothesis of no cointegra-

tion at the conventional size of 0.05. 
 

Table 11. Panel (pedroni residual) cointegration test results for the combined CRMS and TNTM series.                      

Pedroni Residual Cointegration Test   

Series: CRMS TNTM    

Date: 03/28/16 Time: 09:38   

Sample: 1 144    

Included observations: 144   

Cross-sections included: 2   

Null Hypothesis: No cointegration   

Trend assumption: No deterministic trend  

User-specified lag length: 1   

Newey-West automatic bandwidth selection and Bartlett kernel 

Alternative hypothesis: common AR coefs. (within-dimension) 

    Weighted  

  Statistic Prob. Statistic Prob. 

Panel v-Statistic −0.365461 0.6426 −0.418007 0.6620 

Panel rho-Statistic −3.700828 0.0001 −6.521363 0.0000 

Panel PP-Statistic −3.492341 0.0002 −4.730073 0.0000 

Panel ADF-Statistic −2.419155 0.0078 −2.406358 0.0081 

Alternative hypothesis: individual AR coefs. (between-dimension) 

  Statistic Prob.   

Group rho-Statistic −5.176859 0.0000   

Group PP-Statistic −4.829458 0.0000   

Group ADF-Statistic −2.511140 0.0060   

Cross section specific results   

Phillips-Peron results (non-parametric)  

Cross ID AR(1) Variance HAC Bandwidth Obs 

FFV 0.393 7.683771 8.022699 3.00 71 

JLX 0.717 24.08377 18.07825 2.00 71 

Augmented Dickey-Fuller results (parametric)  

Cross ID AR(1) Variance Lag Max lag Obs 

FFV 0.553 7.190777 1 - 70 

JLX 0.741 21.85636 1 - 70 
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Table 12. Panel (pedroni residual) cointegration test results for the combined CRMS, TNTM and FREQ series.              

Pedroni Residual Cointegration Test   

Series: CRMS TNTM FREQ    

Date: 03/28/16 Time: 09:39   

Sample: 1 144    

Included observations: 144   

Cross-sections included: 2   

Null Hypothesis: No cointegration   

Trend assumption: No deterministic trend  

User-specified lag length: 1   

Newey-West automatic bandwidth selection and Bartlett kernel 

Alternative hypothesis: common AR coefs. (within-dimension) 

    Weighted  

  Statistic Prob. Statistic Prob. 

Panel v-Statistic 0.329997 0.3707 0.174883 0.4306 

Panel rho-Statistic −1.784240 0.0372 −2.273219 0.0115 

Panel PP-Statistic −1.662501 0.0482 −1.970959 0.0244 

Panel ADF-Statistic −0.561352 0.2873 −0.482421 0.3148 

Alternative hypothesis: individual AR coefs. (between-dimension) 

  Statistic Prob.   

Group rho-Statistic −1.628294 0.0517   

Group PP-Statistic −1.868812 0.0308   

Group ADF-Statistic −0.142942 0.4432   

Cross section specific results   

Phillips-Peron results (non-parametric)  

Cross ID AR(1) Variance HAC Bandwidth Obs 

FFV 0.640 3.164612 3.055657 3.00 71 

JLX 0.732 7.976562 7.022401 1.00 71 

Augmented Dickey-Fuller results (parametric)  

Cross ID AR(1) Variance Lag Max lag Obs 

FFV 0.753 2.950890 1 - 70 

JLX 0.775 7.874358 1 - 70 

 
Table 13. Panel (pedroni residual) cointegration test results for the combined FREQ and TNTM series.                      

Pedroni Residual Cointegration Test   

Series: FREQ TNTM    

Date: 03/28/16 Time: 09:40   

Sample: 1 144    

Included observations: 144   

Cross-sections included: 2   

Null Hypothesis: No cointegration   

Trend assumption: No deterministic trend  

User-specified lag length: 1   
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Continued 

Newey-West automatic bandwidth selection and Bartlett kernel 

Alternative hypothesis: common AR coefs. (within-dimension) 

    Weighted  

  Statistic Prob. Statistic Prob. 

Panel v-Statistic −0.656990 0.7444 −0.647101 0.7412 

Panel rho-Statistic −2.135402 0.0164 −2.523674 0.0058 

Panel PP-Statistic −2.749425 0.0030 −2.852830 0.0022 

Panel ADF-Statistic −1.925440 0.0271 −1.684803 0.0460 

Alternative hypothesis: individual AR coefs. (between-dimension) 

  Statistic Prob.   

Group rho-Statistic −1.673344 0.0471   

Group PP-Statistic −2.968294 0.0015   

Group ADF-Statistic −1.658974 0.0486   

Cross section specific results   

Phillips-Peron results (non-parametric)  

Cross ID AR(1) Variance HAC Bandwidth Obs 

FFV 0.668 1609.828 1311.410 3.00 71 

JLX 0.797 1716.095 1087.031 2.00 71 

Augmented Dickey-Fuller results (parametric)  

Cross ID AR(1) Variance Lag Max lag Obs 

FFV 0.791 1360.270 1 - 70 

JLX 0.799 1500.349 1 - 70 

3.3. Mediation Regression Model Specification  
A mediation model offers an explanation for how, or why, two variables are related where an intervening or me-
diating variable, M, is hypothesized to be intermediate in the relation between an independent variable, X, and 
an outcome, Y [55]. More recent research has supported tests for statistical mediation based on coefficients from 
two or more of the following equations [56] [57]: 

1 1cY Xβ ε+ +=                                      (2) 

2 2aM Xβ ε+ +=                                    (3) 

3 3c X bMY β ε′+ + +=                                  (4) 

where: 
M is the mediating variable; 
c is the overall (total) effect of the independent variable X on Y; 
c' is the (direct) effect of the independent variable X on Y controlling for M; 
b is the effect of the mediating variable on Y; 
a is the effect of the independent variable X on the mediator; 
β is the intercept for each equation; and  
ε is corresponding residuals in each equation. 
Thus, the following path analysis diagrams were used to develop the three regression equations to track the 

influence of the mediator variable, frequency, on the relationship between the turn-time and carriers’ market 
share: 
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Consequently, the following 3 regression equations will be:  
To test if TNTM predicts CRMS → 1 1it it itY cX uβ= + +                      (5) 

To test if TNTM predicts FREQ → 2 2it it itM aX uβ= + +                       (6) 

To test if TNTM still predicts CRMS, when Mediator 
(FREQ) is in the model → 3 3it it it itY c X bM uβ ′= + + +                      (7) 

In the first regression, the significance of the path X to the dependent variable Y is examined. In the second 
regression, the significance of the path from X to M is examined. Finally, the significance of the path M to Y is 
examined in the third regression by using X and M as predictors of Y by use of simultaneous entry method. Si-
multaneous entry allows for controlling the effect of X while the effect of M on Y is examined, and controlling 
the effect of M while the effect of X on Y is examined. The results are then compared, that is, the relative effect 
of X on Y (when M is controlled in the third equation) to the effect of X on Y (when M is not controlled in the 
first equation). If the path X to Y in the third equation is reduced to zero, it provides strong evidence for a single, 
dominant mediator. If the residual path X to Y is not zero, it indicates that multiple mediating factors may be 
operating. The degree to which the effect is reduced (i.e. the change in the regression coefficient in Equation 3.4 
versus the regression coefficient in Equation 3.2) indicates how powerful the mediator is [57] [58]. 

Reference [59] cited that prior to using path analytic regression techniques, Pearson correlations among va-
riables in the model are examined. The predictor variable must be significantly associated with the dependent 
variable (although this is not always a must condition as stated by [56]) and with the mediator. Results in Table 14 
indicate that turn-time is negatively correlated with both frequency and carrier market share, though the correla-
tion is insignificant with respect to carrier’s market share, as shown by the value (r = −0.27, p-value of 0.001) 
and (r = −0.04, p-value = 0.596). This means that if turn-time is enhanced, both frequency and the carrier market 
share will reduce, but frequency will be more reduced. However, there is a strong significant positive correlation 
between frequency and carrier’s market share as shown by the value (r = 0.82, p-value = 0.000). This means that 
if frequency is enhanced, the carrier market share will be enhanced too. 

 
Table 14. Correlational analysis between turn-time, frequency and Carrier’s market share.                               

Covariance Analysis: Ordinary  

Date: 04/01/16 Time: 19:20  

Sample: 1 72   

Included observations: 144  

Correlation   

t-Statistic   

Probability   

Observations CRMS TNTM FREQ 

CRMS 1.000000   

 -   

 -   

 144   

TNTM −0.044578 1.000000  

 −0.531742 -  

 0.5957 -  

 144 144  

FREQ 0.817008 −0.266752 1.000000 

 16.88403 −3.298231 - 

 0.0000 0.0012 - 

 144 144 144 
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3.4. Decision Criterion 
M completely mediates X-Y relation if all the three conditions are met: (1) X predicts Y, (2) X predicts M, and 
(3), X no longer predicts Y, but M does when both X and M are used to predict Y [59]-[61]. M partially me-
diates X-Y relation if all the three conditions are met: (1) X predicts Y, (2) X predicts M, and (3), both X and M 
predict Y, but X have a smaller regression coefficient when both X and M are used to predict Y than when only 
X is used. M does not mediate X-Y relation if any of the three conditions are met: (1) X does not predict M, (2) 
M does not predict Y, and (3), the regression coefficient of X remain the same before and after M is used to pre-
dict Y. 

Accordingly to [60] and [62] emphasized that since X predicts Z (mediating variable), there will be collinear-
ity problem when they are both used in the same equation. In extreme cases, the researcher might not be able to 
fit the model. This problem can be sorted by increasing sample size and/or number of observations, or by use of 
panel data [48] [60]. Results in Table 15 showed VIF of 1.449. A commonly given rule of thumb is that VIFs of 
10 or higher may be a reason for concern [63]. This is, however, just a rule of thumb; reference [64] says he gets 
concerned when the VIF is over 2.5. Since VIFs in this case is less than 1.5, the study concluded that there is no 
multicollinearity problem between the variables. 

4. Results and Discussions 
4.1. Descriptive Statistics 
From Table 16, the mean of carriers’ market share is 13.25% which is about 5% lower than those low-cost car-
riers in Middle East, which is about 18.5% as reported by [3], while turn-time has a mean of 32.60 minutes, this  

 
Table 15. An examination of Collinearity between turn-time and frequency.                                           

Variance Inflation Factors 

Date: 03/29/16 Time: 22:04 

Sample: 1 144  

Included observations: 142 

 Coefficient Uncentered 

Variable Variance VIF 

TNTM 0.011750 1.449119 

FREQ 5.95E−05 1.449119 

 
Table 16. Summary of the descriptive statistics.                                                                 

 CRMS TNTM FREQ 

Mean 13.25694 32.60417 206.3264 

Median 12.00000 29.00000 229.5000 

Maximum 31.00000 56.00000 342.0000 

Minimum 3.000000 17.00000 54.00000 

Std. Dev. 7.483078 11.89360 85.49353 

Skewness 0.739046 0.385762 -0.558968 

Kurtosis 2.588230 1.798934 2.027209 

Jarque-Bera 14.12586 12.22686 13.17662 

Probability 0.000856 0.002213 0.001376 

Sum 1909.000 4695.000 29711.00 

Sum Sq. Dev. 8007.493 20228.44 1045208. 

Observations 144 144 144 
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is different from [3]’s finding of 46.0 minutes averaged turn-around time for the US low-cost carriers. Frequen-
cy has a mean of 204.91 scheduled flights over the period. Median is the middle value (or average of the two 
middle values) of the series when the values are ordered from the smallest to the largest. The median of carrier’s 
market share is 12%, while turn-time has a median of 29 minutes. Frequency has a median of 229.5 number of 
scheduled flights over the period. Std. Dev. (standard deviation) is a measure of dispersion or spread in the se-
ries. The standard deviation is given by: 

( ) ( )2

1
1

N

i
s y y N

=

 = − −  
∑                                   (8) 

where N is the number of observations in the current sample and y  is the mean of the series. The standard 
deviation of carrier market share is 7.48 seats, while turn-time has a standard deviation of 11.89 minutes. Fre-
quency has a standard deviation of 85.49 scheduled flights over the period. Skewness is a measure of asymmetry 
of the distribution of the series around its mean. Skewness is computed as: 

( ) 3

1
1

N

i
s N y y σ

=

= −  ∑                                     (9) 

where σ is an estimator for the standard deviation that is based on the biased estimator, for the  
Variance ( )( )1s N Nσ = − . The skewness of a symmetric distribution, such as the normal distribution, is  

zero. Positive skewness means that the distribution has a long right tail and negative skewness implies that the 
distribution has a long left tail [42] [65] [66]. Carrier market share, turn-time are positively skewed as indicated 
by the values 0.74 and 0.39 respectively. This means that the mass of the distribution is concentrated on the right; 
carrier market share being the most positively skewed while load factor being the least positively skewed. On 
the other hand, frequency is negatively skewed as shown by the value −0.56, this implies that mass of the distri-
bution is concentrated on the left. Kurtosis measures the peakedness or flatness of the distribution of the series. 
Kurtosis is computed as: 

( ) 4

1
1

N

i
K N y y σ

=

= −  ∑                                  (10) 

where is σ again based on the biased estimator for the variance. The kurtosis of the normal distribution is 3 [44]. 
If the kurtosis exceeds 3, the distribution is peaked (leptokurtic) relative to the normal; if the kurtosis is less than 
3, the distribution is flat (platykurtic) relative to the normal. All variables are platykurtic as indicated by 2.59 for 
carrier market share, 1.80 and 2.03 for turn-time and frequency respectively. This implies the variables have 
large standard deviations. 

4.2. Inferential Analysis 
It is well known that many economic time series are difference stationary which produce misleading results, 
with conventional Wald tests for coefficient significance spuriously showing a significant relationship between 
unrelated series [67] [68]. Reference [54] note that a linear combination of two or more I(1) series may be coin-
tegrated, and such linear combination yields a long-run relationship between the variables. References [49] [50] 
[52] [68] suggested the use Fully Modified OLS (FMOLS) to provide optimal estimates of cointegrating regres-
sions. The method modifies least squares to account for serial correlation effects and for the endogeneity in the 
regressors that results from the existence of a cointegrating relationship. Thus, in the following analyses, the re-
searcher adopted FMOLS in the panel cointegrating regressions to overcome the problems of heterokedasticity, 
serial correlations and the outliers which are common with ordinary least squares (OLS). By combining time se-
ries of cross-section observations, panel data give more informative data, more variability, less collinearity 
among variables, more degrees of freedom and more efficiency [69] [70]. Panel data presents two big advantag-
es over ordinary time series or cross section data. The obvious advantage is that panel data frequently has lots 
and lots of observations. The not always obvious advantage is that in certain circumstances panel data allows 
you to control for unobservable that would otherwise mess up your regression estimation. A key assumption in 
most applications of least squares regression is that there aren’t any omitted variables which are correlated with 
the included explanatory variables. (Omitted variables cause least squares estimates to be biased.) The usual 
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problem is that if you don’t observe a variable, you don’t have much choice but to omit it from the regression. 
Panel data allows for the use of fixed effects to make up for the omitted variable.  

Analysis of the effect of frequency as a mediator on the Relationship between Turn-time and Carrier 
Market Share 

To examine the influence of the mediating frequency on the relationship between turn-time and carriers’ 
market share, the following 3 regression equations will be:  

To test if TNTM predicts CRMS → 1 1it it itY cX uβ= + +                 (11) 

To test if TNTM predicts FREQ→ 2 2it it itM aX uβ= + +                 (12) 

To test if TNTM still predicts CRMS, 
when Mediator (FREQ) is in the model → 3 3it it it itY c X bM uβ ′= + + +            (13) 

STEP 1: Finding out the effect of turn-time on carrier’s market share as denoted by the equation  
1 1it it itY cX uβ= + +  

The results of the regression analysis in Table 17 indicate that turn-time is an off-the-scale significant nega-
tive predictor of carrier’s market share as indicated by β = −0.9382, t-statistic of −6.9368 against a p-value of 
0.0000. This implies that any additional 1 minute of turn-time will result in the reduction of market share by 
−0.94%. The standard error which is a measure of uncertainty about the true value of the regression (turn-time) 
coefficient is 0.14%, while the standard error of the regression, which is the estimated standard deviation of the 
error term, for this equation is 5.98%. The R2 is 0.364 and the adjusted R2 is 0.355, the difference in this case 
being 0.009, and according to [72], this model is valid and stable for prediction. Thus, the regression accounts 
for 36.4% of the carrier’s market share. This is supported by the fact that the standard deviation of the dependent 
variable is just slightly greater than the standard error of the regression (i.e. 7.47 is slightly greater than 5.99). 
Therefore, the model equation for this relationship is: 

 
Table 17. Regression results of the effect of Turn-time on the carrier’s market share.                                     

Dependent Variable: CRMS   

Method: Panel Fully Modified Least Squares (FMOLS) 

Date: 04/01/16 Time: 19:42   

Sample (adjusted): 2 72   

Periods included: 71   

Cross-sections included: 2   

Total panel (balanced) observations: 142  

Panel method: Pooled estimation  

Cointegrating equation deterministics: C  

Coefficient covariance computed using default method 

Long-run covariance estimates (Bartlett kernel, Newey-West fixed 

bandwidth)   

Variable Coefficient Std. Error t-Statistic Prob. 

TNTM −0.938193 0.135249 −6.936782 0.0000 

R-squared 0.363662 Mean dependent var 13.39437 

Adjusted R-squared 0.354506 S.D. dependent var 7.444316 

S.E. of regression 5.980959 Sum squared resid 4972.290 

Long-run variance 90.91638    
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crms 0.9382 tntm eqn _ 01_ efct= − ∗ +                         (14) 

where: C represents the individual cross-section fixed effect, and is as follows: 
 

 C 

FFV 32.63 

JLX 55.84 

 
and equation_01_efct  is the S.E. of the regression and is equal to 5.98. 

STEP 2: Finding out the effect of turn-time on frequency as denoted by the equation  
2 2it it itM aX uβ= + +  

Results as shown in Table 18 indicate that turn-time is an off-the-scale significant negative predictor of fre-
quency as shown by β = −9.94 with t-statistic of −5.8313 against a p-value of 0.000. This implies that any addi-
tional 1 minute in turn-time will result in a monthly frequency decrease of 9.94 scheduled flights. The standard 
error of the turn-time coefficient estimate is 1.70; while the standard error of the regression is 71.75 scheduled 
flights. The R2 is 0.2870 and the adjusted R2 is 0.2767. The shrinkage in this case is 0.0103, and therefore is 
fairly stable according to [72]. Thus, the regression accounts for 28.7% of the frequency. This is supported by 
the fact that the standard deviation of the dependent variable is slightly larger than the standard error of the re-
gression (i.e. 84.36 is slightly greater than 71.75). The study therefore developed the following analytic model 
for predicting frequency: 

freq 9.9365 tntm eqn _ 02 _ efct= − ∗ +                          (15) 

where: C represents the individual cross-section fixed effects, and is as follows: 
 

 C 

FFV 434.43 

JLX 636.89 

 
and equation_02_efct is the S.E. of the regression and is equal to 71.75 

STEP 3: Finding out the effect of the mediating frequency on the relationship between carrier’s market 
share and turn-time as denoted by the equation 3 3it it it itY c X bM uβ ′= + + +  

Table 19 indicates that turn-time is a negative predictor of carrier’s market share with β = −0.3079 as indi-
cated by the t-statistic of −2.8402 against a p-value of 0.0052, while frequency is an off-the-scale significant 
positive predictor with β = 0.0606 as indicated by the t-statistic of 7.8528 against a p-value of 0.0000. This im-
plies that any additional 1 minute in turn-time will result in a monthly carrier’s market share decrease of 0.31%. 
On the other hand, any additional 1 scheduled flight in the frequency will result in a monthly increase of carri-
er’s market share by 0.06%. The standard error of turn-time coefficient estimate is 0.11; while the standard error 
of frequency effect estimate is 0.01. The standard error of the regression fit is 3.74%. The R2 is 0.7530 and the 
adjusted R2 is 0.7476. The difference in this case being 0.0054 which shows good stability for prediction as 
suggested by [72]. Thus, the regression accounts for 75.30% of the carrier’s market share. This is supported by 
the fact that the standard deviation of the dependent variable is by far much larger than the standard error of the 
regression (i.e. 7.44 is far much larger than, twice the size of, 3.74). Thus, the analytic model for predicting car-
rier’s market share is: 

crms 0.3079 tntm 0.0606 freq eqn _ 03 _ efct= − ∗ + ∗ +                     (16) 

where: C represents the individual cross-section fixed effect, and are as follows:  
 

 C 

FFV 5.84 

JLX 16.14 

 
and equation_03_efct is the S.E. of the regression and is equal to 3.74. 
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Table 18. Regression results of the effect of turn-time on frequency.                                                 

Dependent Variable: FREQ   

Method: Panel Fully Modified Least Squares (FMOLS) 

Date: 04/01/16 Time: 19:49   

Sample (adjusted): 2 72   

Periods included: 71   

Cross-sections included: 2   

Total panel (balanced) observations: 142  

Panel method: Pooled estimation  

Cointegrating equation deterministics: C  

Coefficient covariance computed using default method 

Long-run covariance estimates (Bartlett kernel, Newey-West fixed 

bandwidth)   

Variable Coefficient Std. Error t-Statistic Prob. 

TNTM −9.936542 1.703997 -5.831313 0.0000 

R-squared 0.287001 Mean dependent var 208.3451 

Adjusted R-squared 0.276742 S.D. dependent var 84.36354 

S.E. of regression 71.74662 Sum squared resid 715513.2 

Long-run variance 14431.49    

 
Table 19. Regression results of the effect of the mediating frequency on the relationship between carrier’s market share and 
turn-time.                                                                                               

Dependent Variable: CRMS   

Method: Panel Fully Modified Least Squares (FMOLS) 

Date: 04/01/16 Time: 19:53   

Sample (adjusted): 2 72   

Periods included: 71   

Cross-sections included: 2   

Total panel (balanced) observations: 142  

Panel method: Pooled estimation  

Cointegrating equation deterministics: C  

Coefficient covariance computed using default method 

Long-run covariance estimates (Bartlett kernel, Newey-West fixed 

bandwidth)   

Variable Coefficient Std. Error t-Statistic Prob. 

TNTM −0.307877 0.108399 −2.840224 0.0052 

FREQ 0.060564 0.007712 7.852773 0.0000 

R-squared 0.752959 Mean dependent var 13.39437 

Adjusted R-squared 0.747588 S.D. dependent var 7.444316 

S.E. of regression 3.740070 Sum squared resid 1930.361 

Long-run variance 40.01138    
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Summary of the path regression analyses for the mediating variable 
Thus, as shown in Figure 2, the summary of the path regression analyses for the mediating frequency will be 

as follows: 
crms 0.9382 tntm eqn _ 01_ efct= − ∗ +                          (17) 

freq 9.9365 tntm eqn _ 02 _ efct= − ∗ +                          (18) 

crms 0.3079 tntm 0.0606 freq eqn _ 03 _ efct= − ∗ + ∗ +                    (19) 

4.2.1. Conclusion Based on Baron and Kenny (1986) Approach 
Reference [57] considers the intermediate variable Z to be a mediator if: (1) H0(1): c = 0 is rejected (Y is asso-
ciated with X); (2) H0(2): a = 0 is rejected (Z is associated with X); and (3) H0(3): b = 0 is rejected (Y is asso-
ciated with the Z conditional on X). The satisfaction of these conditions indicates that there is a mediating effect 
of X on Y through Z. If all three of these steps are met and H0(4): c′ = 0 is rejected, then the data are consistent 
with the hypothesis that variable Z partially mediates the X-Y relationship, and if H0(4): c′ = 0 is not rejected, 
then complete mediation is indicated. Thus, from Baron and Kenny (1986) approach, the study concluded that 
frequency partially mediates the turn-time-carrier’s market share relationship since all the 4 null hypotheses 
were rejected. 

4.2.2. Analysis of the Mediating Effect of Frequency on the Relationship between Turn-Time  
and Carrier’s Market Share Using the Judd and Kenny (1981) Indirect Effect  

Reference [57]’s approach is the general approach many researchers use. There are potential problems with this 
approach, however. One problem is that we do not ever really test the significance of the indirect pathway—that 
X affects Y through the compound pathway of a and b. A second problem is that the Barron and Kenny ap-
proach tends to miss some true mediation effects (Type II errors) [56]. An alternative, and preferable approach, 
is to calculate the indirect effect and test it for significance. The regression coefficient for the indirect effect 
represents the change in Y for every unit change in X that is mediated by M. Reference [71] suggested compu-
ting the difference between two regression coefficients. To do this, two regressions are required. 

The approach involves subtracting the partial regression coefficient obtained in Model 1, c' from the simple 
regression coefficient obtained from Model 2, c. Note that both represent the effect of X on Y but that cis the 
zero-order coefficient from the simple regression and c' is the partial regression coefficient from a multiple re-
gression. The indirect effect is the difference between these two coefficients (Refer to Table 20): 

 

 
Figure 2. Estimated path analysis diagram for the mediated effect of turn-time on carriers’ market share.                   

 
Table 20. Regression equation depiction of the Judd and Kenny difference of coefficients approach.                        

 Analysis Regression Equation Depiction 

Model 1 1 3 1 1 1 1 3it it it itY c X b M uβ ′= + + +  crms 0.3079 tntm 0.0606 freq eqn _ 03 _ efct= − ∗ + ∗ +  

Model 2 1 1 1 1 1it it itY c X uβ= + +  crms 0.9382 tntm eqn _ 01_ efct= − ∗ +  

Source: Researcher, 2016. 
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indirect effect –c cβ ′=                                     (20) 

indirect effect 0.9382 0.3079 0.6303β = − + = −  

As shown by Table 21, when only turn-time is included in the equation, its effect is −0.9382. However, when 
frequency is introduced, while controlling for turn-time, the coefficient of turn-time reduces to −0.3079. Thus, 
the introduction of an intervening variable, frequency, reduces the turn-time effect by −0.6303, i.e. (−0.9382 
minus −0.3079). This means that out of all (100%) effects the turn-time will have on carrier’s market share, 67.18% 
of that effect is attributable to frequency as shown in Figure 3. 

4.2.3. Analysis of the Mediating Effect of Frequency on the Relationship between Turn-Time  
and Carrier’s Market Share Using the Sobel (1982) Coefficient Approach 

Sobel (1982) approach calculates the indirect effect by multiplying two regression coefficients. The two coeffi-
cients are obtained from two regression models stated in Table 22. 

In the Sobel approach, Model 2 involves the relationship between X and M. A product is formed by multiply-
ing two coefficients together, the partial regression effect for M predicting Y, b1, and the simple coefficient for 
X predicting M, a:  

( )indirect effect 0.0606 9.9365 0.6018b aβ = × = × − = −                      (21) 

As summarized in Table 23, the total effect of turn-time on frequency, a, is −9.9365; while the coefficient of 
frequency, while controlling for turn-time, is 0.0606. Thus, the product of a1b1 is −0.6018, and the proportion 
with respect to c is 0.6414. This means out of all (100%) effects (total effect), the turn-time will have on carri-
er’s market share, 64.14% of that effect is attributable to frequency. 

 

 
Figure 3. The proportion of turn-time-carrier’s market share relation that is attributable to frequency. Source: Researcher, 
2016.                                                                                                 

 
Table 21. Analysis of the portion attributable to frequency using Judd and Kenny (1981).                                

 Old value of  
the coefficient (c) 

New value of  
the coefficient (c') 

The change  
in coefficient (c − c') Percentage change c − c'/c 

Turn-time −0.9382 −0.3079 −0.6303 67.18% 

Source: Researcher, 2016. 
 

Table 22. Regression equation depiction of the Sobel product of coefficients approach.                                   

 Analysis Regression Equation Depiction 

Model 1 3 3 it it it itY c X bM uβ ′= + + +  crms 0.3079 tntm 0.0606 freq eqn _ 05 _ efct= − ∗ + ∗ +  

Model 2 2 2it it itM aX uβ= + +  freq 9.9365 tntm eqn _ 03_ efct= − ∗ +  

Source: Researcher, 2016. 
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Table 23. Analysis of the mediating impact of frequency using Sobel (1982) coefficient approach.                         

 a b Product of ab c Percentage change (ab/c) 

Turn-time −9.9365 0.0606 −0.6019 −0.9382 64.14% 

Source: Researcher, 2016. 

4.2.4. Sobel Test for the Significance of Mediation 
The Sobel test determines whether the mediator variable significantly carries the influence of an independent 
variable to a dependent variable; i.e., whether the indirect effect of the independent variable on the dependent 
variable through the mediator variable is significant [60] [73]. The following formula is used:  

( ) ( )2 2 2 2 2 2Z ab b sa a sb sa sb= + +                           (22) 

where a and b are the standardized regression coefficients, and sa and sb are their standard errors. The research-
er used Sobel test statistics Calculatorand results show the Sobel test statistic, and both one-tailed and two-tailed 
probability values as shown in Table 24.  

From Table 24, the Sobel test statistics of −4.6821 against a one-tailed p-value of 0.0000 or a two-tailed 
p-value of 0.0000 implies that the null hypothesis of the indirect effect coefficient being zero is strongly rejected. 
Thus, the mediating effect of frequency is off-the-scale significant. 

4.2.5. Conclusion on the Mediating Effect of Frequency on the Turn-Time-Carrier’s Market  
Share Relationship 

M (frequency) partially, but off-the-scale significantly, mediates X (turn-time)–Y (carrier’s market share) rela-
tion by 64.14% since all the 4 conditions have been met: (1), X (turn-time) predicts Y (carrier’s market share); 
(2), X (turn-time) predicts M (frequency); (3), both X (turn-time) and M (frequency) predict Y, but X (turn-time) 
have a smaller regression coefficient when both X (turn-time) and M (frequency) are used to predict Y (carrier’s 
market share)than when only X (turn-time) is used; and (4), the indirect effect coefficient is off-the-scale signif-
icant. This finding is different from the findings of [9] [10] [22] since they have investigated on the frequency 
variable differently. Reference [10] considers it as independent variable on fare found out that the frequency va-
riable is highly significant and has a negative impact on airfare per kilometer, and is inelastic in relation to price. 
Reference [9] treats it as a moderating variable on fare the effect of the frequency of flights on a route, served by 
a particular carrier, is positive and significant at the 1 percent level over each fare percentile. Reference [22] in-
vestigated it as an independent variable on aviation market expansion and found a negative relationship between 
market concentration and flight frequency. The current study results offer evidence indicating that frequency 
partially and off-the-scale significantly mediates turn-time-carrier’s market share relation by 64.14 per cent, in 
line with the researcher’s expectation that frequency is an important mechanism through which turn-time influ-
ence carrier’s market share 

5. Summary, Conclusions and Recommendations 
Correlational analyses indicate that: there is a very weak negative correlation between turn-time and carrier’s 
market share; turn-time is significantly negatively correlated with frequency; there is a very strong significant 
positive correlation between frequency and carrier market share. The current study, therefore, has established 
that: turn-time is a significant negative predictor of carrier’s market share while frequency partially and off-the- 
scale significantly mediates turn-time-carrier’s market share relation by 64.14 per cent. This is the first study 
reporting on the mediating role of route characteristics on the effect of low-cost carrier on the airline market in 
Kenya. Based on the conclusion, airlines, therefore, need to adopt very efficient turn-around models since for 
high airplane utilization to be realized, the time between one flight and another must be shortened. This requires 
good operating systems to ensure that all necessary ground handling procedures can be completed during a li-
mited period. One way to simplify ground handling procedures and cut down the time gap is by using one type 
of aircraft for the airline’s whole fleet. Secondly, since frequency of service has an effect on competitors’ market 
share, airlines need to increase the number of scheduled flights during busy seasons like holidays and week-ends. 
The researcher recommends similar studies should be designed with a view to replicating the results of this re-
search within the wider setting of the entire Kenyan aviation industry to include the full service carriers. Finally,  
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Table 24. The Results of the Sobel Test for significance of the mediating frequency.                                      

(a) 

A: −9.9365 

B: 0.0606 

SEA: 1.7040 

SEB: 0.0077 

(b) 

Sobel test statistic: −4.6820878 

One-tailed probability: 0.00000142 

Two-tailed probability: 0.0000028 

Source: Researcher, 2016. 
 

whereas frequency partially and off-the-scale significantly mediates turn-time and carrier’s market relation share 
relation by 64%, the researcher suggests that there is need to investigate whether the remaining 36% is solely the 
direct effect of turn-time, or there are still some other mediating factors between the turn-time-carrier’s market 
share relation. 
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