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Abstract 
Information retrieval (IR) systems are designed to help information seekers retrieving relevant 
information from vast document. The need for relevant information from a vast amount of docu-
ment gave birth to IR systems. Even though different IR systems exist, they cannot meet all users’ 
expectations. A different level of users’ knowledge makes queries to be expressed in different 
ways. As a result, the system may miss the core meaning of users query and retrieve dissatisfacto-
ry results. This happens mainly because of the ambiguities of words involved in the natural lan-
guages and expression mismatch among users and authors. The existing ambiguities in Amharic 
language have negative impacts on the performance of Amharic IR system. Some of the ambigui-
ties for this type of problem are: spelling variants of the same word, polysemous and synonymous 
terms. If users are not fully knowledgeable about the information domain area, they will mostly 
formulate weak queries to retrieve documents. Thus, they end up frustrated with the results found 
from an IR system. This research has been conducted, aiming at augmenting the recall of previous 
work. Statistical co-occurrence technique has been used in order to expand query terms. The main 
reason for performing query expansion is to provide relevant documents as per users’ query that 
can satisfy their information need. Statistical co-occurrence method considers, frequently ap-
pearing terms with the query term, regardless of their position. The efficiency of proposed tech-
nique has been tested on the prototype system and the result found compared with the result of 
previous study. Accordingly, 6% recall and 2% f-measure improvement has been made. Hence, the 
statistical co-occurrence method outperformed the bi-gram based IR system. 
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1. Introduction 
As early as 1945 [1], Bush talked about a device in which an individual stores all his books, records, and com-
munications, which has been mechanized so that it may be consulted with exceeding speed and flexibility. 
Bush’s ideal device has become a reality, that the term “Information Retrieval” was coined as its name in 1952 
[2]. IR is one of the ingenious solutions mankind invented to solve the obvious problem of searching for infor-
mation. The idea of using computers to search for relevant pieces of information was popularized by Vannevar 
Bush in 1945 [1]. Bush [1] stated, “Instruments are at hand which, if properly developed, will give man access 
to and command over the inherited knowledge of the ages”. This system predefined by Bush, is an IR system, 
which is used in all aspects of information retrieval now a days. The need for relevant information from a vast 
amount of document gave birth to information retrieval (IR). IR is the art and science of retrieving relevant 
documents by searching and measuring similarity between users query and documents in a certain corpora.  

Information seekers thus, should implement an IR system to satisfy their information need [3]. The main goal 
of an IR system is, to support and nourish information-seeking behaviors of users [4]. Even though the task of 
information retrieval systems is retrieving relevant information, there is no one system, which is capable of re-
trieving relevant and only relevant documents as per users’ query. 

To investigate the underlying principles/theories, philosophies, techniques and tools of the various methods 
that can be adopted, manipulated or simply selected we have reviewed literatures and then collected data for 
testing purposes. And then, queries that have polysemous and synonymous terms are formulated in order to 
challenge the Amharic IR system and measure the extent to which it can discriminate their various meanings. 

Nowadays, the IR research focuses on, the problem of making existing IR systems retrieve better results. Re-
garding this problem, different mechanisms have been introduced by many researches, in order to achieve a so-
lution [5]. Some of these proposed techniques, as listed in [6], are: User-oriented search result organization; In-
corporating user negative feedback; supporting effective browsing and Effective query reformulation. Among 
the listed mechanisms, effective query reformulation or query expansion based on semantic thesaurus has been 
found to be better [6]. 

After receiving a query, an IR system goes through a series of steps, in order to provide seemingly relevant 
information to users. First, it clusters documents as relevant and non-relevant as per the query, then ranks the 
relevant documents and displays them according to a certain similarity measurement [7]. Other than implement-
ing such steps, a good IR system’s designer should need to have knowledge of the relationship between a query, 
its user and the environment Stubinz and Whighli [8]. According to [8], before considering the experiments in 
designing a good information retrieval, impact of language and text needs to be considered. Researches intro-
duced various methods in information retrieval to satisfy users’ information need. Since the initiation of auto-
mated information retrieval, Boolean queries were an accurate reflection of user’s information needs [9]. In time, 
language and needs outmoded this approach, leading to the need for approximated similarity measures, such as 
the inner product, the cosine similarity measure and probabilistic retrieval [10]. For many years these were the 
methods of choice, but were based on studies that neglected the user, and now the possibilities have been com-
pletely explored [8]. Therefore, the frontier of information retrieval research is, to exploit new methods which 
can take the exact users information need in to consideration. In this research, it is suggested to achieve this ob-
jective, through pre-calculated query operation. 

IR system designers may face challenges on query reformulation issues, besides challenges that occur from 
the user’s perspective. For example, when synonyms or polysemous terms, in queries are encountered, it can be 
difficult to relate and identify other terms for expansion. That is because, when such terms are used in queries, 
they seem to convey a certain meaning, while the users’ intention was another [7] [11] [12]. Thus, this problem 
apparently becomes a major challenge, for IR designers to specify a solution to. Altogether, ambiguity that aris-
es between users and authors, context similarity in written documents and existence of polysemous words in the 
natural language, exaggerates the problem further. Therefore, IR systems should comprise a more sophisticated 
technique and strategy that enables it, to cope up with the problem and have more of user-centered approach. 
Such techniques and strategies would be, ontology based query expansion method, meaning oriented thesaurus 
usage, expanding the whole query with common expanding terms and strategies which seek meaning out of us-
ers’ queries. 

Different methods can be used for query expansion [7] [13] [14]; such as word space nearest-neighbor and 
thesauruses method, cluster-based query expansion, latent semantic indexing, concept-based query expansion. 
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Even though many kinds of query expansion methods exist, their goal is the same; making users search task easy 
as much as possible, aiming at delivering information that satisfies users’ information need. 

The purpose of this research is to design statistical co-occurrence based query expansion technique that can 
overcome the limitations of the previous research aiming at delivering relevant documents as close as profes-
sionals’ do. In turn, research result introduces a technique to develop a fully-fledged IR system that can behave 
like professionals so that users can be satisfied with results retrieved. Further, to enhances the precision of the 
system so that more relevant documents can be found among the retrieved ones. 

2. Amharic Writing System and Ambiguities 
Amharic is the official working language of Federal Democratic Republic of Ethiopia. Its alphabet is grouped 
into either consonantal or syllabary writing system. A consonantal system represents symbols separately as 
consonants and vowels, while the syllabary writing system has individual signs for syllables (i.e. consonant + 
vowel combinations). There is a dispute as to whether or not the Amharic writing system is a syllabary [15]. It 
could be argued that Amharic to some extent resembles other Semitic scripts such as the Arabic and Hebrew 
consonantal systems, which basically indicate consonants but, for teaching purposes, etc, have developed op-
tional diacritics to signify vowels [15]. Unlike the Arabic and Hebrew, the Amharic writing system is written 
from left to right.  

Amharic writing system has no upper and lower case latter variations and has no conventional cursive (i.e. 
written in a connected letters) form. Unlike Hebrew and Arabic, there are no systematic variations in the form of 
the symbol according to its position in the word [15]. 

When Ge’ez became the spoken and written language in common use in northern Ethiopia, it took only 24 of 
the 29 Sabaean symbols, modify most of them and add two new symbols to represent sounds of Greek and Latin 
loanwords not found in Ge’ez [7]. The two extra symbols are added to cope with two new sounds (/p/ as in “ፐ” 
and /p'/ as in “ጰ”), originally required for use in ecclesiastical Greek and Latin borrowings and names (e.g. Pou-
los, Police) [15]. Amharic inherited symbols from Ge’ez. It took all of the symbols and added eight new ones 
(“ቸ”, “ጨ”, “ጀ”, “ኘ”, “ቨ”, “ሸ”, “ኸ”, and “ዠ”) that represent sounds not found in Ge’ez [7]. Alphabetic system of 
the Amharic writing system consists of 34 base symbols with seven orders, representing seven vowels. For ex-
ample the consonant /b/ has seven different symbols (i.e. በ, ቡ, ቢ, ባ, ቤ, ብ, ቦ read as bə, bu, bi, ba, be, bɨ, bo, re-
spectively) representing seven vowels combined with the consonant /b/. Taking another consonant like /z/, the 
seven symbols ዘ, ዙ, ዚ, ዛ, ዜ, ዝ and ዞ read as zə, zu, zi, za, ze, zɨ and zo respectively can be found. 

From the construction of the seven consonant-vowel combinations of the /b/ and /z/ consonants, one can see 
that there is a consistent pattern in the shapes, except the 1st symbols pronounced as (consonant + “ə”) and the 
6th order which are less systematic. Considering all the 34 consonant symbols, there is considerable regularity of 
letter shapes, but some orders are more regular than others. The shapes are most consistent in the 5th order (e.g. ሄ, 
ሌ, ሜ, ሴ, ሬ having a ring on their right legs except ጬ), slightly less in the 3rd (e.g. ሂ, ሊ, ሚ, ሲ, ቢ having a small 
hyphen like extension on the bottom of their right legs, except ሪ and ዪ), slightly less again in the 2nd (e.g. ሁ, ሉ, 
ሱ, ቡ having a small hyphen like extension on their right legs except ሩ, ፉ and ው), still less in the 4th (e.g. ላ, ሳሻ, ባ, 
ካ, ዛ, ዣ, ዳ, ጃ, ጳ have their left leg shortened, on the other hand ጣ and ጫ has there two left legs shortened, others 
like ቃ, ታ, ቻ, ጋ, ፓ have bow like legs) and even less in the 7th (e.g. ሶ, ሾ, ቦ, ኮ, ዞ, ዦ, ዶ have their right legs short-
ened, on the other hand ጮ and ጦ have their two right legs shortened, others like ሆ, ል, ኖ, ኞ, ኖ, ሮ have a ring 
somewhere on their base letter or have some kind of modification like ሞ and ሦ) and the 6th (e.g. ህ, ል, ም, ስ, ድ, ቅ, 
ት, ጥ, ጭ having completely distinctive and pattern less structures) order, with the greatest number of patterns, 
[15]. Therefore the system is composed of largely unpredictable patterns. For example the set of syllables with 
/g/ starts off regularly enough except the 4th “ጋ”, 6th “ግ” and 7th “ጎ” orders. The /w/ set is even ambiguous hav-
ing the 2nd “ው” read as “wu” and 6th “ዉ” read as “wɨ” symbols highly alike. The system has regularity in writ-
ing which makes it easy for a person to learn the language. For example, the symbol “ሰ” read as “sə” and “ሸ” 
read as “shə” have relatively the same kind of structure as their accent. Therefore, a person experiences any dif-
ficulty to learn a symbol, given that he/she knows the other (for some of the symbols). The Amharic writing 
system has 34 basic characters and their seven orders give 238 distinct symbols. In addition, there are forty oth-
ers that contain a special feature usually representing labialization e.g ቿ, ቋ [7].  

Amharic writing system adopted all the symbols in Ge’ez and added 8 other symbols and the other 44 sym-
bols. The result is that there is a considerable systemic redundancy of several consonant sounds which lacks in 
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the phonology of Ge’ez [15]. Ambiguities in Amharic writing system arise mainly due to symbol redundancy [7]. 
Thus, 4 distinct sets of 7 can represent the sound /h/ + vowel: (“ሀ”, “ሐ”, “ኃ”, “ኧ”), 2 sets represent /s/: (“ሰ”, “ሠ”) 
and 2 /s'/ (“ጸ”, “ፀ”) [15]. A similar problem is observed in usage of some letters interchangeably, like “ቆ” vs “ቃ” 
[7]. In addition to the symbolic redundancy of characters, Amharic writing system suffers slightly from visual 
similarity or different character, such as ፕ and ኘ, ፖ and ፓ, ዪ and ዩ, ጕ and ጐ [7]. The different forms of spelling 
variants of the same word are shown in Table 1. Because of those symbols having the same accent in speaking, 
they can be used interchangeably in the various words of Amharic language, thus, forming different forms of 
spelling for the same word. Using these symbols interchangeably in words doesn’t make reading, or forwarding 
ideas difficult for human beings. But unlike humans it is difficult for systems to consider them having the same 
meaning. Because IR systems only match the symbols in words to check weather a word from a document has 
the same meaning as in the query (i.e. if the words are a match then they are the same and have same meaning) 
encountering the different interchangeable symbols in words forces it to consider them as different i.e. the sys-
tem considers ፀሀይ and ጸሃይ, as different words with different meaning.  

The other challenge Amharic IR systems face is the combination of two words. There is no convention as to 
which words should be combined as one word or separately during writing. For example, the word “megneta bet” 
which means “bed room” can possibly be written as መኝታቤት (without space) and መኝታ ቤት (with space) and also 
the word “betemekides” which means “temple” can be written as “ቤተመቅደስ” (without space) and “ቤተ መቅደስ” 
(with space) which makes it difficult for the IR system to differentiate between them [7]. These kinds of situa-
tions makes IR systems’ task difficult. 

According to 1998 statistical census [16], Amharic language has 17.4 million speakers as a mother tongue and 
5.1 million speakers as their second tongue. Many recent researches have indicated that, electronic documents in 
Amharic keep on growing every year [7] [17]. This apparently makes it difficult for IR systems, to find relevant 
document from the vast amount of electronic documents available nowadays. 

There are information retrieval systems designed for Amharic language [17]-[22] that attempts to retrieve re-
levant documents as per information need of users. Even though such IR systems exist, they cannot meet all us-
ers’ expectations. In order to satisfy the need of extracting relevant information, data mining and text processing 
techniques have been applied so far [23] [24]. 

Different levels of users’ knowledge makes queries to be expressed in different ways, as different authors ex-
press ideas using different terms. As a result, systems most of the time, misses the core meaning of users query 
and retrieve dissatisfactory results. This happens mainly because of the ambiguities of words involved in the 
natural languages and expression mismatch among users and authors.  

The prevalence of synonyms query terms tends to decrease precision at higher recall levels [12]. One of the 
solutions suggested to solve such a problem is query operation. A recent research paper done by Alemayehu [7] 
is worth mentioning here, which attempts to apply query expansion to control synonyms words using thesaurus. 
Alemayehu tried to enhance the system’s recall at the expense of its precision. The performance analyses show 
that there is an enhancement of recall from an average of 0.29% to 0.65%. On the other hand, because of a tra-
deoff between recall and precision and because of polysemous query terms existence, his proposed system de-
creased the overall precision from 0.91% to 0.57% on average. This happens because some synonymous query 
terms can also be polysemous.  

Words in the natural language can be regarded as polysemous or synonymous according to the context they 
are used in [25]. A word is polysemous if it has different contextual meaning. On the other hand, if a couple or 
more words refer to one meaning, they are termed as synonymous words. For example in these two sentence  

 
Table 1. Spelling variants of the same word.                                                                           

Canonical Amharic Common Amharic Possible but improbable Amharic 

ዓለም አለም ዐለም ፣ አለም 

ፀሐይ ጸሃይ ፣ ፀሃይ ፣ ጸሐይ ጸሀይ ፣ ጸሓይ ፣ ጸኅይ ፣ ጸኃይ ፣ጸኻይ ፣ ፀሀይ ፣ ፀሓይ ፣ ፀኅይ ፣ 
ፀኃይ ፣ ፀኻይ 

ኃይለ ሥላሴ 
ኀይለ ሥላሴ ፣ ኃይለ ስላሴ ፣ ኀይለ ስላሴ ፣ ኀይለ ስላሤ ፣ ሀይለ 
ስላሤ ፣ ሀይለ ሥላሴ ፣ ሃይለ ስላሴ ፣ ሃይለ ሥላሴ ፣ ሃይለ ስላሤ 
፣ ኅይለ ሥላሤ ፣ ሀይለ ሥላ ሤ ፣ ሃይለ ሥላ ሤ ፣ ሐይለ ስላሴ ፣ 

ሐይለ ስላሤ ፣ ሐይለ ሥላሴ 

ሐይለ ሥላሤ ፣ ሓይለ ሥላሤ ፣ ሓይለ ሥላሴ ፣ ሓይለ ስላሤ ፣ 
ሓይለ ስላሴ ፣ ኻኀይለ ሥላሴ ፣ ኻይለ ሥላሴ ፣ ኻይለ ስላሤ ፣ 

ኻይለ ስላሴ 
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“አበበ ካራ እየሳለ ነው” and “አበበ ቢላ እየሳላ ነው”, which their equivalent meaning in English is “Abebe is sharpening a 
knife”, the two words “ካራ” and “ቢላ” refers to a “knife” and thus, they are synonyms to each other. In another 
two sentences “አበበ ካራ እየሳለ ነው” and “አበበ ስእል እየሳለ ነው” the word “እየሳለ” refers to “sharpening a knife” in the 
first sentence and “drawing a picture” in the later. Therefore, this word “እየሳለ” changes its meaning according to 
the context it is used and thus it is polysemous. In a sentence “አበበ ጠላ ይወዳል” which means “Abebe likes tela”, 
“tela” or “ጠላ” refers to an Ethiopian traditional drink. In this context, the term “ጠላ” is a polysemous term 
which means “a traditional drink” or “hatred”, which can also be a synonym for other terms that bare one of its 
meanings. If the term “ጠላ” is used in a query, an Amharic query expansion technique may try to expand it using 
terms such as, “መጠጥ” and “ባህላዊ” for the meaning “traditional drink” or “መጥላት” and “አለመዋደድ” for “hatred”. 
Thus, expanding the query with all of the expansion terms mentioned above, may make the system to retrieve all 
the relevant documents, but with many non-relevant ones in between. In addition to the example given, there are 
many polysemous words in Amharic language. To mention some of them; “በቅሎ” means “a mule” or “to grow”, 
“ዋና” means “main” or “to swim”, “አንቀላፋ” means “to sleep” or “to die”, “ሳለ” means “to cough”, “sharpen a 
knife”, “to draw a picture” or it can even express a “period” in time, according to a context it is used. There are 
also phrases which can be equally ambiguous. The phrase “አበባው በቀለ” can be understood as a person’s name or 
“the flower has grown”. Therefore, it is necessary to consider polysemous nature of terms in addition to synonym 
terms for query expansion. It is therefore the purpose of the current research to investigate the possibility of 
building statistical co-occurrence based query expansion that can control polysemous and synonymous words to 
enhance the performance of the system by considering users’ information need.  

3. Query Expansion Based on Statistical Co-Occurrence 
An IR system takes a string query, and retrieves documents based on a certain similarity measurement technique. 
In addition, an IR system has its own performance level as measured in terms of recall and precision. As any 
other systems’ performance measurement, it is most unlikely to score 100% on both precision and recall in the 
case of information retrieval systems. But good systems are designed to enhance both precision and recall to the 
possible limit. Thus the aim of this research is, to design a good system, which can enhance the recall of the 
system without affecting its precision. This can be achieved by integrating a query expansion model with the 
system, so that it finds words having similar meanings with users’ query and retrieves relevant documents that 
satisfies users information need. 

This method generates synonymous expanding terms for a query term based on index terms co-occurrence 
information. It analyzes the presence of a term with another term to decide whether they have same or different 
meaning. The overall architecture of process and data flows involved for the statistical co-occurrence technique 
is presented in Figure 1. 

The set of top 10 documents retrieved using the refined query is the pseudo relevance feedback for statistical 
co-occurrence method. These 10 relevant retrieved documents are indexed in a separate inverted index to extract 
expansion terms easily. This index is over written every time a query is given to the system. That is because; 
different relevant documents are retrieved for each different users query. The reformulation process then, based 
on the statistical co-occurrence technique, selects expansion terms for each query term, and finally selects com-
mon expansion terms suitable for the whole query. The reformulation process involves query expansion and 
term selection sub-processes. Finally, the reformulated query is fed to the original IR system to retrieve 
re-ranked documents. 

On expansion terms selection, co-occurrence frequency values of terms with the query term are analyzed, 
among the refined retrieved document set index. These found expansion terms for each query term is then saved 
separately, so that common terms found in all of the query terms can be extracted. Expanding users query using 
common expanding terms for the whole query has been hypothesized in this research. Figure 2 shows a java 
written code for expanding term selection for each query terms. 

As shown in Figure 2, a term is selected as an expansion term if it co-occurred with a query term even once, 
among the ten top retrieved documents set. Then these terms are ordered in descending order. The final task is to 
select those terms which are common for the whole query in order to eliminate polysemous terms ambiguity 
characteristics. 

For statistical co-occurrence technique, the query expansion task is carried out based on the refined document 
set. For relevance feedback the first 𝑘𝑘 out of the refined documents are selected. That is because; it is assumed  
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Figure 1. Statistical co-occurrence based query expansion architecture.                                                               
 

 
Figure 2. Statistical co-occurrence based query expansion.                                                               
 
that query refinement process ought to populate more relevant documents at the top retrieved documents set. 
Hence, these 𝑘𝑘 documents are responsible for generating the expansion words. To overcome the polysemous 
characteristics of query terms, expansion terms are selected which represent every query terms. This is done by 
selecting those terms which appear in every expansion terms set of every query term. This technique assumes 
each query term as a polysemous term or having the potential of possessing polysemous characteristic as per the 
document collection. The second assumption in this technique is that, query terms other than the polysemous 
one have the potential to indicate the meaning the user intended. This means if a query term has two different 
meanings, other query terms aside from that polysemous query term has the potential to select from the two 
meanings. 

For example let there be three query terms, 𝑞𝑞1, 𝑞𝑞2 and 𝑞𝑞3. Let 𝑥𝑥, 𝑦𝑦 and 𝑧𝑧 be three meanings or collection of 
expansion terms for 𝑞𝑞1, 𝑞𝑞2 and 𝑞𝑞3 respectively. A certain set of terms 𝐶𝐶 which have common meaning with 𝑥𝑥, 𝑦𝑦 
and 𝑧𝑧 is selected for expansion. Figure 3 presents a pictorial representation this example given. 

Here is a brief discussion of this technique. First the pseudo-relevance feedback of k top ranked relevant re-
trieved documents are taken and indexed in a separate inverted index. Then all the terms in this index are taken 
and each term is searched in that same index with each query term. Next the top n terms are selected, which 
frequently co-occurred with for each query term. The frequency is calculated by simply adding one every time a 
query term and a potential expansion term are found together in one of the 𝑘𝑘 documents. Given 𝑞𝑞 and 𝑡𝑡 as query 
term and expansion term respectively and 𝑘𝑘 amount of documents as pseudo-relevance feedback in which Equa-
tion (1) is used for frequency calculation. 

( )
( )
( )1

1, AND
,

0, OR

j jk
j

j j

x q d t d
Sim q t x

x q d t d=

 = ∈ ∈= = 
= ∉ ∉

∑                         (1) 

At last common expansion terms are selected from all of the query terms, which are also good expansion 
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terms for the overall query rather than for each query term. Given query terms 1 2, , , nq q q , index terms 
1 2, , , mt t t  and a constant 𝑣𝑣. Figure 4 shows, how technique1 selects expansion terms. 
𝐸𝐸 is a special variable and deliverable of the program which holds the total expansion terms of each query 

term. The 𝑠𝑠𝑒𝑒𝑎𝑎𝑟𝑟𝑐𝑐h (𝑞𝑞𝑘𝑘, 𝑡𝑡𝑗𝑗) function compares the co-occurrence value for 𝑞𝑞𝑘𝑘 and 𝑡𝑡𝑗𝑗, and returns the term 𝑡𝑡𝑗𝑗 if it 
has a hit count greater than a certain value 𝑣𝑣, where 𝑣𝑣 is less than 𝑘𝑘. 𝑘𝑘 is the number of relevant retrieved docu-
ments gained from the pseudo-relevance feedback. The process left the variable 𝐸𝐸 with the total expansion terms 
of the query. 𝐸𝐸 is passed to the function 𝑆𝑆𝐶𝐶𝑇𝑇 which Selects Common Terms from 𝐸𝐸 and assigns it on itself. The 
last step returns common expansion terms for the whole query. 

Given the query 𝑄𝑄 and the total expansion terms 𝐸𝐸 Figure 5 shows the algorithm; how the set of common ex-
pansion terms 𝐶𝐶 is selected. 
𝐿𝐿 is the number of query terms. An expansion term that found 𝐿𝐿 times in 𝐸𝐸 is finally taken as a common term. 

4. Performance Evaluation 
The experimentation phase holds implementation, testing and discussion of the challenges and findings that are 
recorded for each proposed techniques. Data preparation and selection, testing procedure through empirical 
testing and threshold selection are also discussed. A prototype has been built using Java NetBean. 

In order to evaluate performance of this prototype system we have used recall, precision and F-measure. De-
termination of greater value for F-measure can be interpreted as an attempt to find the best possible compromise 
between recall and precision. 

Precision and recall are the basic measures used in evaluating relevant document retrieval strategies. Recall is 
the ratio of the number of relevant records retrieved (Ra) to the total number of relevant records in the corpus 
(R), Equation (2). Precision is the ratio of the number of relevant records retrieved (Ra) to the total number of  

 

 
Figure 3. Pictorial representation of common mean-
ing assumption.                                                               

 

 
Figure 4. Pseudo code for statistical co-occurrence 
method.                                                               

 

 
Figure 5. Pseudo code for common terms selection.                                
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irrelevant and relevant records retrieved (A), Equation (3). Unless either recall or precision is needed it is good 
to show the result in F-measure (F) which is calculated from recall and precision. These evaluation metrics are 
usually expressed as a percentage, Equation (4). 

Prototype system centric testing is carried out to evaluate the statistical co-occurrence technique’s perfor-
mance. The statistical co-occurrence’s performance is recorded in terms of recall, precision and f-measure as 
shown on Table 2. 

Recall Ra R=                                       (2) 

Precision Ra A=                                      (3) 

F-measure (F) is a harmonic mean evaluation measurement, which combines both recall (Re) and precision 
(Pr), Equation (4). 

2F Re Pr Re Pr= ∗ ∗ +                                   (4) 

The intension of this study is to improve the recall of previous study which has been done based on bi-gram 
method [26]. Result difference shown in Table 3 and Figure 6. Even though, precision of retrieving relevant  

 
Table 2. Statistical co-occurrence’s performance.                                                               

Query REL 
Using statistical co-occurrence method 

RET RETREL R P F 

ቀና እና ቅን ስራዎች 140 652 129 0.19 0.82 0.32 

ሰው የተባለ አለቀ 10 28 7 0.7 0.25 0.36 

የጌታዬ ባሪያ አለቀ 100 226 72 0.72 0.31 0.44 

ዘይት ቀባው 69 121 45 0.65 0.37 0.47 

መጥፎ ስራውን ገሰጸ 18 6 6 0.33 1.0 0.5 

እጥፍ ሰጠው 26 9 9 0.34 1.0 0.51 

አመድ እና ማቅ ለብሶ 35 60 27 0.77 0.45 0.56 

አመታት ተቀመጠ 326 244 209 0.64 0.85 0.73 

ሲጨልም አንቀላፋ 10 14 10 1 0.71 0.83 

   Average 0.73 0.53 0.63 

 
Table 3. Comparing performance of bi-gram based with statistical co-occurrence based.                                

 Average Recall Average Precision Average F-measure 
Original query 0.83 0.39 0.53 

The Bi-gram method 0.67 0.57 0.61 
Statistical co-occurrence 0.73 0.53 0.63 

 

 
Figure 6. Performance graph of original query, bi-gram and statistical methods.                                                  
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document down by 4%, the recall of retrieving relevant document improved by 6%. However, F-measure in-
creased by 2%. Accordingly, statistical based information retrieval system performs more than bi-gram based 
information retrieval system. 

5. Conclusion 
Based on the frequency, statistical co-occurrence method selects common words which are expected to be syn-
onyms for the polysemous word or words as per the user’s intention. Then, these common words are expected to 
be synonyms for the polysemous word or words as per the user’s intention. It is finally concluded that the statis-
tical methods outperformed bi-gram based information retrieval system and scored 6% recall and 2% F-measure. 
This is an encouraging result to design an applicable search engine for Amharic language information retrieval 
system. The performance of the system can further be improved by designing hybrid, bi-gram and statistical 
co-occurrence, based query expansion. 
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