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Abstract 
We use an information-consistency or, equivalently, a thermodynamic equilibrium condition to 
derive Einstein’s equations, both in case of a gravitational and an electrostatic field. We thus show 
the equivalence of an information-theoretic and a thermodynamic viewpoint in the analysis of the 
geometry of space-time. 
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1. Introduction 
In recent years, we have seen the demonstration of profound relationships between the geometry of space-time 
and thermodynamics or quantum information [1] [2]. In all cases it results in a derivation of Einstein’s equations 
as a consequence either of a thermodynamic equilibrium condition at a causal horizon, or of counting the num-
ber of possible flips in a space-time volume and changing the area of a space-like surface by a suitable multiple 
of that number. In this paper we are going to combine these approaches to show that Einstein’s equations ac-
tually follow from an information consistency condition under a thermal evolution. In addition we will also see 
that it does not make a difference whether we consider a mass and its gravitational field or a charge and its 
Coulomb and (induced) magnetic fields. Both sources of energy influence the geometry of space-time by the 
same mechanism. 

There has been recent work done around the concept of thermal time and its relations to other, geometric 
time-flows [3]-[7]. We will make the thermal flow of a physical system, represented by a density operator 0ρ , 
the starting point of our considerations. 
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Process Velocity 

Let there be a physical system with density operator ( )0 0ρ =   and a Hamiltonian H. The cosine of the angle 

between the initial state 0  and any further state ( ) 0e e , 0,
i iHt Ht

t tρ
−

= >   under the Schroedinger evolution 

is given by the scalar product ( )0 , tρ ρ . A future state ( )ρ τ  is called distinguishable from 0 , if it is or-

thogonal, i.e. ( )0 , 0τ =  . The minimal time τ  needed for 0  to evolve into an orthogonal state is given 
by the Margolus-Levitin bound [8], 

.
4
h
E

τ =                                        (1) 

Here E  denotes the average energy ( )0E tr Hρ=  of the system1 and h denotes the Planck constant. If, for 
instance, the number of degrees of freedom of the system is large, we may assume that the value 2E  is part of 
the spectrum and hence the minimum-time τ  is actually attained. Since general relativity is a macroscopic 
theory, this will most likely hold for a system 0ρ . If, instead of flipping between two orthogonal states, one  

considers passing through a long sequence of orthogonal states, then the minimal time turns out to be .
2
h
E

τ =

We will make use of both results. 
We now suppose that the system is part of a heat bath 0Ω, Ω,⊂  at temperature T and consider the flow 

generated under the assumption that the density operator 0  represents itself thermal equilibrium, i.e. maxi-
mum entropy, and the Hamiltonian is therefore 2 0logH kT= −  , where k denotes the Boltzmann constant. By 
using this Hamiltonian Equation (1) turns into 

( ) ( )
0 2 0 0 2 0 0

.
4 log 4 log 4

h h h
kT E kT tr kTSρ

τ
ρ ρ ρ

= − = − =
⋅ ⋅

                   (2) 

In this equation 0S  denotes the (von Neumann) entropy of the system. Equation (2) allows us to define a 
(process) velocity, i.e. the average number of orthogonal states passed by unit of (proper) time ds  

0 0
d 41

d
N kTS

s hτ
= =  .2                                  (3) 

Expression (3) further allows us to define a very general equilibrium condition between two systems [6]. 
Given two systems   and ̂  with their respective temperatures T  and ˆT , and corresponding observers 
with their proper-time intervals ds  and ˆds , we say that two systems are in equilibrium relative to these ob-
servers, if there holds 

ˆ ˆ ˆ ˆd d d d .N N T S s T S sρ= ↔ =                                     (4) 

Note that condition (4) can also be viewed as a consistency condition for two sub-systems of an overall sys-
tem in thermal equilibrium, as indicated in [9]. It is important that with a relation like (4) we actually consider 
classical information in form of distinguishable states, which appears natural, if a macroscopic theory like rela-
tivity is in scope. 

2. Information and Space-Time 
Equation (4) is a relational expression, which we now apply to the situation of observers in a four-dimensional 
space-time. A space-time allows an equilibrium, if it is static [6] [10], i.e. if its local line-element does not ex-
plicitly depend upon the time-coordinate and is therefore of the form 

 

 

1Expression (1) assumes that the lowest eigenvalue 0 0E = , otherwise there holds ( )04
h

E E
τ =

−
. 

2Note that at this place the definition of temperature as the average energy per bit of information, ET
S
∂

=
∂

, appears very natural. 
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( ) ( )2 2
00

,
d d d d .ij i j

i j
s g x t g x x x= +∑                              (5) 

From Equation (5) it is immediately evident that for two observers along their time-like world-lines with 

( )1 2 1 2d doos g x t=  and ˆS S=  , relation (4) turns into 

( ) ( ) ( ) ( )1 00 1 2 00 2 .T x g x T x g x=                              (6) 

This is the well-known Tolman-Ehrenfest effect [10]. This elegant derivation already indicates the usefulness 
of definition (4). 

We now consider a situation, where the space-time is actually a flat Minkowski space-time and the observers 
move with constant acceleration. To generate a static environment we work in the Rindler co-moving coordinate 
frame and hence in the Rindler-wedge. In Rindler-coordinates ( ), , ,y zθ λ  the line-element takes the form 

2 2 2 2 2 2 2 2d e d e d d d .s c y zλ λθ λ= − − −                             (7) 

For the constant acceleration a there holds 1e
a

λ = .3 

For an observer along a time-like world-line with d dcs
a

θ=  and a system with 1S =  relations (3) and (4) 

result in  
4 const.a

k cT
h a

=⋅                                     (8) 

By a calculation to normalize states, the value chosen for the constant is 2

1const.
π

=  and Equation (8) turns 

into the Unruh-relation with corresponding Unruh temperature aT .4 

2.1. Gravity 
Our next step is now to consider a test particle of mass m at a distance R from a central object of mass M at a 
point 0p  in space-time. Working at first in a flat space-time means that we can use the Newtonian form (ap-
proximation) of the gravity law to see that, with G denoting the gravitational constant, the particle feels an acce-
leration of  

2: .R
GMa g
R

= =                                      (9) 

Along a small segment dθ  of the particle’s world-line the acceleration can be thought to be constant. If we 
consider long sequences of orthogonal states to be passed, then relation (8) turns into the following chain of 
equalities 

2

2

2 2 2 1 .
4π πR R R

R
g g g

R

Ak c k cR k cT T T
h g h GM h GM

= = =⋅ ⋅ ⋅ ⋅                      (10) 

Together with the definition of the Planck-length 3 ,P
Gl
c

=
  (10) turns into 

2
2 .

4R
R

g
P

AkT Mc
l

=                                    (11) 

An expression, which originally served the purpose to count orthogonal states in equilibrium, thus turns into 
an energy-entropy relationship of the form Q kTS= , leaving us to formally identify entropy with the (horizon) 
surface  

 

 

3For more information on Rindler-coordinates see e.g. [11]. 
4Since the equilibrium condition (4) is relational, there is always a gauge freedom of multiplication by a constant, non-zero function. 
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2 .
4

R

P

kAS
l

=                                       (12) 

If we again use (8) to express temperature ,
2πRg RT g

ck
= ⋅

  we finally get with total energy 2E Mc=  

2
2 .

8π
R R

P

g A Mc E
c l

⋅ = =


                                 (13) 

Note that, if energy is quantized, 0 , ,E n E n= ⋅ ∈  then the same holds for the horizon 0
R

E
A n

γ
= ⋅  with 

28π
.P

R

l
g

γ =


 

In a general Lorentz space-time relation (13) is still locally valid, since we can in a small neighborhood 
around 0p  work in a Minkowski-frame. We now want to investigate what happens, if there is a change of mass 
(energy) Mδ  over the local causal horizon   at 0p , and the equilibrium is maintained, i.e. 

2
2 .

8π
R

R
P

g A Mc E
l c

δ δ δ= =


                                (14) 

Let us shortly summarize before we go on. Our formula to count the (maximal) number of orthogonal states 
(bits) per unit-time under a thermal evolution (3), together with a consistency or equilibrium definition across 
different observers (4), applied to a test particle in a gravitational field in the Newtonian approximation (in-
verse-square law), has lead to Equation (13) and Equation (14) which allows us to formally identify entropy 
with a surface area and establish an equilibrium relation with total energy. This is quite remarkable and delivers 
the preconditions to follow the approach in e.g. [1] [12]. We start with rewriting Equation (14) 

28π
,P

R R
l cg A E Eδ δ α δ⋅ = ⋅ = ⋅


                              (15) 

and for completeness sake sketch the steps. 
We may chose R in such a way,5 that in a small neighborhood of any space-like 2-surface P around the 

space-time point 0 ,p P∈  space-time is approximately flat and there is an approximate local boost Killing-field 
νχ , future-pointing to the inside past of 0p  and with acceleration Rg , generating a horizon  . If kν  is the 

tangent vector to the horizon generators, then for an affine parameter λ  that vanishes at P, there holds for λ  
small enough .Rg kν νχ λ= −  We therefore get for the horizon volume-element d d dk Aν ν λ=  and for the 
energy flow through the horizon together with the (matter)energy tensor Tµν .6 

d d .RE g T k k Aµ ν
µνδ λ λ= − ∫                                (16) 

For the variation of the horizon area there holds with θ  denoting the expansion of the horizon generators  

d d .A Aδ θ λ= ∫                                     (17) 

Now, the equation of geodesic deviation, applied to the null geodesic congruence generating the horizon, 
leads to the Raychaudhuri equation [13]. 

2 2d 1 ,
d 2

R k kµ ν
µν

θ θ σ
λ
= − − −                               (18) 

where σ  denotes the shear and Rµν  the Ricci-tensor. Both, θ  and σ  disappear, since we have chosen our 
local Rindler-horizon to be instantaneously stationary at P, and therefore for λ  sufficiently small there holds 

.R k kµ ν
µνθ λ≈ −  Putting this into Equation (17) we get with sufficient accuracy 

d d .A R k k Aµ ν
µνδ λ λ= −∫                                (19) 

 

 

5Typically R will be small and hence the accelereation gR big. 
6We assume that all energy is transported through the horizon by a matter flux. 
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Now, by Equation (15) there holds Rg A Eδ α δ⋅ = ⋅  and hence 

d d d d .R Rg R k k A g T k k Aµ ν µ ν
µν µνλ λ α λ λ− = −∫ ∫                         (20) 

Therefore 

.R k k T k kµ ν µ ν
µν µνα=                                   (21) 

This holds for all null k µ , which implies that for some function f 
.R fg Tµν µν µνα+ =                                    (22) 

Since Tµν  is divergence free, there holds by the contracted Bianchi identity Λ,
2
Rf = − +  where R denotes 

the Ricci-scalar and Λ  some constant function. All together we finally derive 

Λ .
2
RR g g Tµν µν µν µνα− + =                                (23) 

These are Einstein’s equations with a cosmological constant Λ .7 

2.2. Electrostatics 
It is interesting to see what happens in the similar situation of another inverse square law, namely when we con-
sider the electrostatic (Coulomb) force between a test particle of mass m and charge q at a distance R from a 
central charge Q. The equivalent to the to the gravitational constant G is the electric field (Coulomb) constant  

1 .
4πCk
ε

=  The acceleration of the test particle is then 2 .R C
qQa k

mR
=  We note already here that, different to  

the case of gravity, where the mass m drops out of the equations and hence Equation (23) is universally valid 
even for massless particles, the mechanism in electrostatics will be test particle-dependent. In analogy of Equa-
tion (10) we get 

2

2

2 1 12 .
4π πR R

R
a a

C C

Ak mcR mcT kT
h k qQ h k qQ

⋅ = ⋅ ⋅ ⋅ =                         (24) 

The quantity C mc
λ =

  is the (reduced) Compton wave-length and after some further calculation we get 

.
4 4R R

R R
a a C

C

A AmckT kT k qQ
λ

⋅ ⋅ = ⋅ =


                            (25) 

Multiplying both sides with 1

Cλ
 we finally arrive at 

2 .
4R

CR
a

CC

k qQAkT E
λλ

⋅ = =                                 (26) 

This is the analogue to Equation (11). By using again the Unruh relation for temperature 
2πRa RT a

c
= ⋅
 , we 

get 
28π

.C
R R

c
a A E

λ
⋅ = ⋅



                                  (27) 

This equation is the analogue to Equation (13) with ( ), , ,E E q m Q=  wherein (13) we had ( ).E E M=  
Assuming now that in the same manner the equilibrium is maintained during a flow of charge Qδ , and hence 
induced energy Eδ , through the (local) horizon, we arrive at the equivalent to Equation (15) 

 

 

7Since we have tacitly assumed in the derivation, that the groundenergy state of our systems satisfies 0 0E = , it is well possible, as indicated 
in [2], that the constant of integration, Λ , indeed stands for this vacuum energy in case it is non-zero. 
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28π
.C

R R
c

a A E E
λ

δ δ β δ⋅ = ⋅ = ⋅


                             (28) 

Due to the fact that the formulation of electrodynamics happens also in Minkowski-space, we can follow the 
argument in paragraph 2.1. Note that a dynamic change of charge Qδ  also induces a magnetic field. To calcu- 

late the flux through the horizon we will need the energy momentum tensor 1 ,
4

T F F g F Fα ν βγ
µν µ α µν βγ= −  built 

from the Maxwell tensor .F A Aµν µ ν ν µ= ∂ − ∂  The two factors 
28π Pl c

α =


 and 
28π Ccλ

β =


 are very similar 

and use two fundamental length units, the Planck-length Pl  and the Compton length Cλ . They coincide, i.e. 

,α β=   if the test particle has a Planck mass .P
cm

G
=

  

3. Conclusions 
In the last couple of years, we have seen a number of different ways to derive Einstein’s equation by means of 
the holographic principle and thermodynamic equilibrium assumptions [1] [14]. A flux of energy through a (lo-
cal) causal horizon causes some kinds of gravitational lensing effect in order to maintain the thermodynamic 
equilibrium. It seems that the other direction of reasoning, i.e. to derive the holographic principle from Eins-
tein’s equations, is much harder and the principle lies deeply hidden in the structure. Another approach starts 
from an information-theoretic basis, counts the maximal number of flips in a space-time volume and then carves 
out a corresponding number of area-elements from a horizon surface to cause it to curve [2]. The two approach-
es seem little related at first. 

In this paper we combine the two perspectives insofar, as we follow the thermodynamic arguments to derive 
Einstein’s equations from the holographic principle but, instead of assuming it to start with, we derive it by an 
information theoretic approach. We define a consistency relation across different observers, which observe dif-
ferent systems in thermal equilibrium, by demanding that they all agree on the same maximal number of ortho-
gonal states (flips), which their system can pass in thermal evolution per unit of (proper) time. We apply this de-
finition to observers in a Rindler-frame and if acceleration happens because of a gravitational or an electrostatic 
force, then the observers identify the available information or entropy with a quotient of the horizon area and 
some fundamental area units, the Planck or Compton spheres. 

In fact expression (10) is very instructive and can be interpreted in the following way: if a falling observer 
feels an acceleration Rg  while observing a hypothetical one bit ( )1S =  system, then another observer with 
acceleration 1g  attributes to his system an entropy proportionate to AR. The only system present in this set-up is 
space-time itself and (10) and its consequences add to the evidence that entropy is actually attributable to  
space-time and has an elementary unit of 2

Pl . 
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