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Abstract 

An accurate short-term forecasting method for load of electric power system can help the electric 
power system’s operator to reduce the risk of unreliability of electricity supply. This paper pro-
posed a radial basis function (RBF) neural network method to forecast the short-term load of 
electric power system. To demonstrate the effectiveness of the proposed method, the method is 
tested on the practical load data information of the Tai power system. The good agreements be-
tween the realistic values and forecasting values are obtained; the numerical results show that the 
proposed forecasting method is accurate and reliable. 
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1. Introduction 
Electric power system load forecasting plays an important role in the electric energy management system, which 
has great influence on the operation, controlling and planning of electric power system [1]. Unexpected varia-
tions of the load may increase operating costs for the electricity system because the increased operation and 
maintain costs associated with cycling existing generation. Load forecasting is important in the allocation of ba-
lancing power. Besides, load forecasting is used for the hour-ahead scheduling of conventional power plants and 
trading of electricity on the spot market. 

Recently, several methods have been employed for the load forecasting. The load forecasting methods can be 
generally categorized into two groups, time series based methods and artificial intelligence methods. Time series 
based methods include the auto regressive (AR) [2], auto regressive moving average (ARMA) [3], and auto re-
gressive integrated moving average (ARIMA) [4]. With the development of artificial intelligence, various artifi-
cial intelligence methods for load prediction have been developed. The new developed methods include artificial 
neural network [1], fuzzy logic methods [5], least square support vector machine [6], and grey dynamic model 
[7]. The artificial intelligence methods are self-designing ones that can be automatically adjusted in changing 
system. To increase the accuracy of short-term load forecasting this paper takes the RBF Neural Network based 
method into account for the nonlinearity and periodicity in the load time series. 
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2. RBF Neural Network Based Load Forecasting Method 
RBF neural network is useful methodology for time series data forecasting. RBF neural network can be used to 
analysis the relationships between a major sequence and the other comparative sequences in a given set. Com-
pared with back propagation neural networks, the RBF neural networks not only have faster training velocity 
and better approximation properties, but also can solve the local minima problem [8]. 

The RBF neural network is a forward network model with good performance, global approximation, and is 
free from the local minima problems. It is a multi-input, multi-output system consisting of an input layer, a hid-
den layer, and an output layer. During the data processing, the hidden layer performs nonlinear transforms for 
the feature extraction and the output layer gives a linear combination of output weights. 

This paper uses the RBF neural network to forecast the load of electric power system. The architecture of a 
typical RBF neural network is shown in Figure 1 [9]. The network actually performs a nonlinear mapping from 
the input space Rd to the output space Rm. 

 

 
Figure 1. Architecture of the RBF neural network. 
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In RBF neural network, each hidden neuron computes a Gaussian function in the following equation: 
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where µj andσj are, respectively, the center and the width of the Gaussian potential function of the jth neuron in 
the hidden layer. 

Each output neuron of RBF neural network computes a linear function in the following form: 

1
( ) , 1, 2, ,

q

k kj j k
j

o w b x for k mθ
=

= − =∑                           (2) 

where ok is output of the kth node in the output layer, wkj is weight between jth node in the hidden layer and kth 
node in the output layer, ( )jb x  is output from the jth node in the hidden layer, θk is bias of the kth node in the 
output layer. 

The RBF neural network based forecasting method has been successfully implemented for load forecasting. 
The RBF neural network models were developed for 10 min. ahead load forecasting. The architecture of the 
RBF neural network-based load forecasting method is shown in Figure 2. The input layer has 4 neurons for the 
load of 20 minutes ago, 10 minutes ago, the current load and the temperature forecasting value; the hidden layer 
has 24 neurons and the output layer has one neuron for the 10minutes ahead load forecasting. 

The RBF neural network based forecasting method is briefly described in the following steps: 
 

 
Figure 2. Architecture of the RBF neural network based load forecasting method. 

10 min. ahead 
forecasting 

load 

b2

b3

b24

current load

b4

b5

temperature 
forecasting 

value

20 minutes 
ago load

b1

10 minutes 
ago load

Input Layer Hidden Layer Output Layer



W.-Y. Chang 
 

 
43 

Step 1 Create a database of load data and temperature data of electric power system. 
Step 2 Normalize all the load data and temperature data. 
Step 3 Prepare the training set for the RBF neural network. 
Step 4 Using the enhanced particle swarm optimization (EPSO) to train the RBF neural network for load fore-

casting. 
Step 5 Save the Gaussian functions centers, widths and connection weights between the hidden and output lay-

ers of the trained RBF neural network, as the EPSO training procedure is finished. 
Step 6 Use the trained RBF neural network to forecast the load of electric power system. 

3. Numerical Results 
To verify the proposed forecasting method, the method has been applied for load forecasting in Taiwan. The 
load forecasting is computed using the historical load data every 10 min. of the electric power system in Tai-
wan—Tai power. The load time series data of Tai power system are recorded every 10 min. For the sake of clear 
comparison, no exogenous variables are considered. Due to the area characteristic, the load data are divided into 
4 categories: northern area, middle area, southern area, and full area. The weekday testing of four areas results 
are shown below. 

In weekday testing, the following days are selected: May 11-15, 2015, corresponding to the typical weekday. 
The historical data set with 864 patterns are divided into training data set for RBF neural network composed of 
720 patterns collected from May 11-14, and testing data set composed of 144 patterns collected from May15. 
The number of neurons in hidden layer of RBF neural network is 24. The performance of the proposed method 
is evaluated using two indices, namely the maximum absolute percentage error and the mean absolute percen-
tage error. Numerical results for northern area of Tai power system with the RBF neural network based method 
are shown in Figure 3. In this case the maximum absolute percentage error is 2.624% and the mean absolute 
percentage error is 1.007%. Numerical results for middle area of Tai power system with the RBF neural network 
based method are shown in Figure 4. In this case the maximum absolute percentage error is 2.433% and the 
mean absolute percentage error is 1.075%. Numerical results for southern area of Tai power system with the 
RBF neural network based method are shown in Figure 5. In this case the maximum absolute percentage error is 
2.502% and the mean absolute percentage error is 0.955%. Numerical results for full area of Tai power system 
with the RBF neural network based method are shown in Figure 6. In this case the maximum absolute percen-
tage error is 2.575% and the mean absolute percentage error is 1.146%. The Comparing the four area data, a 
general conclusion that may be drawn from the obtained results is that proposed forecasting method can forecast 
the load accurately. 

 

 
Figure 3. Load forecasting results for northern area of Tai power system. 
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Figure 4. Load forecasting results for middle area of Tai power system. 

 

 
Figure 5. Load forecasting results for southern area of Tai power system. 

 

 
Figure 6. Load forecasting results for full area of Tai power system. 
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4. Conclusion 
Based on the RBF neural network scheme, this paper has proposed a method to accurately and reliably forecast 
the load of an electric power system. To verify the effectiveness of the proposed technique, the historical load 
data of the Tai power system is used, the RBF neural network based load forecasting method can forecast the 
load accurately and reliably. An evaluation of the forecast methods is performed, using practical load informa-
tion for Tai power system. The results demonstrate the effectiveness of the proposed method and this method 
provided improved accuracy in the short-term load forecasting. 
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