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Abstract 
Indian economy’s inflation index often reflects double digit tendencies due to supply side short- 
ages caused by droughts, rise in the prices of crude oil in the international markets etc. These fac-
tors may be responsible for non-linear behaviour of inflation index. Against this backdrop, an at-
tempt is made in this study to capture non-linear mean reversion of prices of 47 agricultural 
commodities of India. The study employs powerful non-linear unit root test so as to generate ro-
bust findings to infer valid policy implications. The results of the study indicate the presence of 
unit root with drift process for Food Grains, Cereals, Pulses, Fruits, Vegetables, Primary Articles, 
Ragi and Rice. And for rest of the commodities, it is observed that there is evidence of mean rever- 
sion and therefore, the impact would be only temporary in nature. Thus, the empirical inferences 
enable the policy makers to design appropriate short term and long term polices related to the 
prices of agricultural commodities. 
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1. Introduction 
It is well known fact that country’s economic growth is closely associated with prevailing price level. Irrespec-
tive of the country’s status whether developed or developing or emerging economy, the policy makers concern is 
how to maintain price stability or how to achieve a desirable price level in the economy in general and agricul-
tural commodity prices in particular. Thus, achieving a desirable range of inflation, which ensures efficient fi-
nancial administration is a major challenge for the policy makers. Indian economy’s inflation index often re-
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flects double digit tendencies due to supply side shortages caused by droughts, rise in the prices of crude oil in 
the international markets etc. Today the main concern of policy makers is to tackle the rising food inflation. 
Economic Survey of 2013-2014 reports that inflation showed signs of receding with average Wholesale Price 
Index (WPI) inflation falling to a three-year low of 5.98% during 2013-2014 compared to 7% and 9% over the 
previous two years. According to the survey, though Consumer Price Index (CPI) is more than WPI Index, it 
revealed the signs of moderation with CPI in terms of inflation declining from 10.21% from 2012-2013 to about 
9.49% in 2013-2014. As far as food inflation is concerned, it remained persistently high during 2013-2014, 
reaching a peak of 11.95% in third quarter of 2013-2014. 

The Indian economy which is exhibiting the features of emerging economy in terms of structural transformation 
from agricultural sector to service sector is associated with: rising income in rural areas particularly income groups 
benefited by the Mahatma Gandhi National Rural Employment Gurantee Act (MGNREGA) scheme, on one side 
and insufficient producer supply responses coupled with shocks from global food inflation on the other side as 
India integrates with the world. 

The Economic Survey opines that high inflation, particularly food inflation is arising because of structural as 
well as seasonal factors and the commodity sub-groups that are associated with food inflation are: fruits and 
vegetables, egg, meat and fish. Further, Survey reports that inflation in Non-Food Manufactured Product (WPI 
core) is about 2.9% in 2013-2014, indicating that the underlying pressures of broad-based inflation have rather 
eased. The major cause for persistent inflation in India, in general and food inflation in particular, is due to 
changes in dietary habits and supply constraints.  

There are numerous studies to capture seasonal trends, mean reversion, volatility in the area of economic and 
financial variables stock market, exchange rate, oil prices, output (measured by Industrial Index of Production, 
IIP), general inflation etc. However, literature in the area of agricultural commodities prices is scares. A recent 
study carried out by Gil-Alana & Tripathy [1]1 employed fractional integration approach to examine the beha-
viour of the seven agricultural commodity prices in India. The results of the study indicated mean reversion in 
the prices of the five agricultural commodities such as Rice, Wheat, Maize, Bajra and Jowar. Further, the study 
documented that the general hypothesis of mean reversion was not rejected in case of Black gram and Arhar. 
However, the study did not consider structural breaks, role of volatility and hetroskedasticity, and non-linearity. 
In this study, an attempt is made to capture non-linear mean reversion of prices of 47 agricultural commodities 
in Indian context. This study employs powerful non-linear unit root tests so as to generate robust findings per-
taining to mean reversion of agricultural commodities and to infer valid policy implications.  

2. Data and Methodology  
2.1. Data 
All the agricultural commodity price data have been collected from the Central Statistical Organization (CSO). 
The data period is spanning from 2000:M1 to 2013:M1.   

2.2. Methodology 
Prior to empirical estimation, all the data have been seasonally adjusted through X-12 census method. For the 
purpose of the empirical estimation study, employs both the parametric and non-parametric tests to examine 
non-linear mean reversion of the prices of agricultural commodities under consideration together with testing of 
i.i.d. property, which is jointly refereed as random walk hypothesis.  

2.2.1. Random Walk Hypothesis 
To test random walk hypothesis, the study considers Rahman and Saadi’s [2] suggestion that the random walk 
hypothesis requires non-stationarity and serially uncorrelated increments. Thus random walk hypothesis is met 
in a series when it is non-stationarity and has serially uncorrelated increments. This necessitated testing of inde-
pendent and identically distributed (i.i.d.) agricultural commodity prices. Therefore, the study employed test de-
veloped by Brock, Dechert, and Scheinkman [3] (henceforth BDS) and modified by Brock, Dechert, Scheink-
man, and LeBaron [4] to test the i.i.d. characteristics of the agricultural commodity prices. 

The BDS test is a nonparametric test with the null hypothesis that the series in question are i.i.d. against an 

 

 

1To the best of our knowledge this is only one study for Indian context in this regard. 
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unspecified alternative. The test is based on the concept of correlation integral, a measure of spatial correlation 
in n -dimensional space originally developed by Grassberger and Procaccia [5].   

The specification of the model is: 

( )1 1 1 1, , ,m
t t mr r r r+ + −  

The correlation integral measures the number of m  vectors within a distance of ε  of one another. The cor-
relation integral is defined as: 

( ) ( ) ( )2, ,
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m m
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t sm m
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where the parameter m  is the embedding dimension; T  is the sample size; 1mT T m= − +  is the maximum 
number of overlapping vectors that can be formed with a sample size T ; and Iε  is an indicator function that is 
equal to one if m m
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sr  is said to be ε apart, if 
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where ( ),m T Tσ ε  is the standard deviation of the difference between the two correlation measures ( ),mC Tε  
and ( )1

m
C ε   . For large samples, the BDS statistic has a standard normal limiting distribution under the null of 

i.i.d. If index price changes are not i.i.d. random variables, then ( ) ( )1
m

mC Cε ε> . 

2.2.2. Parametric Tests  
The study employed Kapetanios, Shin, and Snell [6] non-linear unit root test which is the extended version of 
the DF and ADF unit root tests by allowing for nonlinear adjustment. This test is more appropriate because 
conventional univariate unit root tests such as the ADF test have comparatively low power to reject a false null 
hypothesis of unit roots (see for example, Campbell and Perron [7]; Lothian and Taylor [8] [9]) in the presence 
of breaks and non-linearity, and are sensitive to the choice of lag length (see for example, Cuddington and Liang 
[10]).  

KSS [6] proposed test is based on the following Exponential Smooth Transition Autoregressive (ESTAR) 
specification: 

( ) ( )2
1 11 exp ,    0 1t t t ty y yγ θ ε θ− −
 ∆ = − − + ≥                             (1) 

where ty  is the de-meaned or de-trended series of interest, tε  is an i.i.d. error with zero mean and constant 
variance, and ( )2

11 exp tyθ −
 − −   is the exponential transition function adopted in the test to present the nonli-

near adjustment. The null hypothesis of a unit root in ty  (i.e., t ty ε∆ = ) implies that 0θ =  (thus  
( )2

11 exp 0tyθ −
 − − =  ). If θ  is positive, it effectively determines the speed of mean reversion. 

The KSS [6] test directly focuses on the θ  parameter by testing the null hypothesis of nonstationarity H0: 
0θ =  against the mean-reverting nonlinear alternative hypothesis H1: 0θ > . 

This is because ty  in (1) is unidentified under the null hypothesis that cannot directly test H0: 0θ = .  
To deal with this issue, KSS [6] reparameterize (1) by computing a first-order Taylor series approximation to 

specification (1) to obtain the auxiliary regression expressed by Equation (2): 
3

1 errort ty yδ −∆ = +                                       (2) 

Assuming a more general case where the errors in (2) are serially correlated, regression (2) is extended to 

3
1

1
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p
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with the p augmentations, which are used to correct for serially correlated errors. The null hypothesis of nonsta-
tionarity to be tested with either Equation (2) or Equation (3) is H0: 0δ =  against the alternative of H1: 0δ < . 
KSS [6] show that the t-statistic for 0δ =  against 0δ < , i.e. tNL, does not have an asymptotic standard nor-
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mal distribution. They tabulate the asymptotic critical values of the tNL statistics via stochastic simulations.  
In this paper, the tNL statistics using regression (3) are estimated for de-meaned and de-trended data series and 

refer to them as tNL1 and tNL2, respectively. To utilize KSS [6] test the following steps are followed: 
1) Regress each series on a constant or on both a constant and a time trend, respectively, 
2) Save the residual obtained by regressing each series in step 1.  
3) Estimate equation (3) using saved residuals in step 2. 
4) Choose the appropriate lag length for step 3 to avoid problem of serial correlation. 
Further, to select the lag length ( )k , in order to avoid serial correlation, in this study the “t-sig” approach2 

proposed by Hall [11] is adopted. This involves starting with a predetermined upper bound k . If the last in-
cluded lag is significant, k  is chosen. However, if k  is insignificant3, it is reduced by one lag until the last lag 
becomes significant. If no lags are significant k  is set equal to zero.  

2.2.3. Non-Parametric Tests 
If some of the series in the data is not following normal distribution, non-parametric non linear unit root test 
need to be employed so as to capture non-linearity in mean reversion of prices series. For this purpose Brei-
tung’s [12] nonparametric unit root test is employed. The test is based on the following specification: 

( )y t , 1, ,t n=  , be a unit root process: ( ) ( ) ( )1y t y t u t= − + ,  
where, ( )u t  is a zero-mean stationary process.  

The test involves following two steps: 
1) Compute the partial sums ( ) ( ) ( ) ( )1 2Y t y y y t= + + + , and  
2) Calculate the following ratio  

( )
( ) ( ) ( )

( ) ( ) ( )

2 2 2 2
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
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Under the unit root hypothesis, ( )B n n  converges in distribution to a function of a standard Wiener process, 
which is free of nuisance parameters. On the other hand, if ( )y t  is stationary then ( )B n  itself converges in 
distribution, hence ( )B n n  converges in probability to zero. If the alternative hypothesis is that ( )y t  is sta-
tionary with a non-zero mean, then ( )y t  is first demeaned, and if the alternative is that ( )y t  is trend statio-
nary, then ( )y t  is first de-trended. 

Null Hypothesis 
H0: ( )y t  is a unit root with drift process. 
Alternative Hypothesis: 
H1: ( )y t  is a trend stationary process. 

3. Data Analysis and Findings 
Initially the study is carried out to test whether prices of the agriculture commodities follow the normal distribu-
tion by using a battery of normality tests that includes Doornik-Hansen, Shapiro-Wilk, Lilliefors and Jarque- 
Bera test. The results (reported in Table 1) from all these tests of normality show that all price series of agricul-
tural commodities have non-normal distribution. These findings indicate that all price series of agricultural 
commodities are non-linearly distributed.  

The i.i.d property and the unit root hypothesis need to confirm to prove or disprove the random walk hypothe-
sis. The i.i.d property is tested through the BDS test statistic. Results of BDS test statistic are also presented in 
Table 1. Results obtained from the BDS test statistic show that all price series of agricultural commodities have 
the i.i.d property. 

Additionally, given the possibility that price series of agricultural commodities may indicate non-linearity, 
one need to detect it. To detect the nonlinear nature in the data series a battery of tests have been utilized. Em-
ployed nonlinearity tests include, White and Teraesvirta tests of neglected nonlinearities and Keenan and Tsay  

 

 

2The “t-sig” approach has been shown to produce test statistics which have better properties in terms of size and power than informa-
tion-based methods such as the Akaike Information Criterion or Schwartz Bayesian Criterion (see for example, Hall [11], Ng and Perron, 
[14]). 
3We used conventional level of significance that is 5% level of significance as a benchmark and fixed kmax = 12. 



A. K. Tiwari et al. 
 

 
336 

Table 1. Results of normality analysis and BDS test.                                                                             

     BDS test: Dimensions 

Variables Doornik-Hansen Shapiro-Wilk Lilliefors Jarque-Bera 2 3 4 5 6 

I Primary  
Articles 57.624 0.891 0.1565 17.99 0.197869 0.334462 0.430457 0.497830 0.545761 

(A) Food  
Articles 64.8707 0.879438 0.16947 18.7834 0.197957 0.333190 0.426835 0.491796 0.537502 

a. Food  
Grains  

(Cereals + Pulses) 
52.5191 0.880038 0.172753 17.3183 0.199967 0.337297 0.432092 0.498051 0.544437 

a1. Cereals 54.0003 0.880561 0.175905 17.1946 0.199452 0.336919 0.432085 0.498139 0.544593 

Bajra 18.6875 0.95395 0.110377 8.73567 0.189329 0.318272 0.406369 0.467741 0.509948 

Barley 11.6588 0.962741 0.103995 6.94849 0.180686 0.303318 0.385605 0.441961 0.479814 

Jowar 28.5743 0.929775 0.145432 11.3632 0.192903 0.325606 0.416476 0.478671 0.521195 

Maize 49.2029 0.90693 0.12819 16.1255 0.191782 0.322210 0.411639 0.473473 0.517171 

Ragi 56.8583 0.889726 0.177666 20.8135 0.189954 0.318048 0.404877 0.467238 0.510514 

Rice 77.8459 0.845583 0.20736 19.1918 0.198850 0.334960 0.429825 0.495731 0.541686 

Wheat 41.4104 0.890988 0.159139 15.1358 0.190560 0.322770 0.414576 0.478183 0.523025 

a2. Pulses 39.3652 0.89586 0.201161 14.0528 0.195974 0.330130 0.422332 0.486245 0.530270 

Arhar 49.3549 0.900013 0.168121 15.49 0.190553 0.320887 0.409956 0.471203 0.513052 

Gram 20.1998 0.931603 0.11785 15.4929 0.180844 0.300252 0.378089 0.428393 0.460137 

Masur 42.7483 0.900855 0.173257 15.2228 0.193003 0.323243 0.411096 0.470591 0.509655 

Moong 62.7145 0.86829 0.190233 17.2826 0.193244 0.325914 0.416669 0.478589 0.520614 

Urad 20.1011 0.944521 0.094113 10.2769 0.188398 0.318040 0.405952 0.464736 0.501760 

b. Fruits &  
Vegetables 24.1942 0.950824 0.134239 10.5727 0.182841 0.310472 0.398641 0.459096 0.501308 

b1. Fruits 10.9273 0.958871 0.118603 6.75065 0.181582 0.308768 0.399566 0.462712 0.506755 

Banana 6.40829 0.977641 0.069679 4.7275 0.186041 0.312524 0.398735 0.460656 0.504064 

Coconut (Fresh) 5.46077 0.967015 0.095216 5.84767 0.164811 0.277387 0.352211 0.402785 0.432681 

Cashew Nut 78.813 0.873883 0.176965 22.5825 0.188695 0.316837 0.404039 0.463268 0.503489 

Guava 14.1088 0.964122 0.083413 27.2306 0.165897 0.281271 0.357184 0.405444 0.435080 

Orange 18.0505 0.94193 0.101315 8.59293 0.177610 0.296351 0.374870 0.426883 0.461325 

Papaya 0.084454 0.988242 0.064479 0.392074 0.162416 0.274953 0.352037 0.401479 0.431431 

Pineapple 42.8069 0.921382 0.111672 14.2396 0.172192 0.293187 0.376199 0.431881 0.469389 

b2. Vegetables 31.478 0.944088 0.113947 13.0138 0.157990 0.265004 0.336194 0.382076 0.410920 

Brinjal 3.82769 0.985347 0.066701 3.3563 0.118025 0.198848 0.254536 0.283795 0.298893 

Cabbage 18.1449 0.959986 0.078356 30.0423 0.124883 0.202220 0.243336 0.262083 0.264637 

Ginger (Fresh) 13.1309 0.962511 0.096062 7.8361 0.148507 0.246181 0.304396 0.335190 0.346468 

Okra  
(Lady Finger) 46.9865 0.920268 0.106862 19.7136 0.159325 0.263908 0.332161 0.374570 0.403380 

Onion 6.40782 0.958288 0.106906 4.59015 0.150715 0.245352 0.303560 0.336121 0.350042 

Potato 13.8544 0.941511 0.141647 8.96891 0.168075 0.282682 0.359001 0.408429 0.436105 

Sweet Potato 8.37428 0.966235 0.110833 6.08385 0.160650 0.268686 0.339391 0.388868 0.421152 
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Continued 

Tapioca 35.3964 0.915316 0.159887 12.7983 0.184880 0.313124 0.401690 0.462670 0.504365 

c. Milk 85.0321 0.85561 0.175844 20.6425 0.197212 0.332555 0.426960 0.493097 0.539948 

d. Eggs, Meat & 
Fish 84.1765 0.86516 0.164077 21.3825 0.195918 0.329757 0.422122 0.486321 0.531409 

Beef & Buffalo 
Meat 23.7265 0.903087 0.148784 10.5394 0.189098 0.316824 0.401533 0.457806 0.494681 

Egg 52.54 0.904249 0.154514 15.9234 0.184008 0.309656 0.394610 0.451547 0.489657 

Fish-Inland 90.335 0.857983 0.226033 25.6458 0.186861 0.315273 0.404212 0.465888 0.509038 

Fish-Marine 56.8355 0.896746 0.13912 16.6332 0.189141 0.319110 0.407818 0.469360 0.512293 

Mutton 54.9307 0.888112 0.158345 16.324 0.195181 0.330651 0.424085 0.489052 0.534756 

Pork 14.0666 0.942091 0.130188 8.68789 0.192450 0.324390 0.415356 0.477287 0.519134 

Poultry Chicken 11.9642 0.947146 0.148398 7.75817 0.152276 0.261769 0.335431 0.383005 0.409795 

e. Condiments  
& Spices 27.9232 0.935074 0.111702 12.6024 0.189884 0.320298 0.409877 0.468934 0.507468 

Betelnut/Arecanut 5.35791 0.94984 0.17385 3.83077 0.176369 0.296457 0.375924 0.425050 0.455843 

Black Pepper 21.8229 0.926749 0.150118 9.52311 0.181464 0.302532 0.383543 0.437474 0.474198 

Cardamom 36.8375 0.925067 0.11423 13.0425 0.183695 0.308531 0.392895 0.450704 0.490150 

Chillies (Dry) 8.41475 0.973853 0.077319 6.14458 0.177187 0.298811 0.379490 0.431674 0.463903 

Corriander 8.78346 0.969581 0.082658 7.66507 0.175402 0.292821 0.370033 0.418165 0.445782 

Cummin 21.4944 0.938009 0.101322 10.1027 0.172585 0.288334 0.365562 0.415647 0.447517 

Garlic 4.60081 0.980476 0.091055 3.72539 0.173552 0.288585 0.365782 0.415405 0.444347 

Ginger (Dry) 16.9655 0.960245 0.111661 9.72876 0.157932 0.262452 0.328672 0.366821 0.386291 

Turmeric 11.4282 0.953872 0.121489 6.71454 0.185347 0.311237 0.393395 0.444206 0.474262 

f. Other Food 
Articles 24.5976 0.938675 0.103716 12.9313 0.172156 0.288667 0.366799 0.420288 0.454202 

Coffee 27.0547 0.929961 0.126509 11.8703 0.189217 0.319101 0.407533 0.466416 0.505406 

Tea 25.6015 0.94514 0.123019 10.5313 0.165175 0.274983 0.347499 0.393570 0.422666 

Notes: Bold are not significant even at 10% level of significance. Source: Author’s calculation. 
 

tests of nonlinearities. The null hypothesis of the White neural network test and Teraesvirta test is “the linearity 
in mean”. These tests use a Taylor series expansion of the activation function to arrive at a suitable test statistic. 
The null hypothesis of the Keenan test is that of “a linear model against a nonlinear specification”. The Tsay test 
explicitly tests for “quadratic serial dependence in the data”. It represents a more general form of the Keenan test. 
Nonlinear nature of the series may be identified if the null hypothesis is rejected by at least one test.  

Results of non-linearity are presented in Table 2, which show the significant evidence of non-linearity for all 
commodities except Banana, Barley, Betelnut/Arecanut, Cabbage, Cardamom, Cashew Nut, Chillies (Dry), 
Coffee, Fish-Marine, Fruits, Fruits and Vegetables, Jowar, Masur, Pulses, Tea, Urad, and Wheat. 

As the prices of some agriculture commodities such as Banana, Barley, Betelnut/Arecanut, Cabbage, Carda-
mom, Cashew Nut, Chillies (Dry), Coffee, Fish-Marine, Fruits, Fruits and Vegetables, Jowar, Masur, Pulses, Tea, 
Urad, and Wheat did not indicate significant evidence of nonlinearity, the study proceeded with two approaches 
namely linear and nonlinear unit root test. However, results of linear unit root tests—(such as ADF and PP) are 
presented only for those commodities which have not exhibited the nonlinear nature. Further, to have robust re-
sults from the linear unit root test analysis, wild-boots rapped approach is used and p-values with 10,000 repli-
cation are generated which are presented in Table 3. And to consider the non-linear nature of the price series of 
agricultural commodities, non-linear test of unit root test has been employed. Further, the robustness is tested 
through utilising a test which has stationarity as the null hypothesis and results of non-linear unit root, and linear  
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Table 2. Results of nonlinearity analysis.                                                                                     

 
Teraesvirta Neural Network 

Test (P-values) 
White Neural Network Test 

(P-values) Keenan. test Tsay. test 

Chi-squared F-test Chi-squared F-test (P-values) (P-values) 

I. Primary Articles 0.04461 0.04734 0.03647 0.03885 0.09221894 0.1922 

(A) Food Articles 0.06869 0.07229 0.05918 0.06247 0.1273514 0.1209 

a. Food Grains (Cereals + Pulses) 0.9541 0.955 0.9383 0.9395 0.08069297 0.7734 

a1. Cereals 0.9732 0.9737 0.9958 0.9959 0.06631098 0.9345 

Bajra 0.4029 0.4099 0.3381 0.3451 0.05075179 0.226 

Barley 0.3186 0.3256 0.3288 0.3358 0.7465105 0.5476 

Jowar 0.1725 0.1784 0.2203 0.2268 0.776705 0.4719 

Maize 0.4061 0.4132 0.3196 0.3266 0.036867 0.6792 

Ragi 0.4189 0.4259 0.4058 0.4128 0.0009637492 0.2061 

Rice 0.7365 0.7408 0.7384 0.7427 0.05332704 0.4518 

Wheat 0.4485 0.4554 0.4446 0.4516 0.9147521 0.3694 

a2. Pulses 0.5163 0.5228 0.4303 0.4373 0.9103442 0.5322 

Arhar 0.00878 0.009612 0.0136 0.01477 0.4625813 0.2111 

Gram 0.01657 0.01792 0.03374 0.036 0.8972337 0.2489 

Masur 0.4336 0.4406 0.4444 0.4513 0.3341514 0.2326 

Moong 0.03464 0.03694 0.03167 0.03383 0.7641363 0.09644 

Urad 0.4099 0.4169 0.4422 0.4492 0.3240917 0.5182 

b. Fruits & Vegetables 0.1199 0.1248 0.2604 0.2672 0.3587385 0.509 

b1. Fruits 0.4503 0.4572 0.7242 0.7286 0.3047148 0.6015 

Banana 0.5905 0.5965 0.5452 0.5515 0.8973245 0.6566 

Coconut (Fresh) 0.336 0.3431 0.3086 0.3156 0.05102102 0.002382 

Cashew Nut 0.217 0.2234 0.3349 0.342 0.8278932 0.5264 

Guava 0.00032 0.0003732 0.0004455 0.0005163 0.002606795 0.1273 

Orange 2.233e−06 2.863e−06 9.356e−07 1.22e−06 0.2618744 0.05438 

Papaya 0.432 0.439 0.3591 0.3662 0.03219896 0.6557 

Pineapple 0.07466 0.07845 0.09734 0.1018 0.5801982 0.1637 

b2. Vegetables 0.003945 0.004385 0.009366 0.01024 0.6558295 0.02901 

Brinjal 0.007236 0.007951 0.007541 0.008279 0.8363676 0.2594 

Cabbage 0.3167 0.3237 0.1413 0.1467 0.5090656 Nan 

Ginger (Fresh) 0.006349 0.006994 0.01411 0.01531 0.01249819 0.008934 

Okra (Lady Finger) 0.02365 0.0254 0.07099 0.07467 0.5066745 0.2982 

Onion 0.005903 0.006512 0.01997 0.02152 0.00116338 0.03271 

Potato 0.9097 0.9114 0.7935 0.797 0.007461894 0.8436 

Sweet Potato 0.316 0.323 0.4758 0.4826 0.02517194 0.6253 

Tapioca 0.01831 0.01977 0.05529 0.05843 0.8478382 0.4848 

c. Milk 9.475e−06 1.182e−05 3.59e−07 4.767e−07 0.3954892 0.5834 

d. Eggs, Meat & Fish 0.1071 0.1117 0.04599 0.04878 0.08062699 0.5325 
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Beef & Buffalo Meat 0.04958 0.05251 0.07549 0.07931 0.5692196 0.8993 

Egg 0.02127 0.02289 0.01311 0.01425 0.6552573 0.2606 

Fish-Inland 0.08702 0.09117 0.06164 0.06501 0.5346137 0.2899 

Fish-Marine 0.1345 0.1398 0.1247 0.1297 0.7062416 0.9733 

Mutton 0.01932 0.02083 0.008199 0.008987 0.9922919 0.6013 

Pork 0.08691 0.09106 0.05646 0.05965 0.9824904 0.3001 

Poultry Chicken 0.05372 0.05681 0.05485 0.05798 0.1756163 0.4555 

e. Condiments & Spices 0.03018 0.03227 0.02476 0.02657 0.457638 0.4663 

Betelnut/Arecanut 0.3168 0.3239 0.2941 0.3011 0.8461704 0.2555 

Black Pepper 0.1213 0.1262 0.09744 0.1019 0.8295794 0.1406 

Cardamom 0.1431 0.1485 0.191 0.1972 0.4627426 0.1364 

Chillies (Dry) 0.433 0.44 0.5655 0.5717 0.2271575 0.9658 

Corriander 0.3437 0.3508 0.2895 0.2964 0.02511209 0.0002792 

Cummin 0.3932 0.4003 0.2766 0.2835 0.07915559 0.2298 

Garlic 0.7207 0.7252 0.7652 0.7691 0.09403433 0.3654 

Ginger (Dry) 0.002854 0.003193 0.002798 0.00313 0.009433317 0.1441 

Turmeric 0.8284 0.8314 0.8439 0.8467 0.004726128 0.5941 

f. Other Food Articles 0.02 0.02155 0.01392 0.0151 0.1583986 0.04873 

Coffee 0.1766 0.1826 0.2348 0.2413 0.9568407 0.6192 

Tea 0.2188 0.2252 0.3084 0.3154 0.3934434 0.5782 

Notes: P-value less than 0.1, and 0.05 shows the rejection of the null hypothesis at 10% and 5% level of significance, respectively. Source: Author’s calculation. 
 

and non-linear stationarity tests are presented in Table 3.  
To test the null hypothesis of unit root two non-linear unit root tests are employed-KSS [6] and Breitung’s 

nonparametric [12] and robustness of results obtained from the unit root analysis is tested through two nonlinear 
stationarity test proposed by Bierens and Guo [13]. All the tests are carried out with constant and trend model. 
Results from the KSS [6] test show that the null hypothesis of unit root is not rejected for Food Grains (Cereals + 
Pulses), Fruits, Vegetables, Primary Articles, Ragi and Rice even at 10% level of significance.  

Bierens and Guo [13] test is employed so as to check the robustness of estimated results. The test assumes that 
series are zero-mean stationary process against the alternative that they are unit root with drift process. Breitung’s 
[12] test assumes that series is a unit root with drift process in the null and it is a trend stationary process in the 
alternative hypothesis. The Breitung’s [12] test rejects the null hypothesis of unit root against the alternative of 
trend stationary process for Banana, Brinjal, Cabbage, Garlic, Onion, Papaya, Potato, Sweet Potato, and Vegeta-
bles. However, Bierens and Guo [13] tests at 10% level of significance rejects the null hypothesis of zero-mean 
stationary process against the alternative hypothesis of unit root with drift process for Arhar, Bajra, Beef & Buf-
falo Meat, Betelnut/Arecanut, Black Pepper, Cardamom, Cashew Nut, Cereals, Chillies (Dry), Coffee, Condi-
ments & Spices, Cummin, Egg, Eggs, Meat & Fish, Fish-Inland, Fish-Marine, Food Articles, Food Grains (Ce-
reals + Pulses), Garlic, Ginger (Dry), Gram, Guava, Jowar, Maize, Milk, Moong, Okra (Lady Finger), Other Food 
Articles, Pork, Poultry Chicken, Primary Articles, Pulses, Ragi, Rice, Tapioca, Tea, Turmeric, Urad, Vegetables, 
and Wheat. The null hypothesis of unit root through the application of linear unit root tests (i.e., the PP test) is 
rejected only for Banana, Barley, Cabbage, Fruits and Fruits and Vegetables and for other commodities such as 
Betelnut/Arecanut, Cardamom, Cashew Nut, Chillies (Dry), Coffee, Fish-Marine, Jawar, Masur, Pulses, Tea, 
Urad, & Wheat the H0 is not rejected by PP test. 
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Table 3. Results of non-linear unit root and stationarity analysis.                                                                  

 

Unit root tests Stationarity test Linear unit root tests 

KSS [6] test 
Breitung’s  

Nonparametric 
tests 

Bierens-Guo trend  
stationarity test 

ADF test 
(P-values) 

PP test 
(P-values) 

t-stat P-value Test Test 1 Test 2   

I. Primary Articles −1.2217 0.1109 0.02306 15.0308 18.0376   

(A) Food Articles −1.3009 0.0966 0.02270 12.6386 320.0301   

a. Food Grains (Cereals + Pulses) −1.1968 0.1157 0.01928 81.3126 8.3621   

a1. Cereals −1.3373 0.0906 0.01969 58.4972 7.8660   

Bajra −2.4044 0.0081 0.011 10.9487 5.1238   

Barley −4.0544 0 0.00601 5.6263 4.4286 0.0140 0.0660 

Jowar −3.0431 0.0012 0.01156 12.1872 4.7419 0.0330 0.1130 

Maize −1.9227 0.0273 0.01721 10.6492 35.6181   

Ragi 0.2056 0.5814 0.01682 20.7885 27.8504   

Rice −1.0113 0.1559 0.02048 46.7035 9.8390   

Wheat −2.6879 0.0036 0.01154 15.9270 2.4595 0.0240 0.3090 

a2. Pulses −2.3255 0.01 0.01253 58.2514 5.0629 0.0340 0.4430 

Arhar −2.3499 0.0094 0.00911 11.0468 2.6705   

Gram −1.9827 0.0237 0.00695 29.0935 4.1062   

Masur −2.0709 0.0192 0.00724 0.0652 0.0081 0.0110 0.3450 

Moong −2.3184 0.0102 0.01037 29.3658 5.1612   

Urad −2.0618 0.0196 0.01007 56.9594 6.2944 0.0020 0.3390 

b. Fruits & Vegetables −0.877 0.1903 0.00643 1.0652 1.5593 0.1460 0.0000 

b1. Fruits −1.6928 0.0453 0.00789 2.4234 0.9268 0.1370 0.0140 

Banana −4.4858 0 0.00337 1.6146 0.7806 0.1430 0.0010 

Coconut (Fresh) −2.6094 0.0045 0.00495 1.4329 0.2060   

Cashew Nut −2.3931 0.0084 0.01538 23.0630 8.8511 0.7903 0.5950 

Guava −2.4503 0.0071 0.00895 3.6137 23.6053   

Orange −2.6083 0.0045 0.00991 5.5784 3.0918   

Papaya −3.4567 0.0003 0.00239 0.6742 2.3274   

Pineapple −2.323 0.0101 0.01367 3.5740 3.0414   

b2. Vegetables  −7.0736 0 0.00221 0.8718 7.6562   

Brinjal −7.0445 0 0.00155 0.6264 1.0506   

Cabbage −6.9899 0 0.00315 2.1872 3.8007 0.0710 0.0050 

Ginger (Fresh) −2.788 0.0027 0.00547 1.7442 26.4015   

Okra (Lady Finger) −4.8037 0 0.00667 2.3131 19.6967   

Onion −7.4017 0 0.00093 0.4111 1.2879   

Potato −5.9301 0 0.00177 0.7280 1.3519   

Sweet Potato −5.5793 0 0.00091 0.3976 0.5084   

Tapioca −2.5551 0.0053 0.01241 10.4595 4.1937   
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c. Milk  −1.4072 0.0797 0.02294 53.2857 14.1048   

d. Eggs, Meat & Fish  −1.9295 0.0268 0.02032 39.2534 14.6746   

Beef & Buffalo Meat −2.3093 0.0105 0.00722 7.4934 7.0945   

Egg −2.302 0.0107 0.01760 9.3019 6.9252   

Fish-Inland −2.0925 0.0182 0.01517 42.2824 7.5110   

Fish-Marine −2.2224 0.0131 0.01677 4.8431 51.1048 0.3520 0.4910 

Mutton −2.2349 0.0127 0.01783 6.1432 5.6998   

Pork −2.9442 0.0016 0.01060 30.9707 4.5451   

Poultry Chicken −1.7736 0.0381 0.02039 8.7567 48.0563   

e. Condiments & Spices  −2.2055 0.0137 0.01415 66.0173 6.6997   

Betelnut/Arecanut −3.0611 0.0011 0.00754 27.7779 5.0132 0.0110 0.3280 

Black Pepper −1.9659 0.0247 0.01771 105.1628 11.7063   

Cardamom −2.4883 0.0064 0.02070 58.3979 11.0396 0.1910 0.8460 

Chillies (Dry) −2.6156 0.0045 0.00860 32.4471 3.0523 0.1710 0.3240 

Corriander −2.7694 0.0028 0.00491 2.5996 0.3290   

Cummin −1.8869 0.0296 0.01625 22.4796 1359.8917   

Garlic −2.5886 0.0048 0.00375 12.5234 2.1811   

Ginger (Dry) −2.994 0.0014 0.00761 11.9762 2.9828   

Turmeric −1.6353 0.051 0.00711 7.6883 0.9419   

f. Other Food Articles  −2.9054 0.0018 0.00709 2.1576 10.3569   

Coffee −3.7816 0.0001 0.00693 9.8845 2.0161 0.0290 0.2100 

Tea −2.5057 0.0061 0.01254 8.7833 4.2297 0.2970 0.4500 

Note: For Bierens-Guo trend stationarity tests critical values at 5% and 10% level of significance, respectively, are 12.706 and 6.314 and for Breitung’s nonpa-
rametric unit root test critical values at 5% and 10% level of significance, respectively, are 0.00343 and 0.00438. Bold are significant. Source: Author’s calcula-
tion. 

4. Conclusion 
Given the importance of inflation, in general and agricultural commodity prices in particular, this study attempted 
to find out the agricultural commodities whose prices have tendency to revert to mean (and specifically whose 
prices follow a random walk). In doing so, the study employed a battery of non-linear unit root tests and statio-
narity test. The study concludes that Food Grains (Cereals + Pulses), Fruits & Vegetables, Primary Articles, Ragi 
and Rice follow the unit root with drift process (at 10% level of significance) and rest of prices series of agri-
cultural commodities exhibited the mean reversion behaviour. Though, there is evidence of unit root hypothesis 
supported by some more commodities but for those there is no robust evidence. This is because results change 
with the approach used to test the mean reversion behaviour of the price series of agricultural commodities. 
Therefore, it can be concluded that for the commodities exhibiting the unit root behaviour (such as, Food Grains 
(Cereals + Pulses), Fruits & Vegetables, Primary Articles, Ragi and Rice), policy decisions related to the fixing of 
maximum prices or ceiling pricing methods would give fruitful results. For rest of the commodities exhibiting the 
mean reversion behaviour any policy shock would have only temporary effect. Thus, the empirical results enable 
the policy makers to design their short term and long term policies related to the prices of agricultural commodi-
ties. 
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