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Abstract 
Resistance spot welding (RSW) is the most common welding method in automotive engineering 
due to its low cost and high ability of automation. However, physical weldability testing is costly, 
time consuming and dependent of supplies of material and equipment. Finite Element (FE) simu- 
lations have been utilized to understand, verify and optimize manufacturing processes more effi- 
ciently. The present work aims to verify the capability of FE models for the RSW process by com- 
paring simulation results to physical experiments for materials used in automotive production, 
with yield strengths from approximately 280 MPa to more than 1500 MPa. Previous research has 
mainly focused on lower strength materials. The physical weld results were assessed using de- 
structive testing and an analysis of expulsion limits was also carried out. Extensive new determi- 
nation of material data was carried out. The material data analysis was based on physical testing 
of material specimens, material simulation and comparison to data from literature. The study 
showed good agreement between simulations and physical testing. The mean absolute error of 
weld nugget size was 0.68 mm and the mean absolute error of expulsion limit was 1.10 kA. 
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1. Introduction 
Resistance spot welding (RSW) is the primary joining method in automotive industry due to its low cost and 
high ability for automation. The main measures for evaluation of the RSW process are weld size, which is in- 
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dicative of both tensile strength and process robustness, together with the occurrence of expulsion, which risks 
weld defects and damage to surrounding equipment. 

The automotive industry is facing increasing demands for lightweight structures with maintained safety. An 
efficient solution to meet such demands is the introduction of high strength (HSS) and ultra high strength (UHSS, 
sometimes also referred to as advanced high strength steels, AHSS) in body-in-white components. While higher 
strength materials effectively enables reduction of car weight, the material behavior of HSS and UHSS, due to 
their metallurgy and alloying elements, also imposes challenges for joining in manufacturing [1]. 

Numerical models are utilized to reduce costs for product verification and optimization in a multitude of 
fields including material processing. The first numerical analyses of the RSW process were published in the 
early 1960s. Both a one-dimensional model by Archer [2] and an axi-symmetrical model by Greenwood [3] 
were presented and calculated the temperature change in the weld zone. However, these early models were not 
capable of predicting weld sizes. Nied [4] developed an axi-symmetrical FE model which used elastic material 
behavior and Nishiguchi and Matsuyama [5] implemented elasto-plastic material behavior. Both designated 
welding simulation software and general simulations software have been used in published work. Sysweld [6], 
jwrian [7] and sorpas [8] are FEM software designated for welding purposes and incorporates thermo-electro- 
mechanical modeling and modeling of the sheet contact conditions. 

As the models achieved increased level of detail and accuracy, research also focused on comparison and veri- 
fication of physical experiments. Several studies have been made to verify the prediction of the FE simulations 
on weld sizes. Simulations were done by Tsai et al. [9] for mild steel, by Gupta and De [10] for HSLA steel, by 
Long and Khanna [11] for AISI 1010 steel and by Moshayedi and Sattari-Far [12] for 304L austenitic steel with 
good agreement to experiments. Nodeh et al. [13] verified result of mild steel with a 3D model with good 
agreement. Shen et al. [14] verified results of 3-sheet joints of combinations of DP600 and mild steel and re-
ported that the model somewhat underestimated weld sizes in all interfaces. In addition, Afshari et al. [15] made 
comparative studies of 6061 aluminum alloy welds with good agreement between simulations and experiments. 

Verification of simulations of UHSS is not as extensively investigated. Dancette et al. [16] showed good 
agreement between simulations and experiments for DP980 steel and Radakovic et al. [17] showed results of 
DP780 in a study which focused on failure modes of spot welds. However, no simulations of press-hardened or 
fully martensitic steels have been found in the literature. 

The present paper includes verifications of FE simulations by comprehensive physical experiments. The ex- 
periments provide data on weld sizes and the occurrence of expulsion. The FE model used a new material data- 
base to describe the behavior of UHSS steels during welding. An investigation of the potential of a process 
planning tool based on FE simulations has been carried out. 

2. Experimental Procedure 
An extensive experimental procedure was carried out to find weld results for the analysed materials. Six materi-
als were welded, ranging from advanced high strength steels as press hardened boron alloyed steel to lower 
strength steels. The materials’ mechanical properties and alloying content are presented in Table 1 and Table 2, 
respectively. 

The welding was performed as 2-sheet overlap welds on sheets of dimensions 40 mm by 120 mm, with two 
welds on each sheet pair. The geometry and fixturing of the sheets are illustrated in Figure 1 and Figure 2. 

 
Table 1. Materials used in experiments.                                                                      

Sheet material Annotation Coating Thickness [mm] RP0.2 [MPa] Rm [MPa] A80 [%] 

Boron steel BO1500 AlSi 1.50 1100 1650 5 

Rephosphorized steel RP260 Uncoated 1.50 283 436 34 

DP600 DP600 Z75 1.25 425 647 21 

DP800 DP800 Z75 1.50 519 834 18 

DP1000 DP1000 Z75 1.50 800 1091 8 

Martensitic steel MS1400 Z75 1.30 1120 1329 7 
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Figure 1. Sheet dimension and fixturing.                   

 

 
Figure 2. Welding fixture before welding.                  

 
Table 2. Alloying elements of materials.                                                                     

Sheet  
material C Si Mn P S N Cr Ni Cu Al Nb Ti B 

BO1500 0.004 0.200 0.540 0.072 0.006 0.000 0.020 0.040 0.010 0.030 0.000 0.080 0.000 

RP260 0.226 0.260 1.170 0.009 0.005 0.000 0.220 0.038 0.014 0.048 0.000 0.013 0.036 

DP600 0.100 0.21 1.620 0.008 0.002 0.006 0.470 0.040 0.010 0.050 0.000 0.000 0.000 

DP800 0.150 0.200 1.720 0.012 0.003 0.005 0.420 0.040 0.010 0.040 0.020 0.000 0.000 

DP1000 0.150 0.500 1.510 0.010 0.002 0.003 0.040 0.050 0.010 0.030 0.020 0.000 0.000 

MS1400 0.130 0.230 1.510 0.009 0.003 0.005 0.030 0.050 0.010 0.050 0.020 0.000 0.000 

 
The welding process can be divided into two time periods, weld time and hold time. The weld time refers to 

the period when a current is passed between the electrodes and the hold time refers to the period after the weld 
time when the electrode force are still applied to the sheets but no current is passed between them. 

The weld parameters of the experiments, weld time, hold time and electrode force and weld currents, are pre- 
sented in Table 3. The minimum welding current was defined as the current which generated a weld diameter of 
approximately 5 t . The maximum welding current was defined as the current which generated two or three 
expulsion at the second weld location. An increment of 0.3 kA was used within the welding current range. Be-
tween each current step, the electrode tips were dressed. Each weld was repeated three times. 

Welding was performed with a MFDC PSI6000 inverter and a PSG3050 transformer from Bosch Rexroth. An 
ISO 8521 B-type electrode of CuCrZr alloy was used. 
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Table 3. Process parameters of experimental welding.                                                           

Material Weld time [ms] Electrode force [kN] Hold time [ms] Minimum weld current [kA] Maximum weld current [kA] 

BO1500 330 3.6 150 5.0 10.1 

RP260 400 4.5 150 6.0 9.9 

DP600 340 4.1 150 6.6 10.2 

DP800 330 3.8 150 7.2 9.9 

DP1000 400 4.0 150 6.6 9.0 

MS1400 350 4.1 170 6.7 10.0 

 
The welded coupons were destructively tested using coach peel tests to measure the weld nugget by a digital 

calliper, as seen in Figure 3. The minimum and maximum diameters were measured to allow for elliptic nuggets 
and the arithmetic mean of the measurements was used for analysis. Expulsion was visually observed during 
experiments. 

3. Finite Element Model 
A coupled thermo-electro-metallographical-mechanical axi-symmetrical FE model was developed and computed 
using FE code SYSWELD. The model is built of axi-symmetric 2D solid elements, with degrees of freedom in 
displacement (radial and vertical), temperature and voltage. The metal sheets are composed of gradually in-
creasing fineness of elements towards the symmetry line, as seen in Figure 4. The sheet elements are 0.1 mm in 
height for all sheet materials. The thermo-electrical and mechanical models, including governing equations, ma-
terial models and boundary conditions are treated separately below. 

3.1. Thermo-Electrical Model 
Thermally, the RSW process can be described by the general electro-kinetic equation, as stated in (1), which 
adds a Joule heating term to the commonly used general heat equation. 

( )
2

0T Ic T Q
t

ρ λ
κ

∂
−∇ ∇ − − =

∂
                                   (1) 

where temperature is designated T and time t. The first term includes the enthalpy of the system, c is the specific 
heat and ρ is the density. The second term includes the conductive heat component, where λ is the thermal con-
ductivity. The third term includes the electro-thermal Joule heat, where I is the electrical current and κ is the 
electrical conductivity. The fourth term includes the internal heat generation, which is negligible due to pure 
Joule heating in the RSW process. 

For the simulation material data input, the software Thermo Calc was used to determine the specific heat for 
all materials and microstructures based on thermodynamic equilibrium [18]. Thermo Calc calculated the specific 
heat from the alloying contents in the materials. Due to small variations between specific heat, a common model 
was used for all materials, shown in Figure 5. The density and electric conductivity were provided through the 
FE software and are shown in Figure 5. 

The thermal conductivity data was generated using the material simulation software IDS [19]. The software 
uses thermal conductivity of the pure alloying elements, which are weighted against the thermal conductivity of 
pure iron. The thermal conductivity is shown in Figure 6. 

The electrical boundary conditions are a description of the applied welding current and the physical bounda-
ries of the sheet. No current is flowing at the water channel, at the symmetry line or at the metal sheet surface 
facing air, as indicated in Figure 4. The electric potential is applied between the electrodes, creating the Joule 
heating. 

The metal surface-to-media heat exchanges are defined at the electrode-water interface, at the metal-air sheet 
interface and at the symmetry line, respectively, as lumped conductance according to (3) to (2) below. 

0Tk
n

∂
− =

∂
                                          (2) 
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Figure 3. Coach-peel tested coupon.                

 

 
Figure 4. Axi-symmetrical mesh of upper electrode and sheet. 

 

 
Figure 5. Electrical and thermal material properties.   

 

 
Figure 6. Heat conductivity.                      
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( )' w
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n

∂
− = −
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                                       (3) 

( )'Tk k T T
n ∞

∂
− = −

∂
                                       (4) 

where n is the surface normal coordinate, 'k  [W/(mK)] is a controlling conduction factor and Tw is the water 
temperature (20˚C) and T∞ is the ambient temperature (20˚C). 

3.2. Mechanical Model 
The solution of the thermo-electric model gives a temperature field which causes mechanical strains due to 
thermal expansion. The data for simulations is based on dilatometer experiments where the temperature of a test 
specimen was controlled and the volume changes were measured. The temperature was changed in order to gain 
all three microstructures; material as delivered, austenite and martensite. Results showed that the standard devia-
tion between materials of the same microstructure is small. Thus, the thermal expansion coefficient is constant at 
all temperatures at 0.125e−4 K−1 for the material as delivered, 0.209e−4 K−1 for the austenite and 0.105e−4 K−1 
for the martensite. 

The strain components of the mechanical model can be decomposed as in (5). 

el pl meε ε ε ε= + +                                        (5) 

where elε  is the elastic strain component, plε  is the plastic strain component and meε  are strains caused by 
martensitic transformations due to rapid cooling. The elastic strains are modeled by a temperature dependent 
Hooke’s law through Young’s modulus and Poisson’s ratio, which were generated from tensile tests at elevated 
temperatures. The Young’s modulus was obtained using least-squares linear regression of the bottom part of 
stress-strain curves obtained from tensile test curves. As expected, variations of Young’s modulus between ma-
terials were low and the same elastic model was used for all materials. A linear regression over temperature was 
generated as seen in Figure 7. 

A conventional method of defining a yield stress is by locating a specific divergence value between the two 
curves, i.e. a specific plastic strain magnitude. In the present work, the yield stress is defined as the stress where 
the plastic strain is 0.2%. As for the Young’s modulus, the yield stress was modeled using linear regression for 
each material, see Figure 8. 

Regarding flow stress, optimized Hollomon curve stress-strain relations were optimized using MATLAB’s 
[20] optimization toolbox to match the results from the tensile tests for each material and temperature. Examples 
of resulting stress-strain curves for UHSS are shown in Figure 9. 

The metallurgical transformation strains are defined according to Johnson-Mehl-Avrami’s transformation ki-
netics model. The martensitic transformation temperatures are defined according to Table 4 and found through 
dilatometer tests.  

The electrode force is applied at the top nodes of the top electrode and a mechanical boundary condition is 
imposed on the bottom nodes of the bottom electrode by locking all displacement components. Furthermore, the 
radial displacements are locked along the symmetry line. 

 
Table 4. Martensitic transformation temperature.                                                              

Material Martensitic transformation [˚C] 

BO1500 380 

RP260 600 

DP600 412 

DP800 443 

DP1000 412 

MS1400 408 
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Figure 7. Elastic material properties.               

 

 
Figure 8. Yield strength.                         

 

 
Figure 9. Plastic behaviour of UHSS materials at elevated temperatures.                    

 
After the complete welding cycle is finished, the electrodes are removed from the sheets and a new set of 

boundary conditions are applied to the model. Firstly, the radiation component of the sheet surface heat transfer 
is neglected over the entire sheet. Secondly, the electrical contact condition is removed. Thirdly, both electrodes 
are set to a vertical displacement of 3 mm away from the sheets. 

In post-processing, the weld nugget is defined as the material which has reached a peak temperature above the 
solidus temperature, defined as in Table 5 according to Thermo Calc simulations. 

It is also of interest to predict the expulsion limit through the FE model. Shen et al. [21] introduced the factor 
η, the ratio between the weld nugget radius (Rn) and contact radius between the sheets (Rc) in order to predict 
expulsion. A requirement for expulsion was formulated as shown in (6). 

1n

c

R
R

η = >                                     (6) 

In the FE post-processing, expulsion was reached if the molten zone was in contact with the air gap between 
the sheets. The present paper evaluated the capability of the η-factor method on a broad sheet material range. 

4. Results 
The experimental welding results were recorded between a low current which gave a nugget diameter of ap-
proximately 5 t  and a welding current where expulsion occurred repeatedly at both weld locations on the  
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Table 5. Solidus temperatures                                                                             

Material Solidus temperature [˚C] 

BO1500 1473 

RP260 1520 

DP600 1492 

DP800 1482 

DP1000 1482 

MS1400 1486 

 
coupon with steps of 0.3 kA between. Due to the high weldability of the stack-ups, an extensive amount of data 
was collected for verification. 

Due to the different alloying elements and microstructures of the materials, the coach-peel tests resulted in 
different failure modes. The boron steel coach-peel tests resulted in interfacial failures whereas the other steels 
gave pullout plugs. 

Expulsion was identified and recorded during the experimental welding. The expulsion occurrence can be 
seen as discrete probability distributions for both the first and second weld location. The expected value of the 
expulsion limit, Ilim, can be calculated as in (7). 

( )lim expI IP I= ∑                                          (7) 

where Pexp denotes the proportion of expulsion welds at each weld current. When two of three welds at the sec-
ond location showed expulsions, the weld lobe was ended. 

Simulation Results and Discussion 
Each experimental test was compared with a FE simulation using the simulation method described above. The 
recorded results of the simulation were the weld nugget diameter and the possible occurrence of expulsion in the 
simulation model. 

During welding of the second weld, a proportion of the current will pass through the first weld due to the high 
conductance at the already bonded material. Thus, the current passing through the faying surface at the second 
weld location will be reduced compared to the nominal current, resulting in lower heat generation by Joule 
heating. Consequently, the second weld on the coupon showed a somewhat lower weld nugget size than the first 
weld in the experiments. 

In general, the difference in size between the first and second weld on the coupons with identical current was 
on average 0.38 mm. This difference is depends on the distance between the weld of 40 mm. The simulation 
does not take shunting into account and is thus more comparable to the first weld. However, the second weld is 
of higher interest for process planning since shunting currents occur in almost all industrial welding. Thus, it is 
of interest to see the accuracy of simulations compared to experiments for both welds.  

The results show a good agreement between weld sizes from simulation and physical welding. The agreement 
is illustrated in Figure 10 and quantified by mean absolute errors in Table 6. 

The mean absolute error between the weld size diameter of the FE model and the experiments is 0.53 mm for 
all welds. The first weld is more accurately modeled with a mean absolute error of 0.42 mm compared to 0.64 
mm for the second weld. The better agreement of the first weld is expected due to the similar boundary condi-
tions with regard to shunting currents. The results indicate that shunting currents are significant to model in or-
der to improve accuracy of simulations.  

It is of interest to compare the mean absolute error of the FE model to the standard deviation of weld size re-
sults in physical testing, since variations in experimental test results occur. Previous research has shown the 
standard deviation of weld sizes in experiments to be approximately 0.3 mm [22]. Thus, the error of the FE 
model is 76% larger than the variation of the experiment results themselves. However, for specific materials, the 
mean absolute error is as low as 0.22 mm (boron steel), 0.38 mm (martensitic steel) and 0.34 mm (rephos-
phorized steel), which is comparable to the variations in experimental outcome. 
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Figure 10. Resultsfromsimulationsandphysicaltesting of weld nugget size. Squaresdenotethe 1st physical 
weld andtrianglesdenotethe 2nd physical weld.                                                     

 
Table 6. Mean absolute error between experimental and simulation results of weld sizes.                               

Material First weld on coupon [mm] Second weld on coupon [mm] Both welds on coupon [mm] 

BO1500 0.19 0.25 0.22 

RP260 0.27 0.41 0.34 

DP600 0.71 1.24 0.97 

DP800 0.54 0.66 0.60 

DP1000 0.72 1.22 0.97 

MS1400 0.34 0.41 0.38 

All materials 0.42 0.64 0.53 

 
The proportion of expulsions in the experiments gave an expected value of the expulsion limit. Also, the 

simulations gave an expulsion limit based on the weld zones contact with the air gap, as described above. 
Again, the shunting effects during the second welding results in lower weld current and will also affect the 

expulsion limit. The results showed that the average difference of expected expulsion limit between the first and 
second weld location is 0.33 kA. Again, this relation is proportional to the shunting distance between the welds 
of 40 mm. 

The agreement between expulsion limits in experiments and simulations is illustrated in Figure 11. The re-
sults show that the expulsion limit is generally underestimated in simulations and that the mean absolute error 
between expulsion limit between the simulations and the physical testing is 1.10 kA. The mean absolute error of 
the first weld location is 1.04 kA and 1.16 kA for the second weld location. Thus, it can be concluded that the 
expulsion limit better capture the expulsion of the first weld location, which is expected since no shunting ef-
fects are modeled in the simulations. 

As with weld sizes, expulsion limits has variations in physical testing. By considering the expulsion occur- 
rence as a discrete probability distribution, as with the expected value, the standard deviation of expulsion limit 
can be measured. The average standard deviation of expulsion limits is 0.34 kA and 0.08 kA for the first and 
second weld location, respectively. The standard deviation of all welds is 0.21 kA. 
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Figure 11. Results from simulation and physical testing of expulsion limit.                 

 
The mean absolute error of the expulsion limit in simulation compared to experiments is higher than the stan-

dard deviation of the expulsion limit in physical testing. For a more detailed study of expulsion limits, smaller 
current steps than 0.3 kA should be used for analysis, which would give a higher resolution of results. 

5. Conclusions 
The major points of the present paper can be summarized as follows. 
 Resistance spot weld experiments of six steel types, including UHSS, have been performed in a semi-indus- 

trial environment using weld equipment used in automotive production and assessed using coach-peel tests 
of weld sizes and expulsion occurrence. 

 Material data for FE simulations of the RSW process have been generated from experiment tests of material 
specimens, material simulations and literature sources.  

 An electro-thermo-mechanical FE model has been developed based physical phenomena in resistance spot 
welding.  

 The simulations showed an agreement with the experimental results with a mean absolute error of weld sizes 
of 0.68 mm with all welds taken into account Comparably, variations of weld sizes in apparently identical 
physical testing is 0.30 mm. 

 The simulations showed an agreement with the experimental results with a mean absolute error of the expul-
sion limit of 1.10 kA when all welds were taken into account. Comparably, variations of expulsion limit in 
physical testing are 0.21 kA. 

In conclusion, in the present paper weld sizes and occurrence of expulsion have been quantified for a wide 
range of steel types of different alloying content and heat treatment. The study shows the potential and limita-
tions of the generated temperature-dependent material model and the FE model. The results can be used for im-
plementation of FE simulations in process planning of RSW in modern manufacturing. The results show that the 
accuracy between physical experiments and simulations is comparable to the variations of weld output in indus-
trial welding. Thus, the prediction accuracy of simulations is useful for engineers for process planning as the 
possible error is within magnitude of the process variations. 

For further analysis of the inaccuracy of the simulations, the experimental methods should be extended with 
more detailed measurement of temperature history and stress-states in order to identify possible sources of errors 
in the FE model and material data. Although the accuracy of the simulations varies among materials, it should 
be noted that the common material model is fairly accurate. For further broadness of the results, it is of interest 
to extend the material model to other low-weight materials such as aluminum.  

Due to the limitations of the FE software, the present study excluded effects of shunting currents in the simu-
lations. For further accuracy of simulations for process planning, effects of shunt current should be included in 
the model to emulate industrial welding more accurately. Furthermore, a more advanced model of the steel, par-
ticularly its behavior in the molten state and the pressure state within the weld would likely increase the accu-
racy of expulsion prediction and increase the understanding of the causes of expulsion. Finally, as highlighted 
above, in industrial manufacturing the RSW inherits variations in both weld sizes and expulsion. Such variations 
are not treated in the simulations, which use nominal input data. To increase the capability of the simulations, a 
sensitivity analysis of the FE model and material data should be performed. 
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