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Abstract 
In this paper we will investigate some non-asymptotic properties of the modified least squares es-
timates for the non-linear function f(λ*) by observations that nonlinearly depend on the parame-
ter λ*. Non-asymptotic confidence regions with fixed sizes for the modified least squares estimate 
are used. The obtained confidence region is valid for a finite number of data points when the dis-
tributions of the observations are unknown. Asymptotically the suggested estimates represent 
usual estimates of the least squares. The paper presents the results of practical applications of the 
proposed method in C-OTDR monitoring systems. 
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1. Introduction 
In some practical cases there appears a necessity to estimate of the value of the function ( )f λ∗  by observa-
tions that depend on the parameter λ∗ . One of such cases is estimation of the value λ∗  of acceptable thickness 
of paraffin film on the surface of oil transportation pipes when the permission parameter ( )f λ∗  is a nonlinear 
function λ∗ . In this case the thickness of the paraffin film λ∗  is estimated based on the data of the telemetric 
control. The final solution as to whether the value λ∗  is acceptable will depend primarily on the value of 
( )f λ∗ . Another actual example is the problem of estimating the seawater absorption coefficient of the sonar 
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signals in shallow water when sensors of the C-OTDR monitoring system are used for measurements. In this 
case, the absorption coefficient (target parameter ( )f λ∗ ) depends nonlinearly on the water temperature (unob-
servable parameter λ∗ ) and on the frequency of sonar emissions. In this particular case, it is very important to 
get the guaranteed accuracy estimate of the absorption coefficient using only a limited number of observation 
steps (non-asymptotic statement of the problem). The importance of non-asymptotic results is dictated by re-
stricted volume of available sample. In addition, the absorption coefficient estimation should be performed as 
often as possible, to explore its connection with the intensity of very dynamic factors (tidal and bottom currents, 
turbulence seawater). This condition is realizable only if in each cycle of estimation we spend solely a finite 
number of steps to provide the guaranteed accuracy estimates. Thus in this particular case the non-asymptotic 
statement of the problem represents an objective necessity. In this paper we will investigate some non-asymp- 
totic properties of the modified least squares estimates for the non-linear function ( )f λ∗  by observations that 
nonlinearly depend on the parameter λ∗ . Asymptotically the suggested estimates represent usual estimates of 
the least squares. Asymptotic properties of nonlinear least squares estimates are well investigated and discussed 
(Jennrich [1], Ljung [2], Lai [3], Anderson and Taylor [4], Wu [5], Hu [6], Skouras [7]). At the same time, few 
results addressing the finite sample properties exist, whereas the non-asymptotic solution for the problem of the 
parameter estimation for stochastic process is practically important because the sample volume is always limited 
from above. Accurate construction of confidence regions for unknown parameters in a non-asymptotic configu-
ration was obtained for linear models of stochastic dynamic processes (Campi and Weyer [8]-[11], Ooi, Campi 
and Weyer [12]). Non-asymptotic estimation of scalar parameter of non-linear regression by means of confi-
dence regions was examined by Timofeev [13]. Similar estimation of multivariate parameter was researched by 
Timofeev [14] [15]. In this paper a sequential design is suggested that will make it possible to solve the problem 
of non-linear estimation of the function ( )f λ∗  value for a wide class of stochastic processes by means of con-
fidence regions in the non-asymptotic setting. The solution was obtained under condition of partial a priori defi-
niteness as regards to the stochastic distribution of the observations 

2. Statement of the Problem 
Let us consider estimation of the value of a continuous function ( )f λ  at the point λ∗ , α λ β∗−∞ < ≤ ≤ < ∞ . 
The values of α , β  are fixed, the value of the λ∗  is a priori unknown, but it is definite that the parameter 
λ∗  enters into the equation of an observed process ( ){ }x k  

( ) ( ) ( ) ( )1 , 1 , 0,x k a k b k k kλ ξ∗+ = + + ≥                          (1) 

Here the non-observed sequence of the noise ( ){ }kξ  and non-observed stochastic sequences ( ){ },a k λ ,
α λ β≤ ≤ , ( ){ }b k  are defined on the stochastic basic { }( )0

, , ,n n
F F P

≥
Ω . Function ( ),a k λ  is a kF -mea- 

surable real function of [ ],λ α β∈ . The class of models described by (1) is wide and includes many linear and 
nonlinear regression models commonly used. For example, ( ),a k λ  may be a nonlinear function of past ob-
servations ( ) ( ) ( ){ }0 , 1 , , 1x x x k −  and any other variables ( )0 1, , , kz z z  such that the kz  is kF -measur- 
able. It is needed to construct the confidence interval of the fixed size for value of the ( )f λ∗  with the required 
value of the confidence coefficient ] [1 , 0,1cP ε ε= − ∈ . 

For the sake of clarity, the following shorthand notation will be used throughout the rest of the paper: (P  
instead of (λ P  and (E  instead of ( .λE   

3. The Main Result 
Let us consider the following estimate: 

( )
[ ]

( )
,

, arg Inf ,nn Q
λ α β

λ γ λ γ
∈

= . 

where 

( ) ( ) ( ) ( ) ( )( )
( )

( ) ( )21 2

0
, .1 ,

t n

n
k

Q t n b k n fx k a kλ γ γ λλ− −

=
= ++ −∑                   (2) 

Here ( ){ }t n N⊆ , ( )lim
n

t n
→∞

→∞ , ( )lim
n

nγ
→∞

→ ∞ , ( )f λ  is a real-valued function of the parameter λ .  

With ( )0 0γ = , 1m ≥ , the functional (2) is an ordinary LS criterion which is constructed with the sample vo-
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lume of ( ) 1t n + . The sequential design for confidence estimation of the parameter ( )f λ∗  will be regarded as 
a pair ( ) ( )( ),D n dτ  where 

( ) ( )( ) ( )( ) ( )1: , , 2 , 0,rn D n f n f n n rλ γ λ γ γ∀ ≥ = − − + >  

and ( )dτ  is a Markov moment relative to the family { }1nF n ≥  such that ( ) ( ){ }inf 1d n dD nτ = ≥ ≤ . 
Let us consider the closed interval ( ) ( )( )( ) ( )( ) ( )( )( ) ( )( ), , , ,r rS d f d d f d dτ λ τ γ γ τ λ τ γ γ τ = − − +  . It  

is obvious that ( ) 2, dS dτ ≤ , and we will use the ( ),S dτ  as a confidence interval for the value of ( )f λ∗ . 
Let ( )u∆  be u-neighbourhood of the interval [ ],α β , ( ) [ ],u u uα β∆ = − + . The properties of the sequential 
design ( ) ( )( ),D n dτ  are described by the following: 

Theorem 1. Assume that the following statements are true: 
1) For some 0u >  stochastic functions ( ){ },a k λ , 0k ≥  are continuously differentiable in the neigh-

bourhood ( )u∆  and function ( )f λ  is continuous on the [ ],α β . 

2) ( )( ) ( )( )( ) ( )( )2 2 4

0
0 : 1 0, 1 1 ,  1 1.k k k

k
k k F k F k k Fξ ξ ξ−

≥

 ∀ ≥ + = + = + < ∞ = 
 
∑  E E P E  

3) For every λ , [ ],µ α β∈  it is almost sure that a sequence of stochastic functions 

( ) ( ) ( ) ( )( )
( )

21 2

0 1

, ,
t n

k n

t n b k a k a kµ λ− −

= ≥

  − 
  

∑  

converges on the [ ],α β . 

4) If λ µ≠  then ( ) ( ) ( ) ( )( )
( )

21 2

0

1lim 0, ,
t n

n k
t n b k a k a kµ λ− −

→∞ =

 
=>− 

 
∑P . 

5) ] [
( )

( ) ( )( ) ( )
( )

( )
1

2
22 2

2 1 2
d ,0 , 0, : Sup , , Sup .

d
k k

u u

a kk D D E b k a k F D E b k F D
λ λ

λλ
λ

− −

∈∆ ∈∆

     ∀ ≥ ∃ ∈ ∞ ≤ ≤      
 

6) ( ) ( )0 0, lim 0
n

nγ γ
→∞

> = . 

7) There exists a known constant ] [ ( ) ( )( ) ( ) ( )( )1 12 2
1 2

1
0, : 4 max 4 ,r

n
B B D Dn t n ε β αγ

− −+

≥

∈ ∞ ≤ −∑ . 

8) [ ] ( ) ( )( )( )2 2 2
1

1
,, : 1k

k
k b k a k Fλλ α β − −

−
≥

< ∞∀ ∈ =∑ EP . 

Then for any 0d >  the following assertions hold true: 
1) [ ] ( ) ( )( ), : , 1f S d

λ
λ α β λ τ ε∗
∗ ∗∀ ∈ ∈ ≥ −P . 

2) [ ] ( )( ), , 0 : 1d d
λ

λ α β τ∗
∗∀ ∈ > < ∞ =P . 

Remarks. The sequences ( ){ }nγ , ( ){ }t n  are parameters of the estimation procedure. In order to meet the 
condition 7, the sequences ( ){ }nγ , ( ){ }t n  may be definite, for example, in the form of ( ) ( )2 2r rn nγ − += ,  
( ) ( ) ( ) 1 1 2

1 2 14 max 4 , r
rt n B nD Dβ α ε ρ− + = +−  , where ( ) ( ) 111 2 2 1r r

rρ
−− += + + − , [a]-integral part of the а,

    0r > . Indeed 

( ) ( )( ) ( ) ( )( )
( ) ( )( )

( ) ( )( )

112 2 1 1 2
1 2

1 1
11 1 2

1 2
1

1
1 2

14 max 4 ,

                                4 max 4 ,

4 max .4 ,

rr r
r

n n

r
r

n

nt n n B nD D

B nD D

B D D

γ β α ε ρ

β α ε ρ

ε β α

−−+ − +

≥ ≥

−− +

≥

−

 = +− 

≤ −

≤ −

∑ ∑

∑  

Proof of the Theorem 1. The proof is based on the following statements. 
Lemma 1. [1] Let us assume that for a numeric sequence { }ke  and a sequence of the continuous on the 

compact K functions ( ){ }kg t  the following conditions are met: 

1) If n →∞  the series 1 2

1

n

k
k

n e−

=
∑  converges. 
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2) If n →∞  the series ( )1 2

1

n

k
k

n g t−

=
∑  converges uniformly in t K∈ . 

3) ( )1

1
: lim 0

n

k kn k
t K n g t e−

→∞ =

∀ ∈ =∑ . 

Then ( )1

1
lim 0

n

k kn k
n g t e−

→∞ =

=∑  converges uniformly in t K∈ . 

Lemma 2. [16] Let ( ){ } 1
,

n
Q n λ

≥
 be a sequence of continuous on the compact K stochastic functions for 

which the following conditions are met: 
1) With every Kλ ∈  a sequence ( ){ } 1

,
n

Q n λ
≥

 is consistent with a nondecreasing flow of σ -subalgebras
{ } 0

.n n
F

≥
 

2) If n →∞  the sequence ( ){ } 1
,

n
Q n λ

≥
 converges uniformly on the Kλ ∈  and limiting function has the 

unique minimum in the point Kλ∗ ∈ . 
3) Then there exists a sequence of the random values ( ){ }nλ  consistent with a nondecreasing flow of σ -  

subalgebras { } 0n n
F

≥
 and such that ( ) ( )arg Inf ,nK

n Q n
λ

λ λ
∈

=  

( )( )lim 0 1.
n

nλ λ∗

→∞
− = =P  

Here ⋅  is the norm of the space in which the compact K is embedded. 
Lemma 3. [17] Let the ( )tξ  is a stochastic and continuous on the interval [ ],u uα β− +  function and for 

some constant 1H R∈  the following conditions are met: 

( ) ( ) ( )( )22 2,t H Hht h tξ ξ ξ≤ ≤+ −E E  

Then a constant B exists and for it the following assertion is true: 

[ ]
( )2

,
sup 1

t
BH

α β
ξ β α

∈
≤ − +E . 

This lemma is a corollary of the Theorem 19 [18]. 
Lemma 4. Let us assume that the real function ( )f λ  and stochastic functions ( ){ },a k λ , 0k ≥  in the (1) 

are continuous on the interval [ ],α β . If the conditions 2 - 4 and 7 of the Theorem 1 hold true, then we have 

( )( )lim 1.
n

nλ λ∗

→∞
= =P

 
Proof on the Lemma 4. Consider the following representation: 

( ) ( ) ( )( )( ) ( )( )2 2 2
1

1 1
1 .

n n

k
k k

z n t t F tξ ξ ξ−
= =

= − = −∑ ∑E  

From condition 2 of the theorem it follows that ( )( ) 1
, n n

z n F
≥

 is a square integrable martingale. From condi-
tion 2 of the Theorem 1 we have: 

( ) ( )( )( )( )22

1
1 k

k
k z k z k F−

≥

− − < ∞∑ E  a.s. 

Further using the strong law of large numbers for square integrable martingales [17] we have 

( ) ( )
( )

1 2

1

1lim 1
t n

n k
t n kξ−

→∞ =

 
== 

 
∑P                               (3) 

For every [ ],λ α β∈  let us say that 

( ) ( )( ) ( ) ( ) ( )( )1

0
, , , 1

n

k
Y n a k a k b k kλ λ λ ξ∗ −

=

= − +∑ . 

It follows from conditions 2 and 8 of the Theorem 1 for the square integrable martingale ( )( )1 0
, , n n

Y n Fλ + ≥
 

that the following assertion is true 
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[ ] ( ) ( )( )( )( )22, : 1, 1, kk FY k Y kλ α β λ λ−∀ ∈ < ∞ =− −P E  

and using the strong law of large numbers for square integrable martingales we have: 

[ ] ( ) ( )( )( )1, : lim , 0 1
n

t n Y t nλ α β λ−

→∞
∀ ∈ = =P .                        (4) 

From (3), (4) and condition 3 of the Theorem 1 and assertion of the Lemma 1 it follows that 

( ) ( )( )( )1lim , 0 1
n

t n Y t n λ−

→∞
= =P                               (5) 

is realized uniformly in [ ],λ α β∈ . 
Further, using (1) and (2) we have: 

( ) ( ) ( ) ( ) ( )( )
( )

( ) ( )

( ) ( ) ( ) ( )( )
( )

( ) ( )( )

( ) ( )
( )

( ) ( )

21 2

0

21 2 1

0

1 2

0

, 1 ,

              2 ,, ,

1 .

t n

n
k

t n

k

t n

k

Q t n b k x k a k n f

t n b k t n Y t na k a k

t n k n f

λ γ λ γ λ

λλ λ

ξ γ λ

− −

=

− − −∗

=

−

=

= + − +

= +−

+ + +

∑

∑

∑

 

Taking into account that ( )nγ → ∞  if n →∞ , 
[ ]

( )
,

Sup f
λ α β

λ
∈

< ∞  and (3), (5) as well as conditions 3, 4 of 

the Theorem 1, the following assertions hold true: 
• If n →∞ , series ( ){ } 1

,n n
Q λ γ

≥
 converges uniformly in t K∈  almost sure. 

• The limiting function of the series ( ){ } 1
,n n

Q λ γ
≥

 have the unique minimum in the point [ ],λ α β∗ ∈ . 
From here and from assertion of the Lemma 2 we have 

( )( )lim 0 1.
n

nλ λ∗

→∞
− = =P  

Hence, the Lemma 4 is proven. ■  
Let us get back to the proof of the Theorem 1. The ( ),nλ γ  and ( ),nλ γ−  are strongly consistent estimates 

of the parameter λ∗  (it follow from the Lemma 3). From here and from the continuity of the function ( )f λ  
is succeed [ ] ( )( ), , 0 : 1d d

λ
λ α β τ∗
∗∀ ∈ > < ∞ =P . 

Using (2), we can see that 

( ) ( )

( ) ( )( )
( )

( )( ) ( ) ( ) ( )( ) ( ) ( ) ( )( )
( ) ( )

( ) ( )( )
( )

( )( ) ( ) ( ) ( )( ) ( ) ( ) ( )( )

21 2 1

0

21 2 1

0

, ,

, 2 ,,

, ,

, 2 , .,

n n

t n

k

n n

t n

k

Q Q

t n a k b k t n Y t n na k f f

Q Q

t n a k b k t n Y t n na k f f

λ γ λ γ

λ λ γλ λ λ

λ γ λ γ

λ λ γλ λ λ

∗

− − −∗ ∗

=

∗

− − −∗ ∗

=

−

= − + + −

− − −

= − + − −

∑

∑

         (6) 

Consider the set 

[ ]
( ) ( )( ) ( )1 1

,
: Sup 2 , rt n Y t n n
λ α β

ω λ γ− +

∈

 
≤ 

 
                          (7) 

Taking into account that on the set (7) the following inequalities hold true 

( ) ( )( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )( )
( ) ( )( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )( )

1 1

1 1

2 , 1 ,

2 , 1 ,

r r

r r

t n Y t n n f f n n f f

t n Y t n n f f n n f f

λ γ λ λ γ γ λ λ

λ γ λ λ γ γ λ λ

− ∗ + − ∗

− ∗ + − ∗

 + − ≥ − + − 
 − − ≥ − − − 

 

from (6) it follows that on the same set the following conclusions are true, too: 
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( ) ( )( ) ( ) ( ) ( )
( ) ( )( ) ( ) ( ) ( )

if     then  , , 0

if   then  , , 0

r
n n

r
n n

n Q Qf f

n Q Qf f

γ λ γ λ γλ λ

γ λ γ λ γλ λ

∗∗

∗∗

≥ − ≥−

≤ − − ≥−
                  (8) 

By definition, the estimates ( ),nλ γ  and ( ),nλ γ−  are the minimum points of the functions ( ),nQ λ γ  and 
( ),nQ λ γ− , respectively, we have 

( ) ( ) ( ) ( ), , 0,  , , 0.n n n nQ Q Q Qλ γ λ γ λ γ λ γ∗ ∗− ≤ − − − ≤  

Using (8) we can assume that on the set (7) the following inequalities are true: 

( )( ) ( ) ( ) ( )( ) ( ), , .r rf n n f f n nλ γ γ λ λ γ γ∗− − ≤ ≤ +                       (9) 

Let us set the upper bound of the probability of the event (7) not happening: 

[ ]
( ) ( )( ) ( ) ( ) ( )( )

[ ]
( ) ( )( )

2
11 1 12 2

, ,
Sup 2 , 4 Sup 2 , .r rt n Y t n n t n Y t nt n n
λ α β λ α β

λ γ λγ
−− + −+

∈ ∈

   
> ≤   

   
P E      (10) 

From the conditions 1, 2, 5 of the Theorem 1, the function ( ) ( ) ( )( )0.5, ,n t n Y t nη λ λ−=  has the following 
properties: 

( ) ( ) ( )( )
( )

( )( ) ( )21 2
1

0
, , , 4

t n

k
n t n a k a k b k Dη λ λ λ− ∗ −

=

= − ≤∑E E , 

( ) ( ) ( )( )
( )

( )( ) ( ) ( )
( )

( ) ( )
2

21 2 1 2 2
2

0

d ,, , , Sup .
d

t n

uk

a kn h t n a k a k b k t n b k D h
λ

λη λ λ λ
λ

− ∗ − − −

∈∆=

 + = − ≤ ≤ 
 

∑E E E  

Using this property (10) and assertion of the Lemma 3 we have 

[ ]
( ) ( )( ) ( )( ) ( ) ( )( ) ( ) ( )1 1 12 2

1 2,
Sup 2 , 4 1 max 4 ,

r rt n Y t n n B D Dt n n
λ α β

λ γ β αγ
− + −+

∈
> ≤ − +P .       (11) 

Using (9), (11) and condition 6, 7 of the Theorem 1 we can write that 

( ) ( )( ) ( ) ( ) ( )( )
( ) ( )( ) ( ) ( )( ) ( )( )

[ ]
( ) ( )( ) ( )( )

( ) ( )( ) ( ) ( )

1

1

1 1

,

12 2
1 2

1

, , ,

  , , ,

Sup 2 ,  

4 1 max .4 ,

n

r r

n

r

r

n

f S d f S d d n

f f n n f n n

t n Y t n n

B D Dt n n

λ α β

λ τ λ τ τ

λ λ γ γ λ γ γ

λ γ

β α εγ

∗ ∗

≥

∗

≥

− +

∈

−+

≥

=∉ ∉ =

 ≤ ∉ − − + 

>≤

≤ − + ≤

∑

∑

∑

P P

P

P
 

The Theorem 1 is proven. ■  
Note. From Lemma 4 it follows that asymptotically the estimates of ( ){ }, 0n nλ γ >  represent usual esti-

mates of the least squares. 

4. Practical Example 
Let us consider the problem of estimating the seawater absorption coefficient of the sonar signals in shallow 
water when sensors of a C-OTDR monitoring system are used for measurements. The fiber-optic sensor (FOS) 
of the C-OTDR monitoring system is laid on the sea bottom; it is an ordinary monomode fiber-optic line stowed 
inside of a special hygroscopic cable. At the logical level the entire length of this cable is split into equal por-
tions duration of ~5 m. Each of these sections is called a logical C-OTDR channel or DAS (distributed acoustic 
sensor). Each DAS is able to measure the vibration of the hydrosphere which appeared in the area of its sensitiv-
ity. In fact, FOS consists of a huge number of vibration sensitive sensors successively arranged along the cable. 
A source of the hydroacoustic emissions (SHdE) emits a pulsed narrowband signal at a predetermined frequency. 
The coordinates of the SHdE are given. Therefore the angle of incidence of the hydroacoustic waves on FOS is 
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also known. We denote this angle as  α . When the wave reaches the DAS system, the appropriate signal is 
fixed on N sensors (DAS) at successive times 1, , N . Let’s denote the moment when the signal reaches the 
sensor as n (n is both the sensor’s number and the moment’s number). The signal goes through a group of sen-
sors one by one as it moves at a particular speed. Thus, it reaches sensor 1 at the moment 1, sensor 2 at the mo-
ment 2 etc. The distribution of energy from the emitting source at each of the N sensors, at moments 1, , N  is 
described by the following equation: 

( ) ( ) ( ) ( )1 , , 1 , 0.nx n H R T n x n n nξ∗+ = + + >  

Here ( )x n  is the observed value of the signal energy in the n-th sensor at time n; ( )1nξ + —a noise com-
ponent at moment ( )1n + , which appear due to the influence of the dispersing medium, and ( )n Cξ ≤ , 

( ) 0nξ =E , ( )2 n Sξ =E ; ( ), , ,nH R T n f  is a scalar function that describes the absorption of the elastic vi-
brations, this function depends on following parameters: water temperature T; value cosn nR R α∗ = , where nR  
is the distance between the sensor number n and the sensor number ( )1n + ; n-sensor number; f-frequency of the 
SHdE. The function ( ), , ,nH R T n  has the following simple form: ( ) ( ), , , 20 lg ,n n n nH R T n R a T f R DR= + + . 
Here, the constant D is given and depends on the bottom and volume scattering. Function  
( ) ( )4 2, 3.1 10 18a T f f T−= × +  is a seawater absorption coefficient, which represents the basic interest for us. 

In turn, this function depends on an unknown parameter T (water temperature) and a given parameter f (fre-
quency radiation of the SHdE). Observing ( ){ }0x n n > , it is necessary to construct a confidence interval with 
fixed size for the seawater absorption coefficient ( ),a T f  by means of the sequential procedure which was 
suggested in the Section 3 of this paper. Parameters f, S, C are given. Experimental data (observations) was ob-
tained for a depth of 50 m. The number of channels of the C-OTDR-system is 4000. Water temperature T at a 
depth of 50 m was considered a priori unknown and subject to estimation during the experiment. Thus, a prima-
ry purpose of the experiment was to estimate of the absorption coefficient of sea water ( ),a T f , which depends 
nonlinearly on temperature T. In other words, the task was a interval estimation of the nonlinear function of the 
unknown parameter by dependent data ( ){ }0x n n > . Table 1 shows the estimation results of the absorption 
coefficient values at different sensing frequencies ( )f  and temperature ( )T  with 0.95cP = . 

Here the “point estimates” were calculated by alternative methods. The temperature on the depth 50 m was 
determined by specialized sensors which were placed under water during the experiment for additional control. 
Once again, we point out that in the process of interval estimation ( ),a T f , the water temperature T was con-
sidered unknown. The column “Required width of the confidence interval” contains information about a priori 
given size of the confidence interval for ( ),a T f  which we wish to get results for. The column “Average ob-
servation time” contains the average number of observation which had to be used to achieve the required width 
of the confidence interval in the sequential procedure. The content of this table shows that achieved results are 
practically acceptable. 

5. Conclusions Remarks 
In this paper we investigated some non-asymptotic properties of the modified least squares estimates for the 
non-linear function ( )f λ∗  by observations that nonlinearly depend on the parameter λ∗ . The solution was 
found by sequence analysis. The obtained confidence region is valid for a finite number of data points when the 
distributions of the observations are unknown. If ( )f λ λ∗ ∗= , the suggested method allows us to construct a 
confidence interval with fixed size for non-known parameter λ∗ . The results of the practical application 
showed efficiency of the proposed approach. 
 
Table 1. Estimation results of the absorption coefficient. 

f (Hz)  T (˚C) 
Confidence interval  

for ( ),a T f  
Point estimates  

of ( ),a T f  
Required width of the  

confidence interval 
Average observation  

time 

250 8 (0.0074, 0.0083) 0.007 0.001 2450 

250 14 (0.0054, 0.0064) 0.0062 0.001 2590 

1000 8 (0.11, 0.12) 0.11 0.01 2110 

1000 14 (0.091, 0.096) 0.095 0.05 2020 
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