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Abstract 
 
In this paper, a new approach using linear combination property of intervals and discretization is proposed to 
solve a class of nonlinear optimal control problems, containing a nonlinear system and linear functional, in 
three phases. In the first phase, using linear combination property of intervals, changes nonlinear system to 
an equivalent linear system, in the second phase, using discretization method, the attained problem is con-
verted to a linear programming problem, and in the third phase, the latter problem will be solved by linear 
programming methods. In addition, efficiency of our approach is confirmed by some numerical examples. 
 
Keywords: Linear and Nonlinear Optimal Control, Linear Combination Property of Intervals, Linear  

Programming, Discretization, Dynamical Control Systems. 

1. Introduction 
 
Control problems for systems governed by ordinary (or 
partial) differential equations arise in many applications, 
e.g., in astronautics, aeronautics, robotics, and economics. 
Experimental studies of such problems go back recent 
years and computational approaches have been applied 
since the advent of computer age. Most of the efforts in 
the latter direction have employed elementary strategies, 
but more recently, there has been considerable practical 
and theoretical interest in the application of sophisticated 
optimal control strategies, e.g., multiple shooting me-
thods [1-4], collocation methods [5,6], measure theoreti-
cal approaches [7-10], discretization methods [11,12], 
numerical methods and approximation theory techniques 
[13-16], neural networks methods [17-19], etc.  

The optimal control problems we consider consist of  
1) State variables, i.e., variables that describe the sys-

tem being modeled; 
2) Control variables, i.e., variables at our disposal that 

can be used to affect the state variables; 
3) A state system, i.e., ordinary differential equations 

relating the state and control variables;  
4) A functional of the state variables whose minimiza-

tion is the goal. 
Then, the problems we consider consist of finding 

state and control variables that minimize the given func-

tional subject to the state system being satisfied. Here, 
we restrict attention to nonlinear state systems and to li-
near functionals. 

The approach we have described for finding approx-
imate solutions of optimal control problems for ordinary 
diffrential equations is of the linearize-then-discretize- 
then-optimize type.

                                 

 
Now, consider the following subclass of nonlinear op-

timal control problems: 
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where ( ). n nA ×∈ , ( ).c , α

 
and nη ∈  are known, 

( ). nx ∈  and ( ). mu ∈  are the state and control va-
riables respectively. It is assumed that U  is a compact 
and connected subset of m

 and ( ).,. nh ∈ is a smooth  
or non-smooth continuous function on 0 , ft t U ×  . 
More-over, there exists a pair of state and control variables 

( ) ( )( ). , .x u such that satisfies (2) and boundary conditions 

( )0x t α= and ( )fx t η= . Here, we use the linear combi-
nation property of intervals to convert the nonlinear dy-
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namical control system (2) to the equivalent linear sys-
tem. The new optimal control problem with this linear 
dynamical control system is transformed to a discrete- 
time problem that could be solved by linear program-
ming methods (e.g. simplex method).  

There exist some systems containing non-smooth func-
tion ( ).,.h with regard to control variables. In such sys-
tems, multiple shooting methods [1-4] do not dealing 
with the problem in a correct way. Because, in these me-
thods needing to computation of gradients and hessians 
of function ( ).,.h is necessary. However, considering of 
non-smoothness of function ( ).,.h could not make any 
difficulty in our approach. Moreover, in another appro- 
aches (see [11,12] ), which discretization methods are the 
major basis of them, if a complicated function ( ).,.h is 
chosen, obtaining an optimal solution seems to be diffi-
cult. Here, we show that our strategy acquire better solu-
tions, that attained in fewer time, than one of the above- 
mentioned methods through several simplistic examples, 
which comparison of the solutions is included in each 
example. 

This paper is organized as follows. Section 2, trans-
forms the nonlinear ( ).,.h  to a corresponding function  

That is linear with respect to a new control variable. In 
Section 3, the new problem is converted to a discrete- 
time problem via discretization. In Section 4, numerical 
examples are presented to illustrate the effectiveness of 
this proposed method. Finally conclusions are given in 
Section 5. 
 
2. Linearization 
 
In this section, problems (1)-(2) is transformed to an equi- 
valent linear problem. First, we state and prove the fol-
lowing two theorems: 

Theorem 2.1: Let 0: ,i fh t t U × →    for 1,2, ,i n= 

be a continuous function where U  is a compact and 
connected subset of m

 , then for any arbitrary (but 
fixed) 0 , ft tt ∈    the set ( ){ }, :ih t u u U∈  is a closed 
interval in . 

Proof: Assume that 0 , ft t t ∈    be given. Let ( )i uφ  
( ),ih t u= for 1, 2, ,i n=  . Obviously ( ).iφ  is a conti-

nuous function on U . Since continuous functions pre-
serve compactness and connectedness properties,

( ){ }:i u u Uφ ∈  is compact and connected in . There-
fore ( ){ }, :ih t u u U∈  is a closed interval in .  

Now, for any
 0 , ft t t ∈   , suppose that the lower and 

upper bounds of the closed interval ( ){ }, :ih t u u U∈  

are ( )ig t and ( )iw t  respectively. Thus for 1, 2, ,i n=  : 

( ) ( ) ( ) ( )0, , ,i i i fg t h t u w t t t t≤ ≤ ∈         (3) 

In other words  

( ) ( ){ } 0min , : , ,i i fu
g t h t u u U t t t = ∈ ∈       (4)

( ) ( ){ } 0max , : , ,i i fu
w t h t u u U t t t = ∈ ∈       (5)

 Theorem 2.2: Let functions ( ).ig  and ( ).iw for 
1, 2, ,i n=   be defined by relations (4) and (5). Then 

they are uniformly continuous on 0 , ft t   . 
Proof: We will show that ( ).ig  for 1, 2, ,i n=   is 

uniformly continuous. It is sufficient to show that for any 
given 0ε > , there exists 0δ > such that if ( )1 2s N sδ∈

then ( ) ( )1 2i ig s g s ε− < where ( )N zδ  is a δ − neigh-
borhood of z . Since any continuous function on a com- 
pact set is uniformly continuous, the function ( ).,.ih  on 

the compact set 0 , ft t U ×   is uniformly continuous, i.e. 

for any 0ε > there exists 0,δ > such that if ( )1,s u

( )2 ,N s uδ∈
 

then ( ) ( )1 2, , .i ih s u h s u ε− < Thus ( )1,ih s u

( )2 ,ih s u ε< + . In addition, by (4), ( )1ig s ( )1,ih s u≤  

and so ( ) ( )1 2 ,i ig s h s u ε≤ + . Now, by taking infimum 

on the right hand side of the latter inequality ( )1ig s ≤

( )2ig s ε+ . By a similar argument we have also ( )2ig s

( )1ig s ε− ≤ . Thus ( ) ( )1 2i ig s g s ε− ≤ . The proof of 

uniformly continuity of ( ).iw for 1, 2, ,i n=   is simi-
lar. 

By linear combination property of intervals and rela-
tion (4), for any 0 , ft t t ∈   : 

( )( ) ( ) ( ) ( ) ( ) [ ], , 0,1i i i i ih t u t t t g t tβ λ λ= + ∈    (6) 

where ( ) ( ) ( )i i it w t g tβ = −  for 1, 2, ,i n=  . Thus, 
we transform problems (1)-(2) by relations (4), (5) and (6) 
to the following problem: 
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                                           (7)

 

 
where ( ).kra  is the thk  row and thr  column compo-
nent of matrix ( ).A . Note that on the problem (7), which 
is a linear optimal control problem, ( ).λ = ( ) ( )( 1 2. , . ,λ λ  

( ) ), .nλ is the new control variable.  
Next section, converts the latter problem to the cor-

responding discrete-time problem. 
Corollary 2.3: Let the pair of ( ) ( )( ). , .x λ∗ ∗ be the 



M. H. NOORI SKANDARI  ET  AL. 
 

Copyright © 2011 SciRes.                                                                                  AM 

648 

optimal solution of problem (7). Then, there exists ( ).u∗

such that the pair of ( ) ( )( ). , .x u∗ ∗ is the optimal solution 
of problems (1)-(2).  

Proof: Let ( ).u∗

 satisfies system of (6), where ( ).λ∗

is replaced by ( ).λ . Thus, the pair of ( ) ( )( ). , .x u∗ ∗ satis-
fies constraints of problems (1)-(2). Since the objective 
function of problems (1)-(2) is the same of problem (7), 
the pair of ( ) ( )( ). , .x u∗ ∗ is the optimal solution of (1)-(2) 
evidently. 
 
3. Discrete-Time Problem 
 
Now, discretization method enables us transforming con-
tinuous problem (7) to the corresponding discrete form. 
Consider equidistance points 0 0 1 2t s s s= < < <  Ns<  

ft=  on 0 , ft t   which defined as 0js t jδ= +  for all 
0,1, ,j N=   with length step 0ft t

N
δ

−
=  where N  

is a given large number. We use the trapezoidal approx-
imation in numerical integration and the following ap-
proximations to change problem (7) to the corresponding 
discrete form: 

( ) ( ) ( )
( ) ( ) ( )1 1, ,

1, 2, , 1, 2, , 1.
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≈ ≈

= = −

 

 

Thus we have the following discrete-time problem with 
unknown variables kjx  and kjλ  for 1, 2, ,k n=   and 

0,1,2, ,j N=  :  
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( ) ( ) ( )
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, , ,

kj k j kj k j krj kr j

kj k j kj k j kj k j

x x s c c s a a s
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for all 1, 2, ,k n=   and 0,1, ,j N=  . By solving 
problem (8), which is a linear programming problem, we 
are able to obtain optimal solutions kjλ∗  and kjx∗  for all 

1, 2, ,j N=   and 1,2, ,k n=  . Note that, for evaluat-
ing the control function

 
( ).u∗ , we must use the follow-

ing system:  

( )( ) ( ) ( ) ( ),h t u t t t g tβ λ∗ ∗= +        (9) 

Remark 3.1: The most important reason of LCPI (li-
near combination property of intervals) consideration is 
that problem (8) is an (finite-dimensional) LP problem 
and has at least a global optimal solution (by the assump-
tions of the problems (1)-(2)). However, if problems (1)- 
(2) be discretized directly then, we reach to an NLP 
problem which its optimal solution may be a local solu-
tion.  

Remark 3.2: In Equation (8) if ( ).,.h is a well-define 
function with respect to control ( ).u we can obtain op-
timal control ( ).u∗ directly. Otherwise, one has to apply 
numerical technique such as Newton and fixed-point me- 
thods for approximating ( ).u∗ after obtaining ( ).λ∗ . 
 
4. Numerical Examples 
 
Here, we use our approach to obtain approximate optimal 
solutions of the following three nonlinear optimal control 
problems by solving linear programming (LP) problem 
(8), via simplex method [20]. All the problems are pro-
grammed in MATLAB and run on a PC with 1.8 GHz 
and 1GB RAM. Moreover, comparisons of our solutions 
with the method that argued in [11] are included in Tables 
1, 2 and 3 respectively for each example.  

Example 4.1: Consider the following nonlinear op-
timal control problem: 

( ) ( )

( ) ( ) ( ) ( )

( ) [ ]
( ) ( )

1

0

3

min sin 3 d

subject to cos 2 tan ,
8

0 1, 0,1

0 1, 1 0.

t x t t

x t t x t u t t

u t t

x x

π

π = π − + 
 

≤ ≤ ∈

= =

∫


(10)

 

Here, ( ) ( ) ( )3, tan , sin 3
8

h t u u t c t tπ = − + = π 
 

 and  

( )A t ( )cos 2 t= π  for ( ) [ ] [ ], 0,1 0,1t u ∈ × . Thus by (4) 
and (5) for all [ ]0,1t∈  

( ) 3

[0,1]
min tan tan ,

8 8u
g t u t t

∈

 π  π   = − + = − +    
      

 

( ) ( )3

[0,1]
max tan tan .

8u
w t u t t

∈

 π  = − + = −  
        

 

Hence 

( ) ( ) ( ) ( )tan tan .
8

t w t g t t tβ π = − = − + + 
   
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Let 100.N = Then 0.01δ =  and 
100j

js =  for

0,1,2, ,100.j =   The optimal solutions jx∗  and jλ
∗ ,

0,1, 2, ,100.j =  Of problem (10) is obtained by solving 
problem (8) which is illustrated in Figures 1 and 2 re-
spectively. Here, the value of optimal solution of objec-
tive function is 0.0977. In addition, the corresponding 
Equation (9) of this example is 

( ) ( )3
tan 0,1,2, ,100

8 j j j j ju s s g s jβ λ∗ ∗π − + = + = 
 

  

Therefore for 0,1, 2, ,100j = 

   
( ) ( )( )( )

1/3
18 tan ,j j j j ju s g s sβ λ∗ − ∗ = − − − π   

The optimal control *
ju , 0,1, 2, ,100j =   of prob-

lem (10) is showed in Figure 3.  
Example 4.2: Consider the following nonlinear op-

timal control problem: 

( ) ( )

( ) ( ) ( )( )
( ) [ ] [ ]
( ) ( )

1

0

1min 2 d
2

subject to ln 3 ,

1,1 , 0,1

0 0, 1 0.8

te t x t t

x t tx t u t t

u t t

x x

− −

= − + + +

∈ − ∈

= =

∫


     (11) 

 
Figure 1. Optimal state ( )* .x of Ex. 4.1. 

 

 
Figure 2. Corresponding optimal control ( )* .λ of Ex. 4.1. 

 
Figure 3. Optimal control ( )* .u of Ex. 4.1.

 
By relations (4) and (5) for [ ]0,1t∈

 
( ) ( ){ } ( )

[ 1,1]
min ln 3 ln 2 ,

u
g t u t t

∈ −
= + + = +  

( ) ( ){ } ( )
[ 1,1]

max ln 3 ln 4 .
u

w t u t t
∈ −

= + + = +  

Hence 

( ) ( ) ( ) ( ) ( )ln 4 ln 2t w t g t t tβ = − = + − +
 

Let 100.N =  Then 0.01δ =  and 
100j

js =  for all 

0,j = 1,2, ,100 . We obtain the optimal solutions jx∗  

and jλ
∗

 
, 0,1, 2, ,100j =   of this problem by solving 

corresponding problem (8) which is illustrated in Fig-
ures 4 and 5 respectively. In addition, by relation (9) the 
corresponding ( ).u∗  of this example is 

( ) ( ) 3, 0,1, 2, ,100j j js g s
j ju e s jβ λ∗ +∗ = − − =   

The optimal controls *
ju , 0,1, 2, ,100j =   of prob-

lem (11) is shown in Figure 6. Here, The value of op-
timal solution of objective function is –0.1829.

 Example 4.3: Consider the following nonlinear op-
 timal control problem: 

( )( ) ( )

( ) ( ) ( )
( ) [ ] [ ]
( ) ( )

1

0
35 2 sin(2 )

min sin 2 d

subject to ( ) e ,

1,1 , 0,1

0 0.9, 1 0.4

t

t

t e x t t

x t t t t x t u t

u t t

x x

−

π

π −

= − + −

∈ − ∈

= =

∫
   (12) 

Since ( ) ( ) 3 sin(2π), e th t u u t= −  is a non-smooth func-
tion, the methods that discussed in [2,6] cannot solve the 
problem (14) correctly. However, by relations (4) and (5), 
we have for all [ ]0,1t∈ : 

( ) ( ){ }3 sin(2 ) sin(2 )

[ 1,1]
min e e ,t t

u
g t u t π π

∈ −
= − = −
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Figure 4. Optimal state ( )* .x of Ex. 4.2. 

 

 
Figure 5. Corresponding optimal control ( )* .λ of Ex. 4.2. 

 

 
Figure 6. Optimal control ( )* .u of Ex. 4.2. 

 

( ) ( ){ }3 sin(2 )

[ 1,1]
max e 0,t

u
w t u t π

∈ −
= − =  

thus 
( ) ( ) ( ) sin(2 )e .tt w t g tβ π= − =               

Let 100N = . Then 0.01δ =  and 
100j

js =  for all 

 
Figure 7. Optimal state ( )* .x of Ex. 4.3. 

 

 
Figure 8. Corresponding optimal control ( )* .λ of Ex. 4.3. 
 

 
Figure 9. Optimal control ( )* .u of Ex. 4.3. 

 
0,1, 2, ,100j =  . We obtain the optimal solutions jx∗  

and ,jλ
∗ 0,1, 2, ,100j =   of this problem by solving 

corresponding problem (8), which is illustrated in Fig-  
ures 7 and 8 respectively. In addition, by relation (9) the 
corresponding ( ).u∗  of this example is 

( ) ( )( )( )
1
3sin(2 )e , 0,1, 2, ,100js

j j j ju s g s jβ λ − π∗ ∗= − + =   
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Table 1. Solutions comparison of the Ex. 10. 
N =100 Discretization 

method [11] 
Presented 
approach 

Objective value 0.1180 0.0980 
CPU Times (Sec) 5.281 0.047 

 
Table 2. Solutions comparison of the Ex. 11. 

N =100 Discretization 
method [11] 

Presented 
approach 

Objective value –0.1808 –0.1830 
CPU Times (Sec) 95.734 0.125 

 
Table 3. Solutions comparison of the Ex. 12. 

N =100 Discretization 
method [11] 

Presented 
approach 

Objective value –0.0261 –0.0434 
CPU Times (Sec) 6.680 0.078 

 

The optimal controls *
ju , 0,1, 2, ,100j =   of problem 

(12) is shown in Figure 9. Here, the value of optimal 
solution of objective function is –0.0435. 

5. Conclusions 

In this paper, we proposed a different approach for solv-
ing a class of nonlinear optimal control problems which 
have a linear functional and nonlinear dynamical control 
system. In our approach, the linear combination property 
of intervals is used to obtain the new corresponding pro- 
blem which is a linear optimal control problem. The new 
problem can be converted to an LP problem by discrete-
zation method. Finally, we obtain an approximate solu-
tion for the main problem. By the approach of this paper 
we may solve a wide class of nonlinear optimal control 
problems. 
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