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ABSTRACT 

Rural labor force transfer training is one of important poverty alleviation measures in China. This paper describes train- 
ing participation situation and evaluates training effects by matching methods in the case of coastal autonomous minor- 
ity nationality areas of Yunnan province by using 2053 rural household data. The result shows that the average training 
participation from 2006 to 2008 is 26.39 percent. In addition, ATE is 18.33 percent, TT is 18.99 percent, TUT is 18.09 
percent. And, . It demonstrates that the rural labor force transfer training program is effective and 
well-directed in coastal autonomous minority nationality areas of Yunnan province of China. 

TUT < ATE < TT
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1. Introduction 

Western regions are the main poverty areas in China, 
especially the autonomous minority nationality rural ar- 
eas in the southwestern frontier regions. According to 
Poverty Monitoring Report of Rural China [1], there 
were 23.72 million people in poverty in western areas in 
2009, which account for 65.9 percent of the country 
(35.97 million), with only the three of the 31 western 
provinces: Guizhou, Yunnan and Gansu, exceeding 3 
million people in poverty respectively. Incidence of pov- 
erty in western regions was 8.3 percent in 2009, an in- 
crease of 4.5 percent from the national poverty incidence 
of 3.8 percent for the same year. In 2009, net income per 
capita for the western rural poverty population was 
CNY983, which accounted for 19.1 percent of the total 
rural population throughout the country. 

The autonomous minority nationality rural region had 
19.54 million people in poverty in 2009, which ac- 
counted for 54.3 percent of all rural people in poverty. 
The poverty incidence was 16.4 percent in these areas, 
and 12.6 percent higher than the country poverty inci- 

dence. The autonomous minority nationality rural areas 
were more severely poor than any other areas of the 
country at the same time period. One of the minority na- 
tionality areas is Yunnan province. 

Yunnan is the most southwestern province and shares 
a border of 4060 kilometers with Burma in the west, 
Laos in the south, and Vietnam in the southeast. It is 
noted for a very high level of ethnic diversity which has 
the second highest number of ethnic groups among the 
provinces in China. Because poverty is widespread in 
Yunnan and deep-rooted, and the geographical location 
is special, Yunnan becomes one of the most important 
poverty alleviation provinces, especially in its costal 
autonomous minority nationality areas. 

A key strategy of poverty alleviation the Chinese gov- 
ernment employs is to provide training to the rural 
largely unskilled working population. In March of 2004, 
“Suggestions on Accelerating Farmers’ Income by the 
Party Central Committee and the State Council” was 
issued and recommended enhancement of the rural labor 
force through vocational skills training. Thereafter, a 
series of projects were initiated under the cooperation of 
the Ministry of Labor and Social Security, the Ministry *Corresponding author. 

http://en.wikipedia.org/wiki/Burma
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of Agriculture, the Ministry of Finance, and the Ministry 
of Education, such as, the Sunshine Project, the Rural 
Labor Skills Training and Employment Project, and the 
Rain and Dew Project. 

Since the micro survey data are scarce and hard to be 
obtained, there has been very little evaluation of the rural 
training programs domestically. Our aim of this study is 
to evaluate the effects of the rural labor force transfer 
training program by using Matching methods. The re-
search targets are the Honghe Hani Nationality and Yi 
Nationality Autonomous Prefecture (Honghe Prefecture) 
and the Dehong Dai Nationality and Jingpo Nationality 
Autonomous Prefecture (Dehong Prefecture) of Yunnan 
province in southwest of China. 

This paper is organized as: Section 2 is training par-
ticipation and income description. A series of matching 
methods will be introduced in Section 3. Section 4 is 
empirical results. The last Section is concluding remarks. 

2. Training Participation and Income 
Description 

2.1. Data Sources 

The data for our study were obtained from the China’s 
Rural Household Survey (RHS) of Honghe Prefecture 
and Dehong Prefecture done by local State Statistical 
Bureau (SSB) offices in Yunnan province. The data ap- 
pears to be of good quality and bunches of information 
about rural household income, consumption, production, 
accumulative and social behaviors. Two-stage sample 
was selected in each prefecture. The first stage involved 
the selection of 348 villages from 13 counties of Honghe 
Prefecture and 5 counties of Dehong Prefecture. In the 
second stage, it was involved the stochastic sampling of 
households from the selected villages. There were two 
main methods have been adopted for collecting data. One 
is the sampled households fill in a daily diary on expen- 
ditures and other relative information. Another one was 
visiting survey. Sampled households were visited on 
every month by an interviewer to check the diaries and 
collect data. Our sample data is a sequence of cross Sec- 
tions since 2006 and is ongoing. The training information 
enrolled into this survey only from 2006 to 2008. The 
survey observations updated every year, tracked the 
households who appeared in this survey started from 
2006 to 2008 continuously, there were 2280 households. 

2.2. Training Participants and Their Income 

There were 595 (26.10%), 612 (26.84%) and 598 
(26.23%) households that had been trained during 2006 
to 2008 respectively, the sample average training par-
ticipation ration is 26.39 percent. In 2007, there were 
another new 111 households participated and another 

new 41 households participated in 2008. 
Income in this study is net income. In 2008 net income 

per capita of participants was CNY3841.77 while for 
non-participators was CNY2690.49. Households partici- 
pating in training increased the net income almost 
CNY1000 than those who did not participate in training 
during these three years. The result shows that household 
who attended training benefited a lot. 

Here the question is that income difference is a result, 
reasons for income difference could be training, or be 
other behaviors. It means that statistical description can- 
not tell whether there has causality between training and 
income difference. Therefore, it is necessary for us to use 
Matching methods which are special for cause-and-effect 
relationship research to estimate training effects in the 
case of coastal autonomous minority nationality areas of 
Yunnan province in China. 

3. Methodology 

The primary question for training programs effects 
evaluation is: what is the difference between participants’ 
post-program income and the income that they would 
have received had they not participated in training [2]. In 
practice, it is quite difficult to answer this question 
straightforward. Suppose that there is a target population 

has being studied. If we take denotes the training 
status, 
N T

1T   if a farm household participates in training, 
which is also say a household is treated. Here a house- 
hold participates in training means any one family mem- 
ber participates in training. , denotes a household 
not participates in training, that is none family member 
participates. We are interested in income outcome Y  
and further denote 1Y  as the potential income of par- 
ticipants, 0 for non-participator. 1 0Y  is the treat- 
ment effect of the training. The difficulty for effects 
evaluation is, for a given household, that we observing 
either 1  or 0  at the same time, but not both, this also 
called missing data problem. In order to overcome this 
difficulty, we need to structure a counterfactual frame of 
causality which can be composed by untreated group 
members and shared with similar observable characteris- 
tics of those who are actually treated. Various methods 
have been employed to solve the above evaluation diffi- 
culty, for example, Instrument Variables (IVs) methods 
[3]; Marginal Treatment Effect (MTE)-based parametric 
estimations methods and MTE-based semi-parametric 
estimation methods [4-10]; a series of Matching methods 
[11-17]. 

0T 

Y

Y

Y

Y

The evaluation method of Matching has been used in 
many fields since it is easy to understand and easy to 
apply [3,15,17]. Over the previous literature, there are 
mainly three popular Matching methods, multivariate 
Matching based on Mahalanobis Distance (MD) [18-21], 
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Propensity-Score (PS) Matching [11], and Genetic Mat- 
ching (GenMatch) [15,17,22]. In this research, we will 
employ these three popular Matching methods to evalu-
ate training effects, and answer the following questions: 
a) what is the average treatment effect (ATE) for the tar-
get population; b) what is the treatment effect of the 
treated (TT); c) what is the treatment effect of the un-
treated (TUT); d) which Matching method can reduce 
bias mostly. 

3.1. Parameters of Interests 

There are three mean treatment effect parameters: 

 
 
 

1 0

1 0

1 0

1

0

ATE E Y Y

TT E Y Y

TUT E Y TY

T

 

 

 





 

The Average Treatment Effect (ATE) is defined for the 
whole population. ATE evaluates the average difference 
between a set of members in  that are randomly se- 
lected for treatment and another set of members that are 
randomly selected for control. 

N

The Treatment effect of the Treated (TT) means to the 
average difference by treatment status for these people 
who are treated. 

The Treatment effect of the Untreated (TUT) refers to 
the average difference by treatment status for these who 
are not treated. 

3.2. Matching Based on Mahalanobis Distance 
Method 

As is discussed before, the main difficulty of treatment 
effect evaluation is the missing data problem and we 
need to structure a counterfactual frame to overcome this 
problem. Matching is an excellent tool to structure a 
counterfactual by filling the missing data for each obser- 
vation which is similar in terms of their observable char- 
acteristics and relies on the Conditional Independence 
Assumption (CIA) [23] which also has other names, 
“unconfoundness” or “ignorability” [11], and “exogene- 
ity” [24]. If we let X  be a vector of observed covariates, 
such as education level or whether living in a minority 
group village in this case, selection to participate in 
training is independent of potential outcomes, the CIA 
states: 

 1 0Y Y T X   

If CIA holds true, the above three parameters of inter- 
est ATE, TT and TUT can be expressed as: 

   
   
   

1 0

1 0

1 0

, 1

, 0

A X

X T

X

TE X E Y Y

TT X E Y Y

TUT X E Y Y T





 

  



 

Till now, we can introduce multivariate matching 
which is based on Mahalanobis Distance to structure a 
counterfactual for each observation [25]. The Mahalano- 
bis Distance between any two column vectors is: 

      
1

21,
T

i j i j i jMD X X X X S X X    

where  is the sample covariance matrix of S X . To 
estimate TT by matching with replacement, one matches 
each treated unit with the M closest control units, as de- 
fined by this distance measure,  ,i j MD X X . Under 
this method, the estimates will suffer bias when X  
consists of more than one continuous variable, which is 
equivalent to that the multivariate matching results in 
statistically efficient estimates of the treatment effect 
only when continuous variables are limited to one [13]. 
Additional continuous covariates will cause increasingly 
biased estimates. 

A recommended alternative solution for more than one 
continuous covariate is known as the Propensity Score 
Matching method. 

3.3. Propensity Score Matching Method 

According to Rosenbaum and Rubin [11,26,27], the pro- 
pensity score which means the probability of receiving 
treatment conditional on covariates X  can reduce the 
dimensionality of the multivariate matching. Let  ip X  
be the probability of a unit  being treated given ii X , 
which is a household participated in training in this case, 
 ip X  can be defined as: 

     1 Ei ip X Pr T X T X   i  

Given 

 0 Pr 1 1iT X    
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Rosenbaum and Rubin [11] proved that: 

 
      

 
      

1 0

1 0

, 1 , 0

, 1 , 0 1

i i

i i

ATE p

E E Y p X T E Y p X T

TT p

E E Y p X T E Y p X T T

   

    

 

The PS Matching differs the matching rule from the 
MD matching. PS Matching process involves matching 
as a function of propensity score, which is matching each 
treated member to the nearest control member on the 
unidimensional metric of the propensity score vector [28]. 
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If a treatment observation matched with a control obser- 
vation by matching on a correctly specified propensity 
score, that will asymptotically balance the observed co- 
variates, and will asymptotically remove the bias condi- 
tional on such covariates [11,17]. By covariate balance it 
means that the treatment and control observations have 
the same joint distribution of observed covariates [17]. 
However, in practice, the correct  is unknown, 
so it must be estimated. Normally,  can be esti- 
mated by using Probit or Logit regression, here we 
choose Logit regression to estimate . 

 ip X
 ip X

 ip X



The MD Matching and PS Matching can be used alone, 
or in a way of combination. In this study, we set up dif- 
ferent models, Model-1 for the MD Matching, Model-2 
for the PS Matching and Model-3 combined the MD 
Matching with the PS Matching. 

3.4. Genetic Matching Method 

Genetic Matching (GenMatch) was proposed by Sekhon 
[17], Diamond and Sekhon [29], with a genetic search 
algorithm. Since the MD Matching is good at minimizing 
the distance between treatment and control observations 
but may fails optimal balance in a given dataset. There- 
fore, the MD Matching can be extended in a more ge- 
neralizing method—GenMatch by including an addi- 
tional weight matrix in the MD matrix: 

        1 2
1 2 1 2,

TT

i j i j i jD X X X X S WS X X     

where  is a  positive definite weight matrix 
and 

W k k
1 2S  is the Cholesky decomposition of , i.e.,  S

1 2 1 2 T
S S S  which is the variance-covariance matrix  

of X . All elements of are zero except those down 
the main diagonal and  parameters must be chosen as 
the components of the main diagonal. It is easy to see 
that if each of those  parameters is equal to one, 

 is the same as 

W
k

k
  D MD  . Sekhon recommend that if 

one can estimate the propensity score correctly, it should 
be included as one of the covariates in GenMatch [28]. In 
this case, X  in  might be extended to  D *X , 
which is a new matrix consisting of the propensity score 

i  and p X  X . It is not hard to understand that Gen- 
Match will be equivalent to PS Matching given a zero 
weight to covariate iX . Thereby, both the PS Matching 
and the MD Matching are special cases of GenMatch. 

In GenMatch, the genetic search algorithm automates 
the iterative process by checking and improving balance 
for each covariate or minimizing imbalance by minimize- 
ing the largest observed covariate discrepancy. Thereby, 
the imbalance should be small after the optimal matching 
and it can be measured in a series of methods, such as the 
nonparametric Kolmogorov-Smirnov(KS)-test statistics 
and paired t-test and the smallest p-values from KS-tests 

and t-test, which are need to be large. 
In this study, we also set up Model-4 for the Gen- 

Match without propensity score. For each model, we 
report the covariate balance results to show the ef- 
fectiveness of each matching method. 

4. Empirical Results 

4.1. Measures 

Based on Mincer income model [30], not only human 
capital investment has been taken into consideration but 
also material resources capital investment, farm house- 
hold characteristics and living village characteristics. We 
take households who participate in training as the treated 
group, who not participate in training as the control 
group. In our research, per capita annual net income  
of 2007 has been selected as our outcome variable and 
been taken logarithm. We did some data processing work 
before treatment effect evaluation. Since the income 
variable need to be taken logarithm, we save the house- 
holds who with positive annual net income. Finally, to- 
tally 2053 households who with positive annual net in- 
come and participated in training only in 2006 but not in 
2007 and 2008 have been selected in our research, in the 
consideration of the causal inference of training. In addi- 
tion, there are 570 households in the treated group and 
1483 households in the control group. The following 
Table 1 is variables definition. 

Y

4.2. Statistical Analysis 

In this research, R software of version 3.0.0 and Match- 
ing package are used for the analysis. Firstly, the sample 
statistical description and the mean differences are cal- 
culated with an unpaired Welch Two Sample t-test and 
are presented in Table 2. For the purpose of finding out 
the most optimal match for each treated observation, we 
set up a series models, Model-1 for the MD Matching, 
Model-2 for the PS Matching, Model-3 for the combina- 
tion of MD and PS Matching and the last Model-4 for the 
GenMatch without PS. In each model we match with 
replacement and one-to-one match because allowing re- 
placement reduces bias. 

As is shown in Table 2, totally 27.6 percent modeled 
sample households participated in training in 2006. Per 
capita annual net income of treated group is significant 
higher than which of control group observations and in- 
creases from 2006 to 2007. For the highest education 
level, 56.5 percent of training participants attended junior 
high school but 47.1 percent for the control group and 
their difference is 9.4 percent which is significant. We 
can obtain abundant of information from Table 2, but the 
most important thing is, the pre-match mean differences 
are statistical significant between the treated group and  

Open Access                                                                                             OJS 



J. C. XIE, X. X. LI 

Open Access                                                                                             OJS 

402 

  
Table 1. Variables definition. 

Variables Definition 

Y Per capita annual net income in 2007 and take logarithm 

Lin06 Per capita annual net income in 2006 and take logarithm 

Edu 
Highest education levels, Edu5 for college and above, Edu4 for special technical school or senior high school, Edu3 for  
junior high school, Edu2 for and Edu1 for illiteracy 

T Binary variable for participation in training, 1 indicate participation, 0 otherwise 

Lnassets Capital assets of farming per capita, take logarithm 

Cadre Binary variable, 1 indicate household with village official family members 

Emlabor Number of labor force that is migrating into other sectors or other areas 

Burden Calculated by (Residents- Labor)/Labor 

Min Binary variable, 1 indicate a minority group village, 0 otherwise 

Geo Topography indicator, Geo1 for plains, Geo2 for hills and Geo3 for mountains 

Dis 
Distance between village and county, Dis5 for distance more than 20 kilometers, Dis4 for distance between 10 and 20 kilometers,  
Dis3 for distance 10 kilometers, Dis2 for distance between 2 and 5 kilometers, Dis1 for less than 2 kilometers 

Vitr06 Average ratio of the participants at a village level 

 
Table 2. Sample statistical description and mean differences. 

Total Sample Treated Group Control Group  

Mean Std.Dev. Mean Std.Dev. Mean Std.Dev. Mean Difference Variables 

Obs = 2053 Obs = 570 Obs = 1483  

Y 7.590 0.737 7.942 0.714 7.455 0.701 0.487 *** 

Lin06 7.444 0.741 7.758 0.695 7.324 0.723 0.434 *** 

Edu1 0.044 0.206 0.009 0.093 0.058 0.234 −0.049 *** 

Edu2 0.297 0.457 0.168 0.375 0.347 0.476 −0.178 *** 

Edu3 0.497 0.500 0.565 0.496 0.471 0.499 0.094 *** 

Edu4 0.151 0.358 0.235 0.424 0.119 0.324 0.116 *** 

Edu5 0.011 0.103 0.023 0.149 0.006 0.078 0.017 *** 

T 0.276 0.448 -- -- -- -- 1.000 *** 

Lnassets 6.185 2.131 6.977 1.993 5.880 2.105 1.097 *** 

Cadre 0.105 0.306 0.163 0.37 0.082 0.275 0.081 *** 

Emlabor 0.122 0.445 0.179 0.503 0.100 0.419 0.079 *** 

Burden 0.626 0.603 0.529 0.532 0.663 0.624 −0.134 *** 

Min 0.755 0.430 0.521 0.500 0.845 0.362 −0.324 *** 

Geo1 0.151 0.358 0.314 0.465 0.088 0.283 0.226 *** 

Geo2 0.123 0.328 0.247 0.432 0.075 0.263 0.173 *** 

Geo3 0.727 0.446 0.439 0.497 0.837 0.369 −0.399 *** 

Dis1 0.009 0.093 0.004 0.059 0.011 0.103 −0.007 

Dis2 0.039 0.195 0.040 0.197 0.039 0.194 0.001 

Dis3 0.068 0.251 0.154 0.362 0.034 0.182 0.120 *** 

Dis4 0.150 0.357 0.228 0.420 0.120 0.325 0.108 *** 

Dis5 0.734 0.442 0.574 0.495 0.796 0.403 −0.222 *** 

Vitr06 0.278 0.407 0.695 0.319 0.038 0.099 0.657 *** 

N  ote: Significant codes: ‘***’ 0.001; ‘**’ 0.01; ‘*’ 0.05; ‘.’ 0.1; ‘ ’ 1. 



J. C. XIE, X. X. LI 403

 
the control group among most covariates except Dis1 and 
Dis 2. 

4.3. Empirical Results 

Before comparing each model, we need to estimate pro- 
pensity score. As is mentioned before, we choose Logit 
model to estimate the propensity score and all coeffi- 
cients estimation presented in Table 3. All the variables 
in Table 3 are the determinants of the probability of par- 
ticipating in training. 

The match balance results of each model which checks 
whether the results of match have achieved balance on a 
set of covariance are reported in Tables 4 and 5. For 
each covariance, kinds of tests and statistics are calcu-
lated, i.e. t-test, univariate and multivariate Kolmogorov- 
Smirnov (KS) tests and a variety of empirical-QQ plots 
statistics [28]. But only t-test p-value is reported before 
and after matching in our study, since for dummy vari-
ables, the KS tests results are not provided by the R 
software and they are the equivalent to the results from 
t-tests.  

The balance results make clear that, each model suc- 
ceed in reducing covariance differences between the 
treated and control group at different degrees. Take the 
Lin06 variable as an example, the balance of it has been 
 

Table 3. Results of logit model. 

Variables Coefficient Std. Error 

Intercept −9.89876*** 1.21610 

Lin06 0.53888*** 0.08778 

Edu2 0.70096 0.49156 

Edu3 1.21421* 0.48353 

Edu4 1.65044*** 0.49761 

Edu5 2.59881*** 0.68397 

Lnassets 0.24419*** 0.03487 

Cadre 0.26776 0.18417 

Emlabor 0.10044 0.13294 

Burden −0.00799 0.10382 

Min1 −0.85054*** 0.15041 

Geo2 −0.19314 0.20795 

Geo3 −1.26714*** 0.84592 

Dis2 2.79108** 0.86386 

Dis3 4.51532*** 0.84592 

Dis4 3.17671*** 0.82175 

Dis5 3.54656*** 0.82854 

Vitr06 0.26547. 0.14300 

Note: Significant codes: ‘***’ 0.001; ‘**’ 0.01; ‘*’ 0.05; ‘.’ 0.1; ‘ ’ 1. 

made better by matching. The mean difference is 0.4341 
with a p-value of 0.0000 which is statistic significant 
before matching. After matching, this difference de- 
creases largely in each model and changes to not signifi- 
cant except in Model-1 with the t-test p-value of 0.006. 
Edu2 variable is balanced after matching in each model, 
which is what we expected; unfortunately this not hap- 
pened to every variable. Dis2 variable has been made 
worse by MD Matching. Before matching, the mean dif- 
ference is 0.0012 with a p-value of 0.8979, but after 
matching this mean difference changes to -0.0368 with a 
p-value of 0.0000 at 0.1 percent significant level. We can 
check all the balance statistics for every variable fol- 
lowed by the same logic. Then we summarized the com- 
parison result in Table 6. 

From Table 6, we can see that, there are totally 20 
variables in each model. After matching, there are 14, 3, 
13 and 8 variables still imbalanced in each model respec- 
tively. In all cases, Model-2 of PS Matching performs 
with a better balance result than the other three models, 
since only 3variables still imbalanced after matching, 
1variable at the significant level of 5 percent and another 
2 variables at the significant level of 1 percent. The re-
sults of Model-3 indicates that, combined PS Matching 
with MD Matching make improvement compared with 
Model-1, but not so remarkable in this case study. Gen-
Match make greater progress than the MD Matching, 
only 2 variables are still significant imbalanced after 
matching at the level of 0.1 percent versus 8 variables in 
Model-1. 

After matching, the three mean treatment parameters 
of ATE, TT and TUT and their standard errors are esti- 
mated. The results are summarized in Table 7. 

As is shown in Table 7, all ATE, TT and TUT estima- 
tions are positive and statistical significant in four mod- 
els. We observe that all three parameters estimation from 
MD Matching, MD and PS Matching and Genetic 
Matching are over 20 percent except PS Matching. For 
TT, the average income difference by treatment status for 
these farm households who are actually treated is 29.56 
percent by MD Matching method, 24.92 percent and 
27.35 percent for Model-3 Matching and Model-4 
Matching respectively, but only 18.99 percent by the PS 
Matching method. In each model, the common result of 

indicates that the rural labor force 
transfer training program is well-directed.  
TUT < ATE < TT

From Table 6, we know that the PS Matching per- 
forms with an excellent balance result than the other 
three models. Under this method, TT is 18.99 percent. 
Compared with this result, the other three matching 
methods may overestimate the results. 

Despite large differences among estimation results by 
different matching method, from Table 7, we conclude 
that, firstly, the positive estimation results demonstrate     
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Table 4. Description of the matching balance statistics for Model-1 and Model-2. 

Model-1: MD Matching Model-2:PS Matching 
Coefficients 

Before Match After Match Before Match After Match 

Lin06 Mean Difference 0.4341*** 0.0507** 0.4341*** −0.0307 

 t-test p-value <2.22e-16 0.0059 <2.22e-16 0.4167 

Edu2 Mean Difference −0.1782*** −0.0070 −0.1782*** 0.0286 

 t-test p-value <2.22e-16 0.3173 <2.22e-16 0.1644 

Edu3 Mean Difference 0.0942*** −0.0737*** 0.0942*** −0.0351 

 t-test p-value 0.0001 2.86e-06 0.0001 0.2171 

Edu4 Mean Difference 0.1164*** 0.0561*** 0.1164*** −0.0015 

 t-test p-value 4.69e-09 0.0003 4.69e-09 0.9507 

Edu5 Mean Difference 0.0167* 0.0211*** 0.0167* 0.0067 

 t-test p-value 0.0111 0.0005 0.0111 0.3934 

Lnassets Mean Difference 1.0969*** 0.1469*** 1.0969*** −0.1413 

 t-test p-value <2.22e-16 0.0005 <2.22e-16 0.1352 

Cadre Mean Difference 0.0809*** 0.0035 0.0809*** −0.0328 

 t-test p-value 2.48e-06 0.1571 2.48e-06 0.1327 

Emlabor Mean Difference 0.0785*** 0.0246** 0.0785*** −0.0446 

 t-test p-value 0.0010 0.0017 0.0010 0.1568 

Burden Mean Difference −0.1344*** 0.0442*** −0.1344*** 0.0777* 

 t-test p-value 1.23e-06 0.0002 1.23e-06 0.0120 

Min1 Mean Difference −0.3239*** −0.0035 −0.3239*** −0.0235 

 t-test p-value <2.22e-16 0.3173 <2.22e-16 0.3212 

Geo2 Mean Difference 0.1725*** 0.0333* 0.1725*** 0.0172 

 t-test p-value <2.22e-16 0.0239 <2.22e-16 0.2474 

Geo3 Mean Difference −0.3989*** −0.0228* −0.3989*** 0.0191 

 t-test p-value <2.22e-16 0.0277 <2.22e-16 0.3192 

Dis2 Mean Difference 0.0012 −0.0368*** 0.0012 −0.0088 

 t-test p-value 0.8979 2.33e-05 0.8979 0.4744 

Dis3 Mean Difference 0.1200*** 0.1158*** 0.1200*** 0.0566** 

 t-test p-value 1.29e-13 <2.22e-16 1.29e-13 0.0011 

Dis4 Mean Difference 0.1080*** −0.1105*** 0.1080*** −0.0583* 

 t-test p-value 4.10e-08 3.03e-12 4.10e-08 0.0232 

Dis5 Mean Difference −0.2220*** 0.0351** −0.2220*** 0.0118 

 t-test p-value <2.22e-16 0.0020 <2.22e-16 0.6540 

Vitr06 Mean Difference 0.657*** 0.0189* 0.657*** −0.0189 

 t-test p-value <2.22e-16 0.0113 <2.22e-16 0.4432 

Note: (1) e-16 means 10−16; (2) Significant codes: ‘***’ 0.001; ‘**’ 0.01; ‘*’ 0.05; ‘.’ 0.1; ‘ ’ 1. 
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Table 5. Description of the matching balance statistics for Model-3 and Model-4. 

Model-3: MD and PS Matching Model-4:Genetic Matching 
Coefficients 

Before Match After Match Before Match After Match 

Lin06 Mean Difference 0.4341*** 0.0209 0.4341*** 0.0070 

 t-test p-value <2.22e-16 0.2710 <2.22e-16 0.4403 

Edu2 Mean Difference −0.1782*** 0.0000 −0.1782*** −0.0053 

 t-test p-value <2.22e-16 1.0000 <2.22e-16 0.1796 

Edu3 Mean Difference 0.0942*** −0.0579*** 0.0942*** −0.0211* 

 t-test p-value 0.0001 0.0003 0.0001 0.0231 

Edu4 Mean Difference 0.1164*** 0.0333* 0.1164*** 0.0123 

 t-test p-value 4.69e-09 0.0345 4.69e-09 0.2086 

Edu5 Mean Difference 0.0167* 0.0211*** 0.0167* 0.0123* 

 t-test p-value 0.0111 0.0005 0.0111 0.0345 

Lnassets Mean Difference 1.0969*** 0.1435*** 1.0969*** 0.0431. 

 t-test p-value <2.22e-16 0.0010 <2.22e-16 0.0958 

Cadre Mean Difference 0.0809*** 0.0053. 0.0809*** 0.0105 

 t-test p-value 2.48e-06 0.0830 2.48e-06 0.5988 

Emlabor Mean Difference 0.0785*** 0.0176* 0.0785*** 0.0070* 

 t-test p-value 0.0010 0.0251 0.0010 0.0452 

Burden Mean Difference −0.1344*** 0.0539*** -0.1344*** 0.0202 

 t-test p-value 1.23e-06 2.74e-05 1.23e-06 0.5098 

Min1 Mean Difference −0.3239*** −0.0018 −0.3239*** −0.0421** 

 t-test p-value <2.22e-16 0.5638 <2.22e-16 0.0016 

Geo2 Mean Difference 0.1725*** 0.0561*** 0.1725*** 0.0176** 

 t-test p-value <2.22e-16 0.0006 <2.22e-16 0.0074 

Geo3 Mean Difference −0.3989*** −0.0088 −0.3989*** −0.0053 

 t-test p-value <2.22e-16 0.3173 <2.22e-16 0.1796 

Dis2 Mean Difference 0.0012 −0.0105. 0.0012 −0.0105 

 t-test p-value 0.8979 0.0575 0.8979 0.2888 

Dis3 Mean Difference 0.1200*** 0.0579*** 0.1200*** 0.1035*** 

 t-test p-value 1.29e-13 5.62e-09 1.29e-13 3.18e-10 

Dis4 Mean Difference 0.1080*** −0.0842*** 0.1080*** −0.1105*** 

 t-test p-value 4.10e-08 5.89e-09 4.10e-08 2.60e-07 

Dis5 Mean Difference −0.2220*** 0.0404*** −0.2220*** 0.0211 

 t-test p-value <2.22e-16 0.0006 <2.22e-16 0.261 

Vitr06 Mean Difference 0.657*** 0.0219** 0.657*** −0.0114 

 t-test p-value <2.22e-16 0.0041 <2.22e-16 0.5921 

Note: (1) e-16 means 10−16; (2) Significant codes: ‘***’ 0.001; ‘**’ 0.01; ‘*’ 0.05; ‘.’ 0.1; ‘ ’ 1. 
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Table 6. Balance checking result. 

  Model-1 Model-2 Model-3 Model-4 

Total number of variables 20 20 20 20 

Variables which significant before 18 18 18 18 

Variables which still significant after 14 3 13 8 

0.1(.) 0 0 2 1 

0.05(*) 3 1 2 3 

0.01(**) 3 2 1 2 
Significant level 

0.001(***) 8 0 8 2 

 
Table 7. ATE, TT and TUT estimation results. 

 ATE TT TUT 

0.2533*** 0.2956*** 0.2375*** 
Model-1: MD Matching 

(0.0489) (0.0515) (0.0585) 

0.1833** 0.1899** 0.1809* 
Model-2: PS Matching 

(0.0543) (0.0540) (0.0662) 

0.2237*** 0.2482*** 0.2146** 
Model-3: MD and PS Matching 

(0.0499) (0.0522) (0.0604) 

0.2415*** 0.2735*** 0.2281** 
Model-4: Genetic Matching 

(0.0499) (0.0486) (0.0626) 

Note: (1)Numbers in parentheses are Abadie-Imbens (AI) standard error; (2) Significant codes: ‘***’ 0.001; ‘**’ 0.01; ‘*’ 0.05; ‘.’ 0.1; ‘ ’ 1. 

 
that the rural labor force training program is effective. 
Secondly, highest TT value illustrates that the rural labor 
force training program is well-directed. 

participants are treated, their income will increase. Using 
our data set, positive ATE, TT and TUT estimations and 
the largest TT values, demonstrates that the rural labor 
force training program is effective and well-directed in 
Honghe Prefecture and Dehong Prefecture. 5. Concluding Remarks 

Our empirical study also provides a good example of 
using series matching methods. We compared four dif- 
ferent matching methods for estimation rural labor force 
training program policy treatment effects on our sample 
data and showed the balance checking results with paired 
t-test p-value. In this empirical study, the Propensity 
Score Matching reduced imbalance mostly while this 
conclusion may be inconsistent with other literature. Ac- 
cording to Sekhon, Genetic matching with a genetic 
search algorithm can directly optimize covariate balance 
even without the propensity score [28,29]. Sekhon esti-
mated TT by Propensity Score Matching and Genetic 
Matching without propensity score methods using 
Lalonde experimental data. In his research, Genetic 
Matching is performed with better balance than Propen-
sity Score Matching. This discrepancy conclusion may 
be caused by the diverse propensity score model and dif-
ferent constitution of co-variances. Different models give 
rise to different balance results and it is hard to obtain a 
correct propensity score model. So we suggest that it is 
better using a series of matching methods to estimate 

In this study, we use micro data obtained from China’s 
Rural Household Survey (RHS) of Honghe Prefecture 
and Dehong Prefecture in Yunnan province, to estimate 
the Rural Labor Force Training Program effects in the 
autonomous minority nationality areas in southwestern 
frontier region of China. 

We set up four models with different matching method, 
and in each model, three treatment effects specified as 
ATE, TT and TUT are estimated and the results an-
swered the primary question which was proposed at the 
beginning of section 3 that, what is the difference be-
tween participants’ post-program income and the income 
that they would have received if they haven’t participated 
in training. The average TT value shows that partici-
pants’ income will lose approximately 25.18 percent if 
they were not participating in training. Under each esti-
mation method, people who participated in training gain 
the most and gain more than those who are randomly 
selected if they participated. TUT estimations are less 
than ATE and TT in each model, and clarify that if non-  
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treatment effects and combining their advantages, rather 
than only one matching method. 
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