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#### Abstract

In this work, we studied the performance of modified techniques of Adomian method applied to non-linear Volterra integral equations of the second kind. This study shows that the modified techniques are reliable, efficient and easy to use through recursive relations that involve simple integrals. Furthermore, we found that the right choice and the proper implementation of the modified techniques reduce the computational difficulties and increase the speed of convergent, comparing with the standard Adomian method.
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## 1. Introduction

In recent years, many works have been focusing on the developing and applying of advanced and efficient methods for integral equations such as implicitly linear collocation methods [1], product integration method [2], Her-mite-type collocation method [3] and analytical (semianalytical) techniques such as Adomian decomposition method $[4,5]$. In this work, we investigate the performance of modified techniques of Adomian decomposition method applied to non-linear Volterra integral equations of the second kind. This type of integral equations has the following form

$$
\begin{equation*}
u(x)=f(x)+\int_{0}^{x} k(x, t) F(u(t)) \mathrm{d} t . \tag{1.1}
\end{equation*}
$$

Equation (1.1) represents a nonlinear Volterra integral equation of second kind with unknown function $u(x)$ and $F(u)$ is a non-linear function of $u(x)$, and we assumed that, the kernel $k(x, t)$ and the function $f(x)$ are analytical functions on $R^{2}$ and $R$, respectively. Hence, Equation (1.1) classifies as a linear Volterra integral equation of second kind if $F(u)$ is a linear function of the unknown function $u(x)$.

## 2. Standard Adomian Method

The standard technique for the non-linear integral Equation (1.1), starts by decomposing $u(x)$ into $u_{0}, u_{1}, u_{2}, \cdots$,
and assuming that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\{\sum_{i=0}^{n} u_{i}(x)\right\}=u(x) . \tag{2.1}
\end{equation*}
$$

For the non-linear function $F(u)$, we set

$$
\begin{equation*}
F(u)=\sum_{n=0}^{\infty} A_{n} \tag{2.2}
\end{equation*}
$$

In (2.2), $A_{n},(n \geq 0)$ are special polynomials known as Adomian polynomials. In ref. [6], close formulas of these polynomials, for any non-linear function $F(u)$, introduced in the terms of the Kronecker delta $\delta_{n, m}$. With $A_{0}=F\left(u_{0}\right)$, these formulas for $n=1,2, \cdots$ read

$$
\begin{equation*}
A_{n}=\sum_{v=1}^{n} H_{v} \frac{\mathrm{~d}^{\nu} F\left(u_{0}\right)}{\mathrm{d} u_{0}^{\nu}}, \tag{2.3}
\end{equation*}
$$

where

$$
H_{v}=\frac{1}{v!} \sum_{i_{1,2}, \cdots, \cdots, i_{i=1}}^{n+1-v} \delta_{n, i_{1}+i_{2}+\cdots+i_{v}} u_{i_{1}} u_{i_{2}} \cdots u_{i_{v}}
$$

Now Equation (1.1) becomes,

$$
\begin{equation*}
\sum_{n=0}^{\infty} u_{n}(x)=f(x)+\int_{0}^{x}\left(k(x, t) \sum_{n=0}^{\infty} A_{n}\left(u_{0}, u_{1}, \cdots, u_{n}\right)\right) \mathrm{d} t, \tag{2.4}
\end{equation*}
$$

Now $u_{0}(x)=f(x)$ and the $u_{i}(x) ;(i=1,2, \cdots)$ can be completely determined by using the recurrent formula

$$
\begin{equation*}
u_{i+1}(x)=\int_{0}^{x} k(x, t) A_{i}\left(u_{0}(t), u_{1}(t), \cdots, u_{i}(t)\right) \mathrm{d} t \tag{2.5}
\end{equation*}
$$

Consequently the solution of the integral Equation (1.1), in a series form, can be immediately determined by using (2.5).

Recently, ref. [7] claims that the choice of the initial data $u_{0}(x)$ plays an essential rule on improving the performance and the speed of the convergence of the Adomian method. Furthermore, for a complicated func-
tion $f(x)$, we can see immediately from the recurrent Formula (2.5) that the standard Adomian method will encounter computational difficulties. To see that, we applied the recurrent Formula (2.5) on the nonlinear Volterra integral equation

$$
\begin{equation*}
u(x)=\left(x+\frac{1}{5} x^{5}\right)-\int_{0}^{x} t u^{3}(t) \mathrm{d} t \tag{2.6}
\end{equation*}
$$

If we choose $u_{0}(x)=x+x^{5} / 5$, then the other components can be found from (2.5) as follows:

$$
\begin{aligned}
u_{1}(x)= & -\int_{0}^{x} t A_{0}(t) \mathrm{d} t=-\int_{0}^{x} t\left(t+\frac{1}{5} t^{5}\right)^{3} \mathrm{~d} t=-\frac{1}{5} x^{5}-\frac{1}{15} x^{9}-\frac{3}{325} x^{13}-\frac{1}{2125} x^{17} \\
u_{2}(x)= & -\int_{0}^{x} t A_{1}(t) \mathrm{d} t=-\int_{0}^{x} 3 t\left(t+\frac{1}{5} t^{5}\right)^{2}\left(-\frac{1}{5} t^{5}-\frac{1}{15} t^{9}-\frac{3}{325} t^{13}-\frac{1}{2125} t^{17}\right) \mathrm{d} t \\
= & \frac{x^{9}}{15}+\frac{11 x^{13}}{325}+\frac{214 x^{17}}{27625}+\frac{566 x^{21}}{580125}+\frac{231 x^{25}}{3453125}+\frac{3 x^{29}}{1540625} \\
u_{3}(x)= & -\int_{0}^{x} t A_{2}(t) \mathrm{d} t=-\int_{0}^{x} 3 t\left[\left(t+\frac{1}{5} t^{5}\right)^{2}\left(\frac{1}{15} t^{9}+\frac{11}{325} t^{13}+\frac{214}{27625} t^{17}+\frac{566}{580125} t^{21}+\frac{843}{3453125} t^{25}+\frac{3}{1540625} t^{29}\right)\right. \\
& \left.+\left(t+\frac{1}{5} t^{5}\right)\left(-\frac{1}{5} t^{5}-\frac{1}{15} t^{9}-\frac{3}{325} t^{13}-\frac{1}{2125} t^{17}\right)^{2}\right] \mathrm{d} t
\end{aligned}
$$

Note that, with the help of the Mathematica Packages, we can deduce that these calculations will lead to the exact solution $u(x)=x$, which is quit hard to see immediately from the above calculations.

## 3. Modified Techniques

To reduce the computational difficulties of the standard method and accelerate the convergence of this method, we introduce modified techniques of the standard Adomian method [8,9].

## First Modified Technique:

In the first modified technique, we assume that the function $f(x)$ can be split as follows

$$
\begin{equation*}
f(x)=f_{1}(x)+f_{2}(x) . \tag{3.1}
\end{equation*}
$$

Based on this assumption, we can introduce a slight change for the choice of the components $u_{0}$ and $u_{1}$ as following

$$
\begin{align*}
& u_{0}(x)=f_{1}(x) \\
& u_{1}(x)=f_{2}(x)+\int_{0}^{x} k(x, t) A_{0}(t) \mathrm{d} t  \tag{3.2}\\
& u_{n+1}(x)=\int_{0}^{x} k(x, t) A_{n}(t) \mathrm{d} t, n \geq 1 .
\end{align*}
$$

As we will see in the next section, this change reduces, the computational difficulties of finding other compo-
nents and accelerate the convergence of the standard Adomian method procedure. Furthermore, the improvement of the standard Adomian decomposition method, uses the first modified recursive Formula (3.2), depends mainly on the splitting (3.1). In addition, we recommend, to apply the first modified technique, when $f(x)$ is given in term of a polynomial or a combination of polynomial and trigonometric, or transcendental, functions.

Second Modified Technique:
The main idea of the second modified technique is replacing the non-homogeneous function $f(x)$ by a series of infinite components. Ref. [9] expresses $f(x)$ in term of the Taylor series and introduces the recursive formula

$$
\begin{align*}
& u_{0}(x)=f_{0}(x), \\
& u_{n+1}(x)=f_{n+1}(x)+\int_{0}^{x} k(x, t) A_{n}(t) \mathrm{d} t, \tag{3.3}
\end{align*}
$$

$$
n \geq 0
$$

In (3.3), $f_{i}(x) ;(i=0,1, \cdots, n)$ represents the Taylor series components of $f(x)$. Note that, it is easily to observe that the second modified recursive Formula (3.3) minimizes the size of the calculations which produced in the standard Adomian decomposition method. In addition, it is clear that the reduction in each iteration of (3.3), will ease the construction of Adomian polynomials for the non-linear term.

## 4. Comparison Study

In this section, we compare the modified techniques against the standard Adomian decomposition method. To do that, let us study the following examples of non-linear Volterra integral equations.
Example 1: Consider the nonlinear Volterra integral equation

$$
\begin{equation*}
u(x)=\sec x+\tan x-\int_{0}^{x} u^{2}(t) \mathrm{d} t . \tag{4.1}
\end{equation*}
$$

To investigate the first modified technique, we split $f(x)$ into two parts, say

$$
\begin{equation*}
f_{0}(x)=\sec x, f_{1}(x)=\tan x \tag{4.2}
\end{equation*}
$$

The modified recursive Formula (3.2) reads

$$
\begin{aligned}
u_{0}(x) & =\sec x \\
u_{1}(x) & =\tan x-\int_{0}^{x} A_{0}(t) \mathrm{d} t=\tan x-\int_{0}^{x} u_{0}^{2}(t) \mathrm{d} t \\
& =\tan x-\int_{0}^{x} \sec ^{2} t \mathrm{~d} t=0
\end{aligned}
$$

This implies $u_{n+1}(x)=\int_{0}^{x} A_{n}(t) \mathrm{d} t=0$, for $n \geq 1$. This leads to the exact solution $u(x)=\sec x$ and hence by deploying the right splitting of $f(x)$, we can avoid the calculation difficulties of Adomian polynomials required for the non-linear term as we will see later.

To investigate the second modified technique, let us first expand the function $f(x)$ in term of Taylor series expansion. This reads

$$
\begin{equation*}
f(x)=1+x+\frac{1}{2} x^{2}+\frac{1}{3} x^{3}+\frac{5}{24} x^{4}+\frac{2}{15} x^{5}+\frac{61}{720} x^{6}+\frac{17}{315} x^{7}+\cdots \tag{4.3}
\end{equation*}
$$

Next, the second modified recursive Formula (3.3) gives

$$
\begin{align*}
& u_{0}(x)=1 \\
& u_{1}(x)=x-\int_{0}^{x} u_{0}^{2}(t) \mathrm{d} t=0 \\
& u_{2}(x)=\frac{1}{2} x^{2}-\int_{0}^{x} 2 u_{0}(t) u_{1}(t) \mathrm{d} t=\frac{1}{2} x^{2}  \tag{4.4}\\
& u_{3}(x)=\frac{1}{3} x^{3}-\int_{0}^{x}\left(2 u_{0}(t) u_{2}(t)+u_{1}^{2}(t)\right) \mathrm{d} t=0 \\
& u_{4}(x)=\frac{5}{24} x^{4}-\int_{0}^{x}\left(2 u_{0}(t) u_{3}(t)+2 u_{1}(t) u_{2}(t)\right) \mathrm{d} t=\frac{5}{24} x^{4}
\end{align*}
$$

This leads to

$$
\begin{equation*}
u(x)=1+\frac{1}{2} x^{2}+\frac{5}{24} x^{4}+\frac{61}{720} x^{6}+\frac{277}{8064} x^{8}+\cdots=\sum_{n=0}^{\infty} \frac{(-1)^{n}}{(2 n)!} E_{2 n} x^{2 n} \tag{4.5}
\end{equation*}
$$

This is the Taylor series expansion of $\sec x$, where $E_{n}$ represents the $n^{\text {th }}$ Euler number. This study shows that the second modified technique eases the construction of Adomian polynomials for the non-linear term and hence reduces each term of the recursive Formula (3.3). This
also shows that the second modified technique, for some cases, improves the performance of the standard method.

To investigate the performance of the standard Adomian method, we use the recurrent Formula (2.5). For the integral Equation (4.1), this reads

$$
\begin{align*}
& u_{0}(x)=\sec x+\tan x \\
& u_{1}(x)=-\int_{0}^{x} A_{0}(t) \mathrm{d} t=-\int_{0}^{x}(\sec t+\tan t)^{2} \mathrm{~d} t=-2 \tan x-2 \sec x+x+2  \tag{4.6}\\
& u_{2}(x)=-\int_{0}^{x} A_{1}(t) \mathrm{d} t=-\int_{0}^{x} 2 u_{1}(t) u_{0}(t) \mathrm{d} t=-\int_{0}^{x} 2(-2 \tan t-2 \sec t+t+2)(\sec t+\tan t) \mathrm{d} t
\end{align*}
$$

This leads to computational difficulties.

Example 2: Consider the nonlinear Volterra integral equation

$$
\begin{equation*}
u(x)=\mathrm{e}^{x}-\frac{1}{3} x \mathrm{e}^{x}+\frac{1}{3} x+\int_{0}^{x} x u^{3}(t) \mathrm{d} t \tag{4.7}
\end{equation*}
$$

To investigate the performance of the standard Adomian method, we use the recurrent Formula (2.5). For the integral Equation (4.7), this reads

$$
\begin{aligned}
u_{0}(x)= & \mathrm{e}^{x}-\frac{1}{3} x \mathrm{e}^{3 x}+\frac{1}{3} x \\
u_{1}(x)= & \int_{0}^{x} x A_{0}(t) \mathrm{d} t=\int_{0}^{x} x\left[\mathrm{e}^{t}-\frac{1}{3} t \mathrm{e}^{3 t}+\frac{1}{3} t\right]^{3} \mathrm{~d} t \\
= & -\frac{6309953837}{8101522800} x+\frac{2 x \mathrm{e}^{x}}{3}-\frac{x \mathrm{e}^{2 x}}{4}+\frac{83 x \mathrm{e}^{3 x}}{243}-\frac{x e^{4 x}}{48}+\frac{x e^{5 x}}{25}-\frac{x e^{6 x}}{1944}+\frac{2 x e^{7 x}}{1029}+\frac{2 x e^{9 x}}{59049}-\frac{2 x^{2} \mathrm{e}^{x}}{3} \\
& +\frac{x^{2} \mathrm{e}^{2 x}}{2}-\frac{2 x^{2} \mathrm{e}^{3 x}}{81}+\frac{x^{2} \mathrm{e}^{4 x}}{12}-\frac{x^{2} \mathrm{e}^{5 x}}{5}+\frac{x^{2} \mathrm{e}^{6 x}}{324}-\frac{2 x^{2} \mathrm{e}^{7 x}}{147}-\frac{2 x^{2} \mathrm{e}^{9 x}}{6561}+\frac{x^{3} \mathrm{e}^{x}}{3}+\frac{x^{3} \mathrm{e}^{3 x}}{27}-\frac{x^{3} \mathrm{e}^{4 x}}{6} \\
& -\frac{x^{3} \mathrm{e}^{6 x}}{108}+\frac{x^{3} \mathrm{e}^{7 x}}{21}+\frac{x^{3} \mathrm{e}^{9 x}}{729}-\frac{x^{4} \mathrm{e}^{3 x}}{27}+\frac{x^{4} \mathrm{e}^{6 x}}{54}-\frac{x^{4} \mathrm{e}^{9 x}}{243}+\frac{x^{5}}{108}
\end{aligned}
$$

To apply the first modified technique, we split $f(x)$ into two parts, say

$$
\begin{equation*}
f_{0}(x)=\mathrm{e}^{x}, \quad f_{1}(x)=-\frac{1}{3} x \mathrm{e}^{3 x}+\frac{1}{3} x \tag{4.9}
\end{equation*}
$$

The modified recursive Formula (3.2) reads

$$
\begin{align*}
u_{0}(x) & =\mathrm{e}^{x} \\
u_{1}(x) & =-\frac{1}{3} x \mathrm{e}^{3 x}+\frac{1}{3} x+\int_{0}^{x} x A_{0}(t) \mathrm{d} t  \tag{4.10}\\
& =-\frac{1}{3} x \mathrm{e}^{3 x}+\frac{1}{3} x+\int_{0}^{x} x u_{0}^{3}(t) \mathrm{d} t=0
\end{align*}
$$

$$
u_{0}(x)=1
$$

$$
u_{1}(x)=x+\int_{0}^{x} x u_{0}^{3}(t) \mathrm{d} t=x+x^{2}
$$

$$
u_{2}(x)=-\frac{1}{2} x^{2}+\int_{0}^{x} x\left[3 u_{0}^{2}(t) u_{1}(t)\right] \mathrm{d} t=-\frac{1}{2} x^{2}+\int_{0}^{x} x\left[3\left(t+t^{2}\right)\right] \mathrm{d} t=-\frac{1}{2} x^{2}+\frac{3}{2} x^{3}+x^{4}
$$

$$
u_{3}(x)=-\frac{4}{3} x^{3}+\int_{0}^{x} x\left(3 u_{0}^{2}(t) u_{2}(t)+3 u_{0}(t) u_{1}^{2}(t)\right) \mathrm{d} t=-\frac{4}{3} x^{3}+\int_{0}^{x} 3 x\left[\left(-\frac{t^{2}}{2}+\frac{3}{2} t^{3}+t^{4}\right)+\left(t+t^{2}\right)^{2}\right] \mathrm{d} t
$$

$$
\begin{equation*}
=-\frac{4}{3} x^{3}+\frac{1}{2} x^{4}+\frac{21}{8} x^{5}+\frac{6}{5} x^{6} \tag{4.13}
\end{equation*}
$$

$$
u_{4}(x)=-\frac{35}{24} x^{4}+\int_{0}^{x} x\left(3 u_{0}^{2} u_{3}+6 u_{0} u_{1} u_{2}+u_{1}^{3}\right) \mathrm{d} t
$$

$$
=-\frac{35}{24} x^{4}+\int_{0}^{x} x\left[3\left(-\frac{4}{3} t^{3}+\frac{1}{2} t^{4}+3 t^{5}+\frac{6}{5} t^{6}\right)+6\left(t+t^{2}\right)\left(-\frac{1}{2} t^{2}+\frac{3}{2} t^{3}+t^{4}\right)+\left(t+t^{2}\right)^{3}\right] \mathrm{d} t
$$

$$
=-\frac{35}{24} x^{4}-\frac{3}{2} x^{5}+\frac{21}{10} x^{6}+\frac{69}{16} x^{7}+\frac{53}{35} x^{8}
$$

This leads to the Taylor series of the exact solution $\mathrm{e}^{x}$.
Example 3: Consider the non-linear Volterra integral equation

$$
\begin{align*}
u(x)= & \sin x+\frac{1}{8} \sin (2 x) \\
& -\frac{1}{4} x+\frac{1}{2} \int_{0}^{x} u^{2}(t) \mathrm{d} t . \tag{4.15}
\end{align*}
$$

To investigate the performance, we first apply the modified technique. To do that, we split $f(x)$ into two parts, as

$$
\begin{align*}
& f_{0}(x)=\sin x \\
& f_{1}(x)=\frac{1}{8} \sin (2 x)-\frac{x}{4} \tag{4.16}
\end{align*}
$$

The modified recursive Formula (3.2) gives

$$
\begin{align*}
& u_{0}(x)=\sin x \\
& u_{0}(x)=x \\
& u_{1}(x)=-\frac{x^{3}}{3}+\frac{1}{2} \int_{0}^{x} A_{0}(t) \mathrm{d} t=-\frac{x^{3}}{3}+\frac{1}{2} \int_{0}^{x} u_{0}^{2} \mathrm{~d} t=-\frac{x^{3}}{3}+\frac{1}{2} \int_{0}^{x} t^{2} \mathrm{~d} t=-\frac{1}{3!} x^{3} \\
& u_{2}(x)=\frac{x^{5}}{24}+\frac{1}{2} \int_{0}^{x} A_{1}(t) \mathrm{d} t=\frac{x^{5}}{24}+\frac{1}{2} \int_{0}^{x} 2 u_{0} u_{1} \mathrm{~d} t=\frac{x^{5}}{24}+\frac{1}{2} \int_{0}^{x} 2 t\left(-\frac{1}{3!} t^{3}\right) \mathrm{d} t=-\frac{1}{5!} x^{5} \\
& u_{3}(x)=-\frac{17}{5040} x^{7}+\frac{1}{2} \int_{0}^{x} A_{2}(t) \mathrm{d} t=-\frac{17}{5040} x^{7}+\frac{1}{2} \int_{0}^{x}\left(2 u_{0} u_{2}+u_{1}^{2}\right) \mathrm{d} t  \tag{4.19}\\
& =-\frac{17}{5040} x^{7}+\frac{1}{2} \int_{0}^{x}\left(2 t\left(\frac{1}{5!} t^{5}\right)+\left(-\frac{1}{3!} t^{3}\right)^{2}\right) \mathrm{d} t=-\frac{1}{7!} x^{7} \\
& u_{4}(x)=\frac{13}{72576} x^{9}+\frac{1}{2} \int_{0}^{x} A_{3}(t) \mathrm{d} t=\frac{13}{72576} x^{9}+\frac{1}{2} \int_{0}^{x}\left(2 u_{0} u_{3}+2 u_{1} u_{2}\right) \mathrm{d} t \\
& =\frac{13}{72576} x^{9}+\frac{1}{2} \int_{0}^{x}\left(2 t\left(-\frac{1}{7!} t^{7}\right)+2\left(-\frac{1}{3!} t^{3}\right)\left(\frac{1}{5!} t^{5}\right)\right) \mathrm{d} t=\frac{1}{9!} x^{9}
\end{align*}
$$

This leads to exact solution $u(x)=\sin x$.
To show the computational difficulties of the standard Adomian method, we use the recurrent Formula (2.5). For the integral Equation (4.15), this reads

$$
\begin{aligned}
u_{0}(x) & =\sin x+\frac{1}{8} \sin (2 x)-\frac{x}{4} \\
u_{1}(x) & =\frac{1}{2} \int_{0}^{x} A_{0}(t) \mathrm{d} t=\frac{1}{2} \int_{0}^{x}\left(\sin t+\frac{1}{8} \sin (2 t)-\frac{t}{4}\right)^{2} \mathrm{~d} t \\
& =\frac{65}{128} x+\frac{1}{96} x^{3}+\frac{x \cos x}{4}+\frac{x \cos 2 x}{64}-\frac{3 \sin x}{16}-\frac{17 \sin (2 x)}{128}-\frac{\sin (3 x)}{48}-\frac{\sin (4 x)}{1024} \\
u_{2}(x) & =\frac{1}{2} \int_{0}^{x} A_{1}(t) \mathrm{d} t=\frac{1}{2} \int_{0}^{x} 2 u_{1}(t) u_{0}(t) \mathrm{d} t \\
& =\int_{0}^{x}\left(\frac{65}{128} t+\frac{1}{48} t^{3}+\frac{t \cos t}{2}+\frac{t \cos 2 t}{32}-\frac{3 \sin t}{8}-\frac{17 \sin (2 t)}{64}-\frac{\sin (3 t)}{24}-\frac{\sin (4 t)}{512}\right)\left(\sin t+\frac{1}{8} \sin (2 t)-\frac{t}{4}\right) \mathrm{d} t
\end{aligned}
$$

This gives

$$
\begin{aligned}
u_{2}= & \frac{-209}{2048} x-\frac{65}{3072} x^{3}-\frac{1}{1920} x^{5}-\frac{95 x \cos x}{256}-\frac{x^{3} \cos x}{96}-\frac{393 x \cos 2 x}{4096}-\frac{x^{3} \cos 2 x}{1536}-\frac{11 x \cos 3 x}{1152}-\frac{5 x \cos 4 x}{16384} \\
& +\frac{7 \sin x}{24}-\frac{x^{2} \sin x}{32}+\frac{8809 \sin 2 x}{98304}-\frac{x^{2} \sin 2 x}{1024}+\frac{1607 \sin 3 x}{55296}+\frac{935 \sin 4 x}{196608}+\frac{11 \sin 5 x}{30720}+\frac{\sin 6 x}{98304}
\end{aligned}
$$

This shows, the computational difficulties of the standard Adomian decomposition method comparing with the modified techniques.

## 5. Conclusion

In this work we showed the accuracy, applicability and simplicity of modified techniques of Adomian method applied to non-linear Volterra integral equations. A compression study against the standard Adomian method showed the applicability and the accuracy of the modified techniques. For the modified techniques, this study showed that the first modified technique requires choosing the right splitting of the function $f(x)$. Hence, by using the right splitting, we can avoid the calculation difficulties of using the Adomian polynomials required for the non-linear term. In addition, this study also showed that the second modified technique overcomes the difficulty of the splitting of the function $f(x)$ and eases the difficulties construction of the Adomian polynomials required for the non-linear term.

## REFERENCES

[1] H. Brunner, "Implicitly Linear Collocation Methods for Nonlinear Volterra Equations," Applied Numerical Mathematics, Vol. 9, No. 3-5, 1992, pp. 235-247. doi:10.1016/0168-9274(92)90018-9
[2] T. Tang, S. McKee and T. Diogo, "Product Integration Methods for an Integral Equation with Logarithmic Sin-
gular Kernel," Applied Numerical Mathematics, Vol. 9, No. 3-5, 1992, pp. 259-266. doi:10.1016/0168-9274(92)90020-E
[3] T. Diogo, S. McKee and T. Tang, "A Hermite-Type Collocation Method for the Solution of an Integral Equation with a Certain Weakly Singular Kernel," IMA Journal of Numerical Analysis, Vol. 11, No. 4, 1991, pp. 595-605. doi:10.1093/imanum/11.4.595
[4] G. Adomian, "The Decomposition Method for Nonlinear Dynamical Systems," Journal of Mathematical Analysis and Applications, Vol. 120, No. 1, 1986, pp. 370-383. doi:10.1016/0022-247X(86)90223-4
[5] G. Adomian, "A Review of the Decomposition Method and Some Recent Results for Nonlinear Equations," Mathematical and Computer Modeling, Vol. 13, No. 7, 1990, pp. 17-43. doi:10.1016/0895-7177(90)90125-7
[6] F. Abdelwahid, "A Mathematical Model of Adomian Polynomials," Applied Mathematics and Computation, Vol. 141, No. 2-3, 2003, pp. 447-453. doi:10.1016/S0096-3003(02)00266-7
[7] F. Abdelwahid, "Adomian Decomposition Method Applied to Nonlinear Integral Equations," Alexandria Journal of Mathematics, Vol. 1, No. 1, 2010, pp. 11-18.
[8] A. Wazwaz, "A Reliable Modification of Adomian Decomposition Method," Applied Mathematics and Computation, Vol. 102, No. 1, 1999, pp. 77-86.
doi:10.1016/S0096-3003(98)10024-3
[9] M. Hosseini, "Adomian Decomposition Method with Chebyshev Polynomials," Applied Mathematics and Computation, Vol. 175, No. 2, 2006, pp. 1685-1693. doi:10.1016/j.amc.2005.09.014

