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#### Abstract

The aim of this study is to give a Legendre polynomial approximation for the solution of the second order linear hyperbolic partial differential equations (HPDEs) with two variables and constant coefficients. For this purpose, Legendre matrix method for the approximate solution of the considered HPDEs with specified associated conditions in terms of Legendre polynomials at any point is introduced. The method is based on taking truncated Legendre series of the functions in the equation and then substituting their matrix forms into the given equation. Thereby the basic equation reduces to a matrix equation, which corresponds to a system of linear algebraic equations with unknown Legendre coefficients. The result matrix equation can be solved and the unknown Legendre coefficients can be found approximately. Moreover, the approximated solutions of the proposed method are compared with the Taylor [1] and Bernoulli [2] matrix methods. All of computations are performed on a PC using several programs written in MATLAB 7.12.0.
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## 1. Introduction

In real world, many fundamental laws of physics and chemistry can be formulated as differential equations. In biology and economics, differential equations are used to model the behavior of complex systems. The mathematical theory of differential equations first developed together with the sciences where the equations had originated and where the results found application. However, diverse problems, sometimes originating in quite distinct scientific fields, may give rise to identical differential equations. Whenever this happens, mathematical theory behind the equations can be viewed as a unifying principle behind diverse phenomena.

As a powerful Mathematical tool for modeling many of natural models in applied sciences, one can refer to partial differential equations (PDEs). In mathematics, a PDE is a differential equation that contains unknown multivariable functions and their partial derivatives. PDEs are used to formulate problems involving functions of several variables, and are usually difficult to solve. So it is necessary applying high accurate numerical methods.

PDEs can be used to describe a wide variety of phenomena such as sound, heat, electrostatics, electrodynamics, fluid flow, or elasticity. These seemingly distinct
physical phenomena can be formalized identically in terms of PDEs, which shows that they are governed by the same underlying dynamic. Just as ordinary differential equations often model one-dimensional dynamical systems, partial differential equations often model multidimensional systems.

Hyperbolic partial differential equations (HPDEs), are one of the most important subclasses of PDEs. Many of the equations of mechanics are hyperbolic, and so the study of hyperbolic equations is of substantial contemporary interest. The solutions of hyperbolic equations are "wave-like." If a disturbance is made in the initial data of a hyperbolic differential equation, then not every point of space feels the disturbance at once. Relative to a fixed time coordinate, disturbances have a finite propagation speed. They travel along the characteristics of the equation. This feature qualitatively distinguishes hyperbolic equations from elliptic and parabolic PDEs.

HPDEs can model the vibrations of structures (e.g. buildings, beams and machines) and are the basis for fundamental equations of atomic physics. Wave equation and Telegraph equation are typical examples of HPDEs. Telegraph equation is commonly used in signal analysis for transmission and propagation of electrical signals and also has applications in other fields (see [3] and the references therein). On the other hand, much attention has
been given in the literature to the development, analysis and implementation for the numerical solution of sec-ond-order HPDEs, especially telegraph equations (see for example [4-7]).

Since the beginning of 1994, the Taylor, Chebyshev, Legendre, Bessel, Hermite, Lagurre and Bernstein matrix methods have been used by Sezer and his coworkers in several papers (see [1] and references therein) to solve linear differential (including HPDEs), Fredholm Volterra integro difference equations and their systems. Yet so far, to the best of our knowledge, a practical matrix method which based on Legendre polynomials have had few results for approximating the solution of linear HPDEs. This partially motivated our interest in such method.

In this paper, in the light of the above-mentioned methods and by means of the matrix relations between the Legendre polynomials and their derivatives, we develop a new approach called the Legendre approximation for solving the second-order linear HPDEs in the form

$$
\begin{align*}
& \alpha \frac{\partial^{2} u}{\partial x^{2}}+\beta \frac{\partial^{2} u}{\partial t \partial x}+\gamma \frac{\partial^{2} u}{\partial t^{2}}+\delta \frac{\partial u}{\partial x}+\eta \frac{\partial u}{\partial t}+\theta u  \tag{1}\\
& =G(x, t), \quad \beta^{2}-4 \alpha \gamma>0
\end{align*}
$$

with the initial conditions

$$
\begin{array}{ll}
u(x, 0)=f(x), & x \in[a, b], \\
\frac{\partial u(x, 0)}{\partial t}=m(x), & x \in[a, b], \tag{2}
\end{array}
$$

and boundary conditions

$$
\begin{array}{ll}
u(a, t)=h(t), & 0<t \leq T, \\
u(a, t)=k(t), & 0<t \leq T \tag{3}
\end{array}
$$

where $\alpha, \beta, \gamma, \delta, \eta$, and $\theta$ are constants. Without loss of generality and for clarity of presentation suppose that $a=b=T=1$. Note that by a simple linear transformation these substitutions could be done.

Now, we assume that the solution of the considered HPDE is approximated as follows

$$
\begin{align*}
& u(x, t) \approx \sum_{r=0}^{N} \sum_{s=0}^{N} a_{r, s} P_{r}(x) P_{s}(t),  \tag{4}\\
& a_{r, s}=(2 r+1)(2 s+1) \int_{0}^{1} \int_{0}^{1} u(x, t) P_{r}(x) P_{s}(t) \mathrm{d} t d x,
\end{align*}
$$

where $P_{r}(x)$ and $P_{s}(x)$ for all $r, s=0,1, \cdots, N$ are the shifted Legendre polynomials in the interval [0,1] and the Legendre coefficients to be determined are $a_{r, s}$.

The remainder of this paper is organized as follows: In the next section the Legendre polynomials together with their properties are introduced. Section 3 is devoted to presenting the Legendre operational matrix of differentiation in (one and) two dimensions, which is the fundamental section of the proposed method. In Section 4 we describe that how this matrix can be applied for solving
the above-mentioned equation. Accuracy of the solution and error analysis are briefly discussed in Section 5. Illustrative examples are included in Section 6 for confirming the accuracy of the proposed approach. Finally conclusions are given in Section 7.

## 2. Legendre Polynomials

The Legendre polynomials which are orthogonal in the interval $[-1,1]$ satisfy the following recurrence relation

$$
\begin{equation*}
L_{i+1}(x)=\frac{2 i+1}{i+1} x L_{i}(x)-\frac{i}{i+1} L_{i-1}(x), \quad i \geq 1 \tag{5}
\end{equation*}
$$

with $L_{0}(x)=0$ and $L_{1}(x)=x$.
In order to use these polynomials on the interval [0,1], one can apply the change of variables $x=2 t-1$ in the above relation. Therefore, the shifted Legendre polynomials are constructed as follows

$$
P_{i}(t)=L_{i}(2 t-1), \quad t \in[0,1] .
$$

The orthogonal property of shifted Legendre polynomials is given by

$$
\int_{0}^{1} P_{i}(t) P_{j}(t) \mathrm{d} t=\left\{\begin{array}{cl}
0 & i \neq j  \tag{6}\\
\frac{1}{2 i+1} & i=j
\end{array}\right.
$$

A function, $u(t)$, which is absolutely integrable in the interval $[0,1]$ may be expressed in terms of a shifted Legendre series as

$$
\begin{equation*}
u(t)=\sum_{i=0}^{\infty} a_{i} P_{i}(t) \tag{7}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{i}=(2 i+1) \int_{0}^{1} u(t) P_{i}(t) \mathrm{d} t . \tag{8}
\end{equation*}
$$

Moreover, by extending the above property in twovariable functions, one can conclude that if a (smooth enough) two variable function $F(x, t)$ be approximated by shifted Legendre polynomials in the form

$$
\begin{equation*}
F(x, t)=\sum_{n=0}^{\infty} \sum_{m=0}^{\infty} a_{n, m} P_{n}(x) P_{m}(t) \tag{9}
\end{equation*}
$$

then, the coefficients $a_{m, n}$ can be evaluated as follows

$$
a_{n, m}=(2 n+1)(2 m+1) \int_{0}^{1} \int_{0}^{1} F(x, t) P_{n}(x) P_{m}(t) \mathrm{d} x \mathrm{~d} t .
$$

In the next section, we will introduce the operational matrix of differentiation of Legendre polynomials and then extend this matrix for two dimensional functions, which is called the two dimensional Legendre operational matrix of differentiation.

## 3. Two Dimensional Legendre Operational Matrix of Differentiation

The shifted Legendre polynomials have an interesting
property (a relation between Legendre polynomials and their derivatives) which was used in many papers for solving different types of problems (see [8] and references therein). This relation is as follows

$$
\begin{align*}
& \underbrace{\left[P_{0}(x) P_{1}(x) \cdots P_{N}(x)\right]^{\prime}}_{P^{\prime}(x)}  \tag{10}\\
& =\underbrace{\left[P_{0}(x) P_{1}(x) \cdots P_{N}(x)\right]}_{P(x)} M
\end{align*}
$$

where

$$
M=2\left[\begin{array}{ccccccc}
0 & 1 & 0 & 1 & . & 1 & 0 \\
0 & 0 & 3 & 0 & . & 0 & 3 \\
0 & 0 & 0 & 5 & . & 5 & 0 \\
0 & 0 & 0 & 0 & . & 0 & 7 \\
\vdots & \vdots & \vdots & \vdots & . & \vdots & \vdots \\
0 & 0 & 0 & 0 & . & 2 N-3 & 0 \\
0 & 0 & 0 & 0 & . & 0 & 2 N-1 \\
0 & 0 & 0 & 0 & . & 0 & 0
\end{array}\right]
$$

If $N$ is even and

$$
M=2\left[\begin{array}{ccccccc}
0 & 1 & 0 & 1 & . & 0 & 1 \\
0 & 0 & 3 & 0 & . & 3 & 0 \\
0 & 0 & 0 & 5 & . & 0 & 5 \\
0 & 0 & 0 & 0 & . & 7 & 0 \\
\vdots & \vdots & \vdots & \vdots & . & \vdots & \vdots \\
0 & 0 & 0 & 0 & . & 2 N-3 & 0 \\
0 & 0 & 0 & 0 & . & 0 & 2 N-1 \\
0 & 0 & 0 & 0 & . & 0 & 0
\end{array}\right]
$$

if $N$ is even.
We recall that, $M$ is the Legendre operational matrix of differentiation. Trivially $P^{(k)}(x)=P(x) M^{k}$ for all positive integers $k$, where our purpose from $P^{(k)}(x)$ is the $k$ th derivative of $P(x)$.

Since in this paper we deal with two-variable functions, the above-mentioned matrix must be extended to a product of two matrices. Now, suppose that

$$
\begin{equation*}
P(x, t)=\left[p_{0}(x, t) p_{1}(x, t) \cdots p_{N}(x, t)\right]_{1 \times(N+1)^{2}}, \tag{11}
\end{equation*}
$$

where $p_{i}(x, t)=\left[P_{i, 0}(x, t) P_{i, 1}(x, t) \cdots P_{i, N}(x, t)\right]$ for all $i=0,1, \cdots, N$ and $P_{m, n}(x, t)=P_{m}(x) P_{n}(t)$ for all $m, n=0,1, \cdots, N$.
By a similar procedure that was used in [1], the relations between the matrix $P(x, t)$ and its derivatives are

$$
\begin{equation*}
P^{(m, n)}(x, t)=P(x, t)(\bar{B})^{m}(\hat{B})^{n}, \tag{12}
\end{equation*}
$$

where $m, n=0,1, \cdots, N$ and

$$
\begin{aligned}
& \bar{B}=M \otimes I=\operatorname{kron}(M, I), \\
& \hat{B}=I \otimes M=\operatorname{kron}(I, M),
\end{aligned}
$$

where our aim from $\otimes$ is the Kronecker product and $I$ is the $(N+1) \times(N+1)$ identity matrix.

Now, consider the approximated solution (4), which can be rewritten in the matrix form

$$
\begin{equation*}
u(x, t)=P(x, t) A \tag{13}
\end{equation*}
$$

where $P(x, t)$ is introduced in (11) and

$$
A=\left[a_{0,0} a_{0,1} \cdots a_{0, N} a_{1,0} a_{1,1} \cdots a_{1, N} \cdots a_{N, 0} a_{N, 1} \cdots a_{N, N}\right]^{T} .
$$

By using the relations (12) and (13), we have

$$
\begin{align*}
& u^{(m, n)}(x, t)=P^{(m, n)}(x, t) A=P(x, t)(\bar{B})^{m}(\hat{B})^{n} A  \tag{14}\\
& m, n=0,1,2 .
\end{align*}
$$

which are the fundamental relations of the proposed method. In the next section we describe our approach which is based on (14).

## 4. Method of the Solution

Our aim is to investigate the approximate solution of Equation (1), under the given conditions, in the series form of Equation (4) or in the matrix form $u(x, t)=P(x, t) A$. To obtain the approximated solution, by using (14), we first reduce the terms of Equation (1) to matrix forms

$$
\begin{align*}
& u_{x x}(x, t)=P(x, t)(\bar{B})^{2} A,  \tag{15}\\
& u_{x t}(x, t)=P(x, t) \bar{B} \hat{B} A,  \tag{16}\\
& u_{t t}(x, t)=P(x, t)(\hat{B})^{2} A,  \tag{17}\\
& u_{x}(x, t)=P(x, t) \bar{B} A,  \tag{18}\\
& u_{t}(x, t)=P(x, t) \hat{B} A \tag{19}
\end{align*}
$$

We can also approximate the function $G(x, t)$ in terms of Legendre polynomials as follows

$$
\begin{align*}
& G(x, t) \approx \sum_{r=0}^{N} \sum_{s=0}^{N} g_{r, s} P_{r}(x) P_{s}(t)  \tag{20}\\
& g_{r, s}=(2 r+1)(2 s+1) \int_{0}^{1} \int_{0}^{1} G(x, t) P_{r}(x) P_{s}(t) \mathrm{d} t \mathrm{~d} x,
\end{align*}
$$

From (20), $G(x, t)$ can be represented in the matrix form

$$
\begin{align*}
& G(x, t)=P(x, t) G  \tag{21}\\
& G=\left[g_{0,0} g_{0,1} \cdots g_{0, N} g_{1,0} g_{1,1} \cdots g_{1, N} \cdots g_{N, 0} g_{N, 1} \cdots g_{N, N}\right]^{T}
\end{align*}
$$

Substituting the expressions (13), (15)-(19) and (21) into the basic Equation (1) and simplifying the result, we have the matrix equation

$$
\begin{equation*}
\left\{\alpha(\bar{B})^{2}+\beta \bar{B} \hat{B}+\gamma(\hat{B})^{2}+\delta \bar{B}+\eta \hat{B}+\theta I\right\} A=G \tag{22}
\end{equation*}
$$

Briefly, we can write Equation (22) in the form

$$
\begin{equation*}
W A=G, \tag{23}
\end{equation*}
$$

$W=$

$$
\left[\alpha(\bar{B})^{2}+\beta \bar{B} \hat{B}+\gamma(\hat{B})^{2}+\delta \bar{B}+\eta \hat{B}+\theta I\right]_{(N+1)^{2} \times(N+1)^{2}}
$$

is the matrix coefficients.
We now present the alternative forms for $u(x, t)$ which are important to simplify matrix forms of the conditions. The simplification in conditions is done only with respect to the variable $x$ or $t$. Therefore, we must use different forms for initial and boundary conditions. For initial conditions (2)

$$
\begin{equation*}
u(x, t)=P(x) Q(t) A \tag{24}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{t}(x, t)=P(x) Q(t) \hat{B} A ; \tag{25}
\end{equation*}
$$

Also, for boundary conditions

$$
\begin{equation*}
u(x, t)=P(t) J(x) A \tag{26}
\end{equation*}
$$

The matrix representations of non-homogeneous terms of Equations (2) and (3) can be written in the forms

$$
\begin{align*}
& f(x)=P(x) F, \quad F=\left[f_{0} f_{1} \cdots f_{N}\right]^{T},  \tag{27}\\
& f_{n}=(2 n+1) \int_{0}^{1} f(x) P_{n}(x) \mathrm{d} x, \quad n=0,1, \cdots, N \\
& m(x)=P(x) M, \quad M=\left[m_{0} m_{1} \cdots m_{N}\right]^{T},  \tag{28}\\
& m_{n}=(2 n+1) \int_{0}^{1} m(x) P_{n}(x) \mathrm{d} x, \quad n=0,1, \cdots, N \\
& h(t)=P(t) H, \quad H=\left[h_{0} h_{1} \cdots h_{N}\right]^{T},  \tag{29}\\
& h_{n}=(2 n+1) \int_{0}^{1} h(t) P_{n}(t) \mathrm{d} t, \quad n=0,1, \cdots, N \\
& k(t)=P(t) K, \quad K=\left[\begin{array}{lll}
k_{0} & k_{1} \cdots k_{N}
\end{array}\right]^{T},  \tag{30}\\
& k_{n}=(2 n+1) \int_{0}^{1} k(t) P_{n}(t) \mathrm{d} t, \quad n=0,1, \cdots, N \\
& P(x)=\left[P_{0}(x) P_{1}(x) \cdots P_{N}(x)\right], \\
& P(t)=\left[P_{0}(t) P_{1}(t) \cdots P_{N}(t)\right], \\
& J(x)=\left[\begin{array}{lll}
B_{0}(x) I & B_{1}(x) I \cdots B_{N}(x) I
\end{array}\right]_{(N+1) \times(N+1)^{2}},
\end{align*}
$$

$$
E\left(x_{p}, t_{q}\right)=\left|\alpha u_{x x}\left(x_{p}, t_{q}\right)+\beta u_{x t}\left(x_{p}, t_{q}\right)+\gamma u_{t t}\left(x_{p}, t_{q}\right)+\delta u_{x}\left(x_{p}, t_{q}\right)+\eta u_{t}\left(x_{p}, t_{q}\right)+\theta u\left(x_{p}, t_{q}\right)-G\left(x_{p}, t_{q}\right)\right| \cong 0
$$

If max $E\left(x_{p}, t_{q}\right) \leq 10^{-k_{p q}}$ ( $k_{p q}$ positive integer) is prescribed, then the truncation limit $N$ is increased until the difference $E\left(x_{p}, t_{q}\right)$ at each of the points becomes smaller than the prescribed $10^{-k}$. On the other hand, the error can be estimated by $L_{\infty}$ and $L_{2}$ errors and root-mean-square error (RMS). We calculate RMS error by the following formula [1]:

$$
\text { RMS error }=\sqrt{\frac{\sum_{i=1}^{N+1}\left(u\left(x_{i}, \tau\right)-\hat{u}\left(x_{i}, \tau\right)\right)}{N+1}}
$$

where $u$ and $\hat{u}$ are the exact and approximate solutions of the problem, respectively and $\tau$ is an arbitrary time $t$ in $[0, \mathrm{~T}]$.

## 6. Illustrative Examples

In this section, three examples are given to demonstrate the applicability, efficiency and accuracy of the proposed method. Each example is modeled using the mathematical software package MATLAB 7.12.0 and all calculations are run on a Pentium 4 PC Laptop with 2 GHz of CPU and 2 GB RAM.
Example 1. [9,10] Consider the following linear HPDE

$$
u_{x x}+u_{x t}-2 u_{t t}+1=0,
$$

with the initial conditions

$$
u(x, 0)=x \quad \text { and } u_{t}(x, 0)=x
$$

We assume that the problem has a solution in the form

$$
u(x, t)=\sum_{r=0}^{3} \sum_{s=0}^{3} a_{r, s} P_{r}(x) P_{s}(t)
$$

The fundamental matrix equation of this problem become

$$
\left\{(\bar{B})^{2}+\bar{B} \hat{B}-2(\hat{B})^{2}\right\} A=G
$$

and this leads to the following solution

$$
u(x, t)=x+x t+\frac{t^{2}}{2}
$$

which is the exact solution.
In the following lines the MATLAB codes of this example are provided.
$\mathrm{N}=3$;
format rat
syms x t;
L1 $=$ zeros(1, $\mathrm{N}+1$ ); L2=zeros( $\mathrm{N}+1,1$ );
L1=sym(L1); L2=sym(L2);
for $\mathrm{i}=1: \mathrm{N}+1$
L1(1,i)=poly2sym(shifted_logendre(i-1,0,1),x);
L2(i,1)=poly2sym(shifted_logendre(i-1,0,1),t);
end
bb=zeros( $\mathrm{N}+1$ );
$\mathrm{k}=1$;
for $\mathrm{i}=1: \mathrm{N}+1$
for $\mathrm{j}=1$ : $\mathrm{i}-1$
$\mathrm{k}=\mathrm{i}-\mathrm{j}$;
if $k / 2-f i x(k / 2)==0$

$$
b b(i, j)=0 ;
$$

else
bb $(\mathrm{i}, \mathrm{j})=2 *\left(2^{*} \mathrm{j}-1\right)$;
end
$\mathrm{k}=\mathrm{k}+2$;
end
end
$\mathrm{Bb}=$ zeros $\left((\mathrm{N}+1)^{\wedge} 2\right)$;
Bb=kron((bb)',eye(N+1));
$\mathrm{Bh}=$ zeros( $\left.(\mathrm{N}+1)^{\wedge} 2\right)$;
Bh=kron(eye(N+1),(bb)');
$\mathrm{Q}=$ zeros $\left(\mathrm{N}+1,(\mathrm{~N}+1)^{\wedge} 2\right)$;
$\mathrm{Q}=$ kron(eye( $\mathrm{N}+1$ ), subs(L1, $\mathrm{x}, 0)$ );
$\mathrm{W}=\mathrm{zeros}\left((\mathrm{N}+1)^{\wedge} 2\right)$; $\mathrm{WWW}=\operatorname{zeros}\left((\mathrm{N}+1)^{\wedge} 2\right)$;
WW=zeros((N+1)^2-2*(N+1),(N+1)^2);
$\mathrm{W}=(\mathrm{Bb})^{\wedge} 2+\mathrm{Bb} * \mathrm{Bh}-2 *(\mathrm{Bh})^{\wedge} 2$;
for $\mathrm{i}=1:(\mathrm{N}+1)^{\wedge} 2-2^{*}(\mathrm{~N}+1)$
for $\mathrm{j}=1$ : $(\mathrm{N}+1)^{\wedge}{ }^{\wedge}$ $W W(i, j)=W(i, j) ;$
end
end
WWW=vertcat(WW,Q,Q*Bh);
$\mathrm{GG}=\mathrm{zeros}\left((\mathrm{N}+1)^{\wedge} 2-2^{*}(\mathrm{~N}+1), 1\right) ; \mathrm{GGG}=\mathrm{zeros}\left((\mathrm{N}+1)^{\wedge} 2,1\right)$;
$\mathrm{F}=$ zeros $(\mathrm{N}+1,1) ; \mathrm{M}=$ zeros $(\mathrm{N}+1,1)$;
$\mathrm{f}=\mathrm{x}$; $\mathrm{m}=\mathrm{x}$;
for $\mathrm{i}=1: \mathrm{N}+1$

$$
\mathrm{F}(\mathrm{i}, 1)=(2 * \mathrm{i}-1) * \operatorname{int}(\mathrm{f} * \mathrm{~L} 1(1, \mathrm{i}), \mathrm{x}, 0,1)
$$

$\mathrm{M}(\mathrm{i}, 1)=(2 * \mathrm{i}-1) * \operatorname{int}(\mathrm{~m} * \mathrm{~L} 1(1, \mathrm{i}), \mathrm{x}, 0,1) ;$
end
GGG=vertcat(GG,F,M);
GGG(1)=-1;
$\mathrm{A}=\mathrm{inv}(\mathrm{WWW}) * \mathrm{GGG}$;
U=simplify(kron(L1,subs(L1,x,t))*A);
Example 2. Consider the following linear HPDE

$$
u_{x x}-u_{t t}+6=0,
$$

with the initial

$$
u(x, 0)=x^{2} \text { and } u_{t}(x, 0)=4 x
$$

Similar to the first example, suppose that the problem has a solution in the form

$$
u(x, t)=\sum_{r=0}^{3} \sum_{s=0}^{3} a_{r, s} P_{r}(x) P_{s}(t)
$$

The fundamental matrix equation of this problem is

$$
\left\{(\bar{B})^{2}-(\hat{B})^{2}\right\} A=G
$$

and this leads to $u(x, t)=(x+2 t)^{2}$, which is the exact solution. Also, the readers can design a similar MATLAB codes for obtaining the exact solution of this example.

Example 3. [1,2] As the final example, consider the telegraph equation

$$
u_{t t}+4 u_{t}+2 u=u_{x x}
$$

under initial conditions

$$
u(x, 0)=\sin (x), u_{t}(x, 0)=-\sin (x)
$$

with the exact solution $u(x, t)=e^{-t} \sin (x)$.
Following the procedure in Section 4, we find the fundamental matrix equation as follows

$$
\left\{(\hat{B})^{2}+4 \hat{B}+2 I-(\bar{B})^{2}\right\} A=G
$$

By taking different values of $N$, we solved the above problem by means of the fundamental matrix equation. The errors associated with the present method and Taylor method [1] together with the Bernoulli matrix method [2] for $N=9$ are compared in Table 1.

From this Table one can see that the associated errors of the Taylor method usually increase during the computational interval [0,1], meanwhile the Bernoulli [2] and the proposed methods have stable behaviors in this interval. With the experience of the author, the Taylor method have unstable behavior to dealing with long variation functions (such as exponential or hyperbolic functions) with regard to Legendre and Bernoulli method in the interval [0,1]. Moreover, outside the interval [0,1] the Legendre method again achieve to more accurate solutions with respect to the Taylor and Bernoulli methods. Also, we can consider more large intervals for showing the efficiency of the Legendre polynomials with respect to other polynomials such as Bernoulli etc. In addition the Taylor method obtain better solutions with respect to a multiwavelet method [1]; this issue support the efficiency of the proposed method.

Note that we use the shifted Legendre polynomials in the interval $[0,2]$ instead of $[0,1]$. By doing this work, all of the available matrices divided by 2.

## 7. Conclusion

This article reports a matrix approach based on two-dimensional Legendre series for numerically solving linear HPDEs. Proposed method finds the Legendre series satisfying the conditions, and satisfying the differential equations by using an operational matrix of differentiation. This direct method avoiding any iterative procedure. One clear advantage of the presented method is that, once approximate the Legendre coefficients have been found, the approximate solution can immediately be evaluated at any point the range of integration. Computational results

Table 1. Error comparisons of the presented method with taylor method [1] and bernoulli method [2] of example 3 for $N=9$.

|  | The Errors of the Methods for $N=9$ |  |  |
| :---: | :---: | :---: | :---: |
| $(x, t)$ | Taylor <br> Method [1] | Bernoulli <br> Method $[2]$ | Presented <br> Method |
| $(0,0)$ | 0 | $9.84 \mathrm{E}-09$ | $1.21 \mathrm{E}-09$ |
| $(0.1,0.1)$ | $3.05 \mathrm{E}-16$ | $1.15 \mathrm{E}-08$ | $2.87 \mathrm{E}-09$ |
| $(0.2,0.2)$ | $7.01 \mathrm{E}-13$ | $1.41 \mathrm{E}-08$ | $1.31 \mathrm{E}-09$ |
| $(0.3,0.3)$ | $6.99 \mathrm{E}-11$ | $1.86 \mathrm{E}-09$ | $1.68 \mathrm{E}-08$ |
| $(0.4,0.4)$ | $1.90 \mathrm{E}-09$ | $7.21 \mathrm{E}-08$ | $2.48 \mathrm{E}-08$ |
| $(0.5,0.5)$ | $2.53 \mathrm{E}-08$ | $2.08 \mathrm{E}-07$ | $1.56 \mathrm{E}-08$ |
| $(0.6,0.6)$ | $2.15 \mathrm{E}-07$ | $3.46 \mathrm{E}-07$ | $9.62 \mathrm{E}-08$ |
| $(0.7,0.7)$ | $1.34 \mathrm{E}-06$ | $3.30 \mathrm{E}-07$ | $1.37 \mathrm{E}-07$ |
| $(0.8,0.8)$ | $6.62 \mathrm{E}-06$ | $2.10 \mathrm{E}-08$ | $3.79 \mathrm{E}-08$ |
| $(0.9,0.9)$ | $2.74 \mathrm{E}-05$ | $7.08 \mathrm{E}-07$ | $2.18 \mathrm{E}-07$ |
| $(1.0,1.0)$ | $9.90 \mathrm{E}-05$ | $9.69 \mathrm{E}-07$ | $4.74 \mathrm{E}-07$ |
| $(1.1,1.1)$ | $3.19 \mathrm{E}-04$ | $2.74 \mathrm{E}-06$ | $4.48 \mathrm{E}-07$ |
| $(1.2,1.2)$ | $9.36 \mathrm{E}-04$ | $2.36 \mathrm{E}-05$ | $2.37 \mathrm{E}-07$ |
| $(1.3,1.3)$ | $2.54 \mathrm{E}-03$ | $1.05 \mathrm{E}-04$ | $2.26 \mathrm{E}-06$ |
| $(1.4,1.4)$ | $6.44 \mathrm{E}-03$ | $3.79 \mathrm{E}-04$ | $1.77 \mathrm{E}-05$ |
| $(1.5,1.5)$ | $1.54 \mathrm{E}-02$ | $1.19 \mathrm{E}-03$ | $8.66 \mathrm{E}-05$ |
| $(1.6,1.6)$ | $3.50 \mathrm{E}-02$ | $3.43 \mathrm{E}-03$ | $3.31 \mathrm{E}-04$ |
| $(1.7,1.7)$ | $7.61 \mathrm{E}-02$ | $9.13 \mathrm{E}-03$ | $1.09 \mathrm{E}-03$ |
| $(1.8,1.8)$ | $1.58 \mathrm{E}-01$ | $2.26 \mathrm{E}-02$ | $3.21 \mathrm{E}-03$ |
| $(1.9,1.9)$ | $3.20 \mathrm{E}-01$ | $5.31 \mathrm{E}-02$ | $8.73 \mathrm{E}-03$ |
| $(2.0,2.0)$ | $6.24 \mathrm{E}-01$ | $1.18 \mathrm{E}-01$ | $2.20 \mathrm{E}-02$ |
|  |  |  |  |

have been presented demonstrating the accuracy and reliability method. An estimation of the truncation limits is very important for the computational efficiency. If the truncation limit $N$ is chosen too large, more work than necessary will have done. For this reason, the truncation limits must be chosen sufficiently large. The method is applied to all linear PDE and simple to use. We treat here two-dimensional problems only. However, it is straightforward to extend the method to more dimensions.
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