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ABSTRACT 

This paper presents a new adaptive mutation approach for fastening the convergence of immune algorithms (IAs). This 
method is adopted to realize the twin goals of maintaining diversity in the population and sustaining the convergence 
capacity of the IA. In this method, the mutation rate (pm) is adaptively varied depending on the fitness values of the so-
lutions. Solutions of high fitness are protected, while solutions with sub-average fitness are totally disrupted. A solution 
to the problem of deciding the optimal value of pm is obtained. Experiments are carried out to compare the proposed 
approach to traditional one on a set of optimization problems. These are namely: 1) an exponential multi-variable func-
tion; 2) a rapidly varying multimodal function and 3) design of a second order 2-D narrow band recursive LPF. Simula-
tion results show that the proposed method efficiently improves IA’s performance and prevents it from getting stuck at 
a local optimum. 
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1. Introduction 

Finding an appropriate set of parameter values for evolu- 
tionary algorithms (EAs) has been a longstanding major 
challenge of the evolutionary computation community. 
Such difficulty has directed researchers’ attention to- 
wards devising an automated ways of controlling EAs 
parameters [1]. Immune Algorithm (IA) is one of re- 
cently EAs that based on the mechanism of the amalga- 
mation between antigen and antibody in biologic immune 
system [2]. IAs have been used widely and successfully 
in many computational intelligence areas including medi- 
cal data processing, biomedical and satellite image pro- 
cessing, spectrum analysis and design of digital filters 
[3-6]. The performance of IAs depends on many factors, 
such as selection schemes and control parameters. In spite 
of the research carried out up to date, there are no general 
rules on how the control parameters of IA can be selected. 
In literature [5-8], the choice these parameters is still left 
to the user to be determined statically prior to the execu- 
tion of the IA. Mutation rate (pm) is considered to be one 
of the most sensitive control parameters that an immune 
algorithm works with. This is due to the fact that it in- 
creases the diversity in population. The choice of muta- 
tion rate is essentially a tradeoff between conservatism 
and exploration [9].  

In this paper we investigate an efficient technique for 

multi-modal function optimization using IAs. We rec- 
ommend the use of adaptive probability of mutation to 
realize the twin goals of maintaining diversity in the 
population and sustaining the convergence capacity of 
the IA. In adaptive mutation approach, the value of m  
is varied depending on the fitness values of the solutions. 
The fitness values of the solution in relation to an objec- 
tive function to be optimized. During each generation, 
the fitness of each solution is evaluated, and solutions are 
selected for reproduction based on their fitness. Selection 
embodies the principle of survival of the fittest. Good 
solutions are selected for reproduction while bad solu- 
tions are eliminated. The goodness of a solution is de- 
termined from its fitness value. The adaptation probabi- 
lity of mutation provides a solution to the problem of 
choosing the optimal value of the probability of mutation 
in IA. 

p

The paper is organized as follows. Section 2 des- 
cribes definition of the optimization problem. The pro- 
posed method for fastening the convergence of IA is de- 
scribed in Section 3. Section 4 presents the three experi- 
ments that we have conducted to compare the perfor- 
mance of the adaptive and traditional mutation appro- 
aches on IA. Section 5 shows the results and discussion 
of the experiments. Finally, Section 6 offers some con- 
clusions. 
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2. Problem Definition 

The global optimization problem is considered as [10, 
11]: 

     minimize

subject to
dF x y x Y x

l x u

 

 
       (1) 

where,  F x  is the objective function,  y x



 is the op- 
timizing function and  is the desired function. The 
vector 

 dY x
, , ,i N 1 2, ,x x x

 , ,il l  
x x 

N


1 2, , ,l

 is a variable vector and 
 and 1 2 N  de- 

fine the feasible solution space. Since the IAs mimic the 
antigen-antibody reaction of the immune system in 
mammals. The antigen and the antibody in the IA are 
equivalent to the objective function and the feasible solu- 
tion for a conventional optimization method, respec- 
tively. The antibodies (chromosomes) population is gen- 
erated either by using binary coding representation or 
real coding representation. In the binary coding represen- 
tation, each variable (gene) is encoded as a binary string 
and the resulting strings are concatenated to form single 
antibody [12]. However, in the real coding representa- 
tion, each antibody is encoded as a vector of floating 
point numbers (i.e. 

l l  , ,iu  , , ,u u u u

 i i i ix l u l  , where  0,  1  
is a random value), with the same length as the vector of 
decision variables. This representation is accurate and 
efficient because it is closest to the real design space, and 
the string length represents the number of design vari- 
ables. The hyper-mutation mechanism of the clonal pro- 
liferation and mutation mechanism play a critical role in 
creating diverse antibodies based on minimization of the 
difference between the optimizing and desired functions. 
The diversity is measured between the antibodies, and it 
is increased to prevent local optimization during the op- 
timal search [6]. 

In optimizing functions, it is important that the IA 
should be able to converge to the optimal value in as few 
generations as possible. The convergence speed heavily 
depends on its main control parameters: population size, 
replication rate, mutation rate, clonal rate and hyper- 
mutation rate [13]. Mutation rate is considered to be one 
of the most sensitive control parameters that an immune 
algorithm works with, because it increases the diversity 
in population to prevent the solution to get stuck at a lo- 
cal optimal value during the optimization search. So, the 
adaptive mutation approach is considered here. 

3. Adaptive Mutation Approach 

Mutation alters one or more genes (unknown variables) 
depending on the mutation rate. For a given antibody 

 1 2, , , , , , ,i k N X x x x x x    , if the gene xi is selected 
for mutation depending on mutation rate m  and the 
other xk is randomly selected to join in, the resulting off- 
spring antibody becomes 

p

 1 2, , , , ,, ,i k NX x x x x   x , 

where the new gene ix  is k 1i ix x x    

p

 and β 
is selected randomly in the range [0,1]. The choice of 

m  is essentially a tradeoff between conservatism and 
exploration [9]. It has been well established in IA litera- 
ture [8] that when the value of m  is selected nearby 
the range of [0.02, 0.05], the time spent on searching is 
relatively short and the searching process is stable as well 
as the search efficiency is better [13]. In the proposed 
approach, we aim at achieving this trade-off between 
conservatism and exploration in a different manner, by 
varying the m  adaptively in response to the fitness va- 
lues of the solutions; m  is increased when the popula- 
tion tends to get stuck at a local optimum and is de- 
creased when the population is scattered in the solution 
space. So, it is essential to be able to identify whether the 
IA is converging to an optimum solutions or it diverges. 
The average of fitness value ( av

p

p
p

f ) of the population in 
relation to maximum fitness value ( maxf ) of the popula- 
tion is used to detect the conversance of IA. max avf f  
is likely to be less for a population that has converged to 
an optimum solution than that for a population scattered 
in the solution space. Therefore the difference in the 
maximum and average fitness values ( max avf f ) is used 
as a yardstick for detecting the convergence of IA. The 
value of m  is varied depending on the value of 

max av

p
f f  to prevent premature convergence of the IA 

to a local optimum. Since m  has to be increased when 
the IA converge to a local optimum, m  will have to be 
varied inversely with max av

p
p

f f . The expression that we 
have chosen for  is of the form: mp

1
1, 0 1

av

k
p k

f fmax
m   



p

p

      (2) 

From Equation (2), it can be noticed that m  do not 
depend on the fitness value of any particular solution, 
and have the same value for all the solutions of the popu- 
lation. Consequently, solutions with high fitness values 
as well as solutions with low fitness values are subjected 
to the same levels of mutation. When a population con- 
verges to a globally optimal solution (or even a locally 
optimal solution), m  increases and may cause the dis- 
ruption of the near-optimal solutions. To overcome this 
problem and to preserve good solutions of the population 

m  should have lower value for high fitness solutions 
and higher value for low fitness solutions. While the high 
fitness solutions aid in the convergence of the IA, the low 
fitness solutions prevent the IA from getting stuck at a 
local optimum. The value of m  should depend not 
only on max av

p

p

f f , but also on the fitness value f of the 
solution. The closer f is to maxf , the smaller  should 
be, i.e., m  should vary directly as max

mp
p f f . So, the 

expression in Equation (2) is modified to become: 

max

max
1 1, 0 1

av

f f
k

f f


mp k  


      (3) 
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Note that m  is zero for the solution with the maxi- 
mum fitness. Also 1m  for a solution with 

p
p k avf f . 

For solutions with sub-average fitness values (i.e. f < fav), 

m  might assume value larger than 1.0. To prevent the 
overshooting of m  beyond 1.0, we also have the fol-
lowing constraints, 

p
p

2 , ifmp k f f av           (4) 

where,  20 1k 
For convenience, the expression for  is given as: mp

   1 max max

2

, if

, if
av av

m
av

k f f f f f f
p

k f

   
 

 f
    (5) 

The values of 1  and 2  are in the range [0,1] and are 
selected to prevent the IA from getting stuck at a local 
optimum. For solutions with sub-average fitness the 
search space is searched for the region containing the 
global optimum solution. Such solutions need to be com-
pletely disrupted, and for this purpose the value of 2k  is 
selected to be 0.5. But, the value of 1  is selected by 1/L 
as state in [14], where L is the encoding string length. 

k k

k

4. Experiments 

This section presents the three experiments that we have 
conducted to compare the performance of the adaptive 
and traditional mutation approaches on IA. For this pur- 
pose we have employed three test problems with varying 
complexities.  

Experiment 1: This experiment considers the optimi- 
zation of the exponential function shown in Figure 1 and 
described by the following Equation [13]:  

 
9

0

i
i

i

y x a


  x                (6) 

with the following desired specified values  dY x  at x= 
 0,1,2,3 ,20 . 

  3

4 4 5

6 6 7

7 7 8

8 8 9

9

0 01, 0 01, 3 83, 4 79, 758 33, 9 0021 10 ,

5 7237 10 , 5 7237 10 , 9 2998 10 ,

2 8368 10 , 7.6281 10 , 1.8563 10 ,

4.165 10 , 8.7358 10 , 1.7309 10 , 

3.2667 10 , 5.9104 10 , 1.0306 10 ,

  1.7397 10

dY x . . .  .  .  .  

.  . .  

.

    
  

  

  

  

 9 9, 2.8528 10 , 4.5587 10   

 

Experiment 2: This experiment considers the rapidly 
varying multimodal function of two variables described 
by Equation (7). This function is symmetric about the 
origin with the barrier height between adjacent minima 
approaching zero as the global optimum is approached 
and is considered in [15] to test the performance of adap- 
tive genetic algorithm. Figure 2 illustrates the function 
 1 2,

 

Figure 1 Desired specifications of the function y(x) (experi-
ment 1). 
 

 
(a) 

 
(b) 

Figure 2. The function y(x1,x2) (experiment 2). (a) Bi-dimen- 
sional plot; (b) Uni-dimensional plot. y x x  in bi- and uni-dimensional plots for 
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1

1100 100x    and . 2100 100x  

      0.25 0.12 2 2 2 2
1 2 1 2 1 2, sin 50y x x x x x x      

 (7) 

 

Experiment 3: This experiment considers the design of 
a second order 2-D narrow-band recursive LPF with 
magnitude and group delay specifications. The specified 
magnitude  1 2,dM    is shown in Figure 3 [7,13]. 
Namely, it is given by Equation (8) with the additional 
constant group delay  over the passband 

1 2
5d d  

2 2
1 2 0.1π    and the design space is [-3 3]. To solve 

this problem, the frequency samples are taken at 
π 0, 0.02,0.04, , 0.2, 0.4, , 1i     in the ranges  

1π π   , and 2π π   . 
Figure 3. Desired amplitude response  ,1 2 dM  of the 2-

D narrow-band LPF (experiment 3). 

 

2 2
1 2

2 2
1 2 1 2

2 2
1 2

1.0, for 0.08π

, 0.5, for 0.08π 0.12π

0.0, for 0.12π

dM

 

   

 

  

  


 

  (8) 
 
Table 1. The values of mutation rate for all experiments. 

Mutation rate 

Experiments
Unknown 

variables (L)
Adaptive 
mutation 
approach 

Traditional 
mutation 
approach 

Experiment 1 10 0.1 0.1 

Experiment 2 2 0.5 0.5 

Experiment 3 15 0.07 0.07 

5. Results and Discussion  

For the three experiments [16] considered, the program 
implementation for each chosen approach is run 30 
times. The population size is set to 100 for all experi- 
ments and the values of mutation rate for all experiments 
are given in Table 1. Table 2 gives the average number 
of generations required by each approach for attaining a 
solution, the number of instances (out of 30 trials) for 
which the IA have gotten stuck at a local optimum, and 
the maximum number of generations. Figures 4, 5 and 6 
show the objective value of the three experiments respec-
tively that obtained using adaptive and traditional muta-  

 
Table 2. Comparison between adaptive and traditional mu-
tation approaches for IA. 

Required generations Stuck 
Experiments Adaptive 

mutation
Traditional 
mutation 

Adaptive 
mutation 

Traditional 
mutation

Maximum 
number of 
generations

Experiment 1 102.31 146.23 1 7 200 

Experiment 2 57.33 65.43 0 8 100 

Experiment 3 101.56 116.53 1 5 250 

  

 

Figure 4. The objective values of experiment 1. 
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Figure 5. The objective values of experiment 2. 

 

 
Figure 6. The objective values of experiment 3. 

 
tion approaches. From Table 2 and Figures 4, 5 and 6 
can be noticed that the adaptive mutation approach im-
proves the performance of the IA and give better results 
than traditional mutation approach. 

6. Conclusion 

In this paper, we adopt an efficient adaptive mutation 
approach to provide a solution to the problem of finding 

the optimal value of pm for immune algorithms. In this 
approach, the value of pm is varied depending on the fit- 
ness values of the solutions. The proposed approach de- 
creases the value of pm for high fitness solutions to sus-
tain the convergence capacity of the IA and increases the 
value of pm for low fitness solutions to maintain diversity 
in the population. This method not only improves the 
convergence of IA, but also prevents the IA from getting 
stuck at a local optimum. Simulation results show that 
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the proposed mutation approach efficiently improves 
IA’s performance. 
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