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ABSTRACT 

Command protection engineering is the impor-
tant component of national protection engineer- 
ing system. To raise the level of its construction, 
a deformation prediction model is given based 
on Genetic Algorithm (GA), Least Square Support 
Vector Machines (LSSVM) and markov theory. 
Genetic algorithm is used to improve the para- 
meter of LSSVM. Markov predict method is used 
to improve the precision of the prediction model. 
Finally, be used to a certain command protection 
engineering, the accuracy of the algorithm is im- 
proved obviously. The model is proved to be cre- 
dible and precise. 
 
Keywords: Genetic Algorithm (GA); Least Square 
Support Vector Machines (LSSVM); Markov; 
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1. INTRODUCTION 

Surrounding rock deformation is a complex nonlinear 
process [1]. Surrounding rock deformation monitoring, 
as basic information of evaluation and reflect of the sur- 
rounding rock change, its production, development and 
change can be regarded as time series. Model with the mo- 
nitoring displacement values, can be used to predict its 
development trend in the future, to grasp the changing law 
of rock, which is very important in engineering [2,3]. 

In the field of surrounding rock deformation prediction, 
in order to objectively reflect the rules between time and 
change, mathematics method or mathematical model is 
often need, used to prediction analysis. At present, a lot 
of research is given, common method are as follows, La- 
grange interpolation method, exponential smoothing, the 
spline interpolation method, regression model method, ti- 
me series analysis, gray system theory, the artificial neu-
ral network method, the response surface treatment tech- 
nology and chaos phase space reconstruction processing  

technology, etc. [4]. Research method on time series con- 
tains, polynomial regression, gray theory, the neural net- 
work and genetic neural network method etc [5-10]. The 
methods have made certain effects. But these methods 
usually have good effect only when the dependent and 
independent variable is linear relationship or some sim- 
ple function relationship. When datum are little and have 
no statistical significance, the above methods can’t be used.  

Support vector machine, with the foundation of struc- 
tural risk minimization principle, has advantages that the 
others, with the foundation of empirical risk minimize- 
tion principle, have not [11]. The relationship of the de- 
pendent and independent variable can’t be learned. The 
complex mapping relationship can be learned from the 
sample. At the same time, model can be built with fewer 
samples. Some research is given on the surrounding rock 
deformation prediction with support vector machine (SVM) 
[12,13]. The accuracy of the models is not very good. In 
this paper, Least Square Support Vector machine (LSSVM) 
is improved with the method of Genetic Algorithm (GA), 
markov forecast method. The method is used to give re- 
search on surrounding rock deformation prediction of 
command protection engineering. 

2. DEFORMATION PREDICTION MODEL 
BASED ON GA-LSSVM-MARKOV 

2.1. LSSVM Prediction Model 

For nonlinear rock deformation sequence of command 
protection engineering, a time series  

1 2 N{ } { , , , }nx x x x  can be got through the monitoring. 
To predict the nonlinear deformation sequence, is to find 
the relationship of n px  , as deformation value of time 
n p , and 1 1n n n p, ,x x , x   , as the deformation value 
of the p times before, that is 


 1 1, , ,n p n n n px f x x x     . 

 f   is a nonlinear function, indicates nonlinear rela-
tionship between deformation sequences.  

Based on support vector machine theory, the nonlinear 
relationship above can be got with the support vector 
machine to learn N p  deformation sequences  

 1 1, , , , 2, ,n n n p 1x x x N   n p . In LSSVM, x is 
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mapped to high dimension space through    . Then 
linear regression function is constructed in the feature 
space as follows. 

    , 1,2,T
n p n n ,x f x w x b n p     

1w R

N

b R

  (1) 

In the formula, is weight vectors,  is bias. 
Solve of the formula boils down to minimize the risk 
structure as follows: 

 2
2reg empR w C R f           (2) 

In the formula, 
2

w is depicting incredible range, 
 empR f  is experienced risk, C > 0 is factor of balance 

experience risk and the confidence range. If  empR f  
uses no sensitive loss function, and considers allowing 
error, LSSVM model can be got as follows. 
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To solve the optimization problem, the constrained 
problem is changed to unconstrained problem. Lagrange 
function is built as follows: 
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1
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n n n
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L J w e w x b e 




     (4) 

Then, due to the KKT condition, there are formulae as 
follows: 
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Eliminate  and ne  , there is formula as follows: 
1 1

1 0 0

n p

T

xK C I e

be


      

    
     

        (6) 

 1 2, , ,
T

N p     
 1 1,1, ,1

T 
 N p, I is  order unit array, 

, K is kernel function matrix, its element 
is as follows: 
e

    ( )

1, 2, ,

n n p n n p nK x x k

n N p

    

 

 , n px x ,     (7) 

To solve the linear equations, the output of LSSVM is 
as follows: 

   
1

,
N p

n n
n

f x k x x




  b          (8) 

Compared to the standard SVM model, the solution of 
LSSVM is easier and faster. 

2.2. Parameter Optimization of  
LSSVM with GA 

The Genetic algorithm is a highly parallel, random and 
adaptive optimization algorithm. The solution space of 
optimization problem is mapped to genetic coding arrays, 
and each possible solution is expressed as a chromosome, 
which is consisting of genes. Each chromosome repre- 
sents a solution; a number of chromosomes are a group. 
Firstly, initial population is random generated. The fit- 
ness of each chromosome environment is calculated due 
to the fitness function determined by the objective func- 
tion, and then the next generation of groups is copied 
according to the fitness of chromosomes, and crossover, 
mutation etc. Repeatedly from generation to generation, 
the most convergence group which is adapting to the en- 
vironment is got finally. And the optimum solution of the 
problem is obtained [14].  

The process that genetic algorithm is used to optimize 
parameters of the least square support vector machine are 
as follows: 

Step 1: set the initial value, such as the initial popula- 
tion scale N, the maximum genetic algebra T, the cross- 
over probability Pc and the mutation probability Pm, etc. 

Step 2: give binary code to the parameters to be opti- 
mized, random generate the initial population.  

Step 3: calculate the fitness of individuals in the popu- 
lation.  

Step 4: according to individual fitness, select individual 
to the next generation according with certain probability 
Ps (choose probability) to certain rules (the roulette me- 
thod in this paper).  

Step 5: select two individual of group as parent body, 
have two new individual on cross operation with certain 
probability Pc (crossover probability).  

Step 6: random select individuals in the group on va- 
riation operation with certain probability Pm (mutation 
probability). Through random change some of the indi-
vidual genes, produce the new individual.  

Step 7: termination conditions judgment. If t ≤ T, turned 
to Step 2; If t > T or average fitness value is less than a 
constant changes over a certain algebra, the algorithm is 
terminated.  

Step 8: to decode the optimal solution, the optimized 
parameters can be got. 

2.3. Markov Optimization Method 

Markov theory is the core of the stochastic process 
theory. Markov process is a category of random process 
which is suitable for a wide range of area. Because its 
model is concise and can seize the nature of things, it is a 
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particularly important special stochastic process. Markov 
predict is an analysis method which applies the state 
transfer rule of system, and analyzes changing trends and 
future development of random events, and provides the 
decision makers information. It reveals the future devel- 
opment trend of system based on the system state transi- 
tion probability [15-17]. 

2.3.1. The State Division 
Regard the different fluctuation threshold between the 

displacement measurement values and LSSVM fitting 
relative error as state division standard. Divide the time 
series into several state, notes for S1, S2, ··· , Sm, ··· , SM, M 
stands for state number. The upper and lower value of 
threshold forms are as formula 9, and the average rela- 
tive error are as formula 10. m

1 1[ , ),

[ , ),

[ , ]
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mD mU

MD MU

Y Y

Y Y Y

Y Y



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
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




,

             (9) 

  2, 1,2, ,m mD mUY Y m M         (10) 

2.3.2. The State Transition Probability Matrix 
Calculation 

Set the number of state Si in the sequence as i , and 
the number that state Si transfers to Sj by k steps as 

, the displacement probability as follows: 

q

 ijq k

     , 1, 2, ,ijk
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P i j

q
   M
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


      (11) 

Because the last state displace uncertainly, the last k 
ones should be removed from . i

Through calculating the state transition probability, the 
state displacement transition matrix can be built as fol- 
lows. 
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2.3.3. The Predict Table  
Based on the state transition matrix , the future 

direction of the system can be predicted. Firstly, the pre- 
dict table should be built. The method is as follows. 
Choose the recent n measured step from predict one, 
according to the distance away from the predict step, we 
set transfer steps as 1, 2, ··· , M. In the transfer matrix of 
the corresponding number, the new probability matrix 

can be constituted with the row vector of start states. If 
the column vector of new probability matrix is summated, 
the probability of next step possible error state Sm can be 
got as pm. 

 P k

If the future displacement of time series is confirmed, 
the change interval of prediction can be confirmed. Take 
displacement error   of time series as the weighted 
average of the values of the state errors. Then the most 
likely prediction of the sequence is as follows: 
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        (12) 

F(x) stands for the improved prediction by markov, 
and f(x) stands for LSSVM prediction. 

If we join up formulae 10 and 12, the improved pre- 
dictive value by markov can be got. 

2.3.4. Dynamic Rolling Prediction 
When the measure of step n is obtained, we delete the 

first step of data and supple n + 1 step of data, and form 
new learning samples. It ensures that the latest observa- 
tion data can be used in predict every time. Continue to 
step 1 - 3. 

2.4. GA-LSSVM-Markov Prediction Model 

The flow sheet of GA-LSSVM-markov prediction mo- 
del is in Figure 1. 

3. EXAMPLE 

There is an example about certain command protection 
engineering. The monitoring displacement data are in 
Table 1. The interval is about a month, and there are 30 
steps. 

3.1. GA-LSSVM Displacement Fitting 

Related parameters of GA algorithm are: stop condi- 
tion are ε < 0.001 or maximum evolution is 1000, popu- 
lation size of algebra is 30. Parameters of support vector 
machine are: the value range of C is [0,100], the value 
range of g is [0,100]. After trying calculating, we choose 
C = 86.5122, g = 28.169, s = 3, p = 0.01. 26 learning 
samples are constructed by first 26 time step, and the last 
four time step is inspection samples.  

In Table 2, the measured displacement values, LSSVM 
fitted values, and absolute errors and relative error of 26 
initial samples are listed. In Table 3, the measured dis- 
placement values, LSSVM predicted values, absolute 
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Figure 1. The flow sheet of GA-LSSVM-markov prediction model. 
 
Table 1. Monitoring displacement datum of certain command 
protection engineering. 

errors and relative error of 4 test samples are listed. The 
average of relative error absolute value is 1.2614. The 
accuracy of prediction is distinctly improved, compared 
to the results in reference [3.11] [3.12].  number 

Monitoring 
value/mm 

number 
Monitoring 
value/mm 

number 
Monitoring 
value/mm

1 5.3700 11 6.8700 21 7.2300 

2 5.1600 12 7.0700 22 7.0800 

3 5.1700 13 7.0300 23 6.9400 

4 5.4500 14 6.9200 24 7.3900 

5 6.2500 15 7.4800 25 7.2300 

6 6.6200 16 7.1200 26 7.7700 

7 7.0600 17 6.9600 27 8.2500 

8 7.2600 18 6.8400 28 8.8100 

9 6.9700 19 7.1600 29 9.2300 

10 6.7700 20 6.9500 30 9.3700 

In Figure 2, the measured displacement values and 
LSSVM predicted values of learning samples and test 
samples are compared separately. 

3.2. Markov Improvement of Prediction 

3.2.1. The State Division 
The state division standard is in Table 4. According to 

the standard, the state division results are in Table 2, Ta- 
ble 3. 

3.2.2. The State Transition Probability Matrix 
According to the states in Table 1 and formula 12, the 

state transition probability matrixes are as follows: 
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Table 2. Fitted results of 26 initial samples. 

numbers 
Measure 

values/mm 
Predicted 

values/mm 
Absolute 

errors/mm 
Relative 
errors/% 

states

1 5.3700 5.3710 0.0010 0.0186 S3
2 5.1600 5.1585 –0.0015 –0.0291 S2
3 5.1700 5.1710 0.0010 0.0193 S3
4 5.4500 5.4803 0.0303 0.5560 S3
5 6.2500 6.0244 –0.2256 –3.6096 S1
6 6.6200 6.6208 0.0008 0.0121 S3
7 7.0600 7.0592 –0.0008 –0.0113 S2
8 7.2600 7.2179 –0.0421 –0.5799 S2
9 6.9700 7.1273 0.1573 2.2568 S4
10 6.7700 6.9391 0.1691 2.4978 S4
11 6.8700 6.8246 –0.0454 –0.6608 S2
12 7.0700 6.8690 –0.2010 –2.8430 S1
13 7.0300 7.0310 0.0010 0.0142 S3
14 6.9200 7.1861 0.2661 3.8454 S4
15 7.4800 7.2222 –0.2578 –3.4465 S1
16 7.1200 7.1194 –0.0006 –0.0084 S2
17 6.9600 6.9610 0.0010 0.0144 S3
18 6.8400 6.8660 0.0260 0.3801 S3
19 7.1600 6.8959 –0.2641 –3.6885 S1
20 6.9500 7.0081 0.0581 0.8360 S3
21 7.2300 7.0942 –0.1358 –1.8783 S2
22 7.0800 7.0789 –0.0011 –0.0155 S2
23 6.9400 6.9984 0.0584 0.8415 S3
24 7.3900 6.9960 –0.3940 –5.3315 S1
25 7.2300 7.2314 0.0014 0.0194 S3
26 7.7700 7.7688 –0.0012 –0.0154 S2

 
Table 3. GA-LSSVM predicted result of 4 test samples. 

numbers 
Measure 

values/mm 
Predicted 

values/mm 
Absolute 

errors/mm 
Relative 
errors/% 

states

27 8.47 8.5241 0.0514 0.6070 S3
28 9.43 9.2868 0.1432 –1.5190 S2
29 9.71 9.8449 0.1349 1.3892 S3
30 9.97 10.0563 0.0863 0.8652 S3

 

 
Figure 2. Compared diagram between measured values and pre- 
dicted values of learning and test samples. 

Table 4. State division standard. 

State numbers Upper and lower threshold/% 

S1 [–6, –2) 

S2 [–2, 0) 

S3 [0, 2) 

S4 [2, 4] 
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3.2.3. The Prediction Table  
The state predicts calculation results of step 27 are in 

Table 5. 
According to formulae 3-11 and 3-13, the average 

relative error value of step 27 is 27 0.8400   .The 
prediction value is   8.4525F x  .  

3.2.4. Dynamic Rolling Prediction 
We set dynamic rolling prediction to step 28 to 30, and 

the calculation results are in Table 6. The accuracy of 
markov improved prediction model is better than that of 
LSSVM model in Table 3. 

4. CONCLUSIONS 

In this paper, LSSVM is improved with GA and mar- 
kov, and the GA-LSSVM-markov forecast model is built. 
LSSVM, which can be used to solve problems with little 
samples, non linear, high dimension and the local mini- 
mum points, is used to predict the development rules of 
surrounding rock deformation. GA, with the advantage 
that it gets optimal solution through adaptive control 
search, is used to look for the best input parameters of 
LSSVM. Markov, which can reflect the micro variation 
rules of displacement, is used to calculate the transition 
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Table 5. The state predict calculation results of step 27. 

State numbers 
step 

Initial 
state 

Transition 
step S1 S2 S3 S4 

23 S3 4 0.25 0.5 0.125 0.125 

24 S1 3 0.25 0.5 0.25 0 

25 S3 2 0.333 0.222 0.445 0 

26 S2 1 0.143 0.286 0.428 0.143 

sum 0.976 1.508 1.248 0.268 

OPEN ACCESS 

 
Table 6. The prediction results of GA-LSSVM-markov model. 

numbers 
Measure 

values/mm 
Predicted 

values/mm 
Absolute 

errors/mm 
Relative 
errors/% 

27 8.47 8.4525 –0.0175 –0.0021 

28 9.43 9.3038 –0.1262 –1.3383 

29 9.71 9.8262 0.1162 1.1967 

30 9.97 10.0006 0.0306 0.3071 

 
probability error of LSSVM model, so as to improve the 
accuracy of prediction model. Been used to certain com- 
mand protection engineering, the model is proved to be 
more accurate than obvious models. The model can be 
spread to other engineering. 
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