
Journal of Information Security, 2012, 3, 18-24 
http://dx.doi.org/10.4236/jis.2012.31003 Published Online January 2012 (http://www.SciRP.org/journal/jis) 

A Multi-Stage Network Anomaly Detection Method 
for Improving Efficiency and Accuracy 

Yuji Waizumi, Hiroshi Tsunoda, Masashi Tsuji, Yoshiaki Nemoto 
Graduate School of Information Sciences (GSIS), Tohoku University, Miyagi, Japan 

Email: wai@ecei.tohoku.ac.jp 
 

Received September 29, 2011; revised October 27, 2011; accepted November 10, 2011 

ABSTRACT 

Because of an explosive growth of the intrusions, necessity of anomaly-based Intrusion Detection Systems (IDSs) 
which are capable of detecting novel attacks, is increasing. Among those systems, flow-based detection systems which 
use a series of packets exchanged between two terminals as a unit of observation, have an advantage of being able to 
detect anomaly which is included in only some specific sessions. However, in large-scale networks where a large num- 
ber of communications takes place, analyzing every flow is not practical. On the other hand, a timeslot-based detection 
systems need not to prepare a number of buffers although it is difficult to specify anomaly communications. In this pa- 
per, we propose a multi-stage anomaly detection system which is combination of timeslot-based and flow-based detec- 
tors. The proposed system can reduce the number of flows which need to be subjected to flow-based analysis but yet 
exhibits high detection accuracy. Through experiments using data set, we present the effectiveness of the proposed 
method. 
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1. Introduction 

In recent years, intrusions such as worms and denial of 
service attack have become a major threat to the Internet. 
In particular, novel intrusions such as novel worms and 
zero-day attacks are increasing and are responsible for a 
big damage to the Internet. For detecting intrusions, Net- 
work Intrusion Detection Systems (NIDSs) have gained 
attention. NIDSs are classified into misuse detection sys-
tem and anomaly detection system. 

In misuse detection systems such as Snort [1], intru- 
sions are detected by matching signatures which are pre- 
pared manually in advance. They are highly popular in 
network security because they exhibit higher detection 
accuracy and generate fewer false positives for known 
intrusions than anomaly detection systems. However, 
developing signatures is cumbersome and time-consum- 
ing task because they have to be made by security ex- 
perts manually. Therefore, novel intrusions can cause a 
significant damage to the Internet before signatures are 
developed.  

On the other hand, anomaly detection systems such as 
NIDES [2] and ADAM [3] can detect unknown intru- 
sions. This is because these methods detect intrusions 
based on the deviation from the normal behavior, and 
thus do not require a pre-hand knowledge of intrusions.  

However, these methods tend to generate more false 
positives than signature base IDSs. Although a lot of 
researchers carried out to increase the detection accuracy, 
still higher detection accuracy is demanded. Therefore, 
we focus our research on anomaly detection systems. 

In anomaly detection systems, network traffic is ana- 
lyzed using observation units such as timeslot and flow. 
A timeslot-based detection has an advantage of being 
able to detect network anomaly states effectively. On the 
other hand, the flow-based analysis is capable of exam- 
ining each communication in a more detail form. Our 
group has proposed a combination of timeslot-based and 
flow-based detections and shown its effectiveness [4]. 
However, in a flow-based analysis, a large number of 
buffers have to be prepared. Analyzing all flows of net- 
work traffic is not realistic, and the buffer size can be 
vulnerability to Denial of Service (DoS) attacks because 
all flow analysis can result in a buffer overflow. 

In this paper, we propose a high accuracy multi-stage 
anomaly detection system which can reduce the number 
of flows necessary to be analyzed. The proposed system 
consists of two detection stages. The first stage is a time- 
slot-based detector which picks up flows need to be ana- 
lyzed by flow-based detector in detail. It then inspects 
only these suspicious flows in the second stage, thus, 
computational load and buffer size to analyze flows can 
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be reduced. 
The remainder of this paper is organized as follows. 

Section 2 explains timeslot-based and flow-based analy- 
ses, and mentions issues in a combination of these ana- 
lyses. In Section 3, we proposed a multi-stage anomaly 
detection system. Evaluation of the proposed system is 
presented in Section 4. Finally, Section 5 concludes this 
paper. 

2. Combination of Timeslot-Based and 
Flow-Based Analyses 

Anomaly detection systems generally analyze traffic in 
observation units such as timeslots and flows. In this 
section, we explain these units for the intrusion detection 
and introduce a conventional method which combines the 
two detectors. Furthermore, issues in the conventional 
method are also presented. 

2.1. Timeslot-Based Analysis 

Anomaly detection often uses timeslot-based analysis 
[4-6]. In this method, the overall traffic is separated into 
timeslots of fixed length and its features, which are nu- 
merical values representing the network state, are ex-
tracted from traffic in the timeslot. It has an advantage of 
low buffer storage since this analysis releases buffers 
after each timeslot. However, it is difficult for this method 
to specify anomalous communication flows. 

2.2. Flow-Based Analysis 

A flow is defined as a set of packets which have the same 
values for the following three header fields. 
 Protocol (TCP/UDP) 
 Source/Destination address pair 
 Source/Destination port pair 

A TCP flow ends with FIN or RST flags and UDP 
flows are terminated by time-out  .Tu

A flow is often used in anomaly detection [4,7,8]. A 
flow-based analysis method can analyze each bidirec-
tional communication in detail and can specify each 
anomalous communication. However, in this analysis, 
buffers must be prepared for every flow. The number of 
buffers to be prepared lineally increases with as increase 
in the number of flows. Thus, this method possesses a 
risk of buffer overflow. Therefore, storage of buffers is a 
bottleneck in the flow-based analysis and vulnerability to 
DoS attacks. 

 

2.3. A Conventional Combination Method 

Our research group has proposed a combined system 
using the timeslot-based and the flow-based analyses in 
parallel [4]. Figure 1(a) shows the overview of the con- 
ventional system, which we term as a parallel system.  

Network traffic is inputted to both the timeslot-based and 
the flow-based detectors, and is analyzed by each detec- 
tor. A combination of timeslot-based and flow-based 
detectors can detect intrusions effectively by taking ad- 
vantage of the merits possessed by both of these methods. 
Therefore, the combination system is highly accurate in 
anomaly detection and [4] shows the effectiveness of the 
parallel system through some experiments using DARPA 
data set [9].  

However, it is still necessary to address the problem of 
large buffer storage in the flow-based analysis. For re-
ducing the amount of data to be analyzed by flow-based 
analysis, packet sampling [10-12] and setting short time- 
outs [13] have been proposed. However, by using the 
former, it is difficult to observe flows which consist of 
only few packets, and thus there is a high chance of 
missing important packets during detection. Since novel 
worms tend to be few packets in order to spread as fast as 
possible [14], such worms are difficult to be sampled. In 
the latter case, since long traffic flows will be split up if 
its interval of arrival time of packets exceeds the flow 
timeout, the short timeouts causes increasing the number 
of flows and declining efficiency and accuracy [11]. As a 
result, we consider that these approaches suffer from lack 
of information for detecting anomalous events and ex- 
hibit low detection accuracy. 

Since packet sampling and setting short timeout di- 
minish data of each flow without any regards for evalu- 
ating anomaly, it may result in lack of information 
needed to detect anomalous flows. For avoiding lack of 
information, not data of each flow but the number of 
flows should be reduced with appropriate criteria. 

3. A Multi-Stage Anomaly Detection System 

In this section, we propose a multi-stage network anom- 
aly detection system. It uses fewer amount of buffer, but 
yet detects intrusions with high accuracy. 

3.1. Outline 

Figure 1(b) shows the overview of the proposed multistage  
 

 
(a) 

 
(b) 

Figure 1. Overview of parallel system and multi-stage sys-
tem. 
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tion port numbers. The role of the dump module is to 
pick up packets based on the suspicious information, and 
to assemble them into suspicious flows. These flows are 
sent to the flow-based detector. The flow-based detector 
analyzes them and generates alarms if any anomaly is 
detected. As a result, it is not necessary to analyze flows 
in normal and anomalous slots. Therefore, the proposed 
system can reduce the number of flows that need to be 
stored in a buffer. 

system. The proposed system consists of timeslotbased 
detector in the first stage and flow-based detector in the 
second stage. The role of the first stage is to exclude 
flows that can be judged as obvious anomalous or obvi- 
ous normal. For such flows, detailed analysis by the 
flow-based detector is not needed. By excluding such 
flows, the proposed method can achieve the both high 
efficiency and high accuracy in network anomaly detec- 
tion. 

In Sections 3.2 and 3.3, we describe the timeslot-based 
detector and the flow-based detector respectively. 

Considering the role of the first stage, we utilize timeslot- 
based detector in it. In the timeslot-based detector, the 
anomaly level of a time slot basically depends on the 
number of anomalous flows. Therefore, if timeslots have 
extremely high or extremely low degree of anomaly, we 
can consider flows included in such timeslots as obvious 
anomalous or normal, respectively. Only flows included 
in the remaining timeslots need to be analyzed by the 
flow-based analysis. Therefore the proposed system can 
reduce the number of flows that need to be analyzed by 
the flow-based analysis. 

3.2. Timeslot-Based Detector 

3.2.1. Outline 
Figure 3 shows the slot classification carried out by the 
timeslot-based detector. Firstly, each slot is classified 
into either anomalous slot candidate or normal slot by a 
threshold ( acTh ). Then the anomaly score of a slot ex-
ceeds the threshold ( acTh ), the slot is regarded as an 
anomalous slot candidate. 

Next, the anomalous slot candidates are classified into 
anomalous slots or suspicious slots by another threshold 
( asTh ). When the anomaly score of an anomalous slot 
candidate exceeds the threshold (Th ), this slot is judged 
as an anomalous slot. 

The architecture of the proposed system is illustrated 
in Figure 2. Network traffic is input into both the timeslot- 
based detector and the dump module. The timeslot-based 
detector analyzes the network traffic for each timeslot. 
Based on the anomaly level of the timeslot, it classifies 
each slot into three levels which are anomalous, suspi- 
cious and normal. Normal slots are excluded from further 
analysis. For anomalous slots, this detector generates 
alerts to administrators to inform that anomalous traffic 
is detected. For suspicious slots, information needed to 
aggregate packets to assemble flows, which we term sus- 
picious information, is sent to the dump module. This 
information includes start and end times of the suspicious 
slot, source/destination IP addresses and source/destina-  

For anomalous slots, the timeslot-based detector out-
puts alerts. For suspicious slots, this detector generates 
suspicious information. For normal slots, this detector 
outputs nothing. In the end, only the suspicious slots 
whose anomaly scores in the range from to are sent to 
second stage for a detail analysis. It is effective to detect 
anomaly based on packet header and payload individu- 
ally [4]. Therefore, the timeslot-based detector has two 
modules, header-based detection module and payload- 
based detection module. 

 

 

Figure 2. Detailed architecture of the proposed system. 
 



Y. WAIZUMI  ET  AL. 21

 

 

Figure 3. Slot classification using two thresholds in timeslot- 
based detector. 

3.2.2. Header-Based Detection Module 
The header-based detection module analyzes network traffic 
based on features mainly extracted from the header of 
each packet included in each timeslot. The features (37 
types) extracted are as follows: 

1) For all traffic. 
a) Each number of packets of TCP/ UDP/ ICMP (3 

types). 
b) The number of TCP bytes. 
c) The number of port varieties of TCP. 
d) Each number of TCP flags (5 types). 
e) The number of DNS packets. 
f) The number of fragment packets. 
g) The number of IP address varieties (each byte, 4 

types). 
2) For port #21, #22, #23, #25, #80 and #110.  
a) Each number of TCP flags (3 types). 
3) For port #80. 
a) The maximum number of bytes between delimiter 

(space/line feed). 
b) A ratio of the number of message headers per the 

number of request lines. 
c) A ratio of the number of packets per the number of 

clients. 
These features become elements of a feature vector. 

This detector calculates a projection distances from a feature 
vector to the first principal components using Principal 
Component Analysis (PCA) and defines the projection 
distance as the anomaly score of the flow from which the 
feature vector is extracted. Based on the anomaly score, 
slots are labeled as anomalous slots, suspicious slots, or 
normal slots. 

3.2.3. Payload-Based Detection Module 
The payload-based detection module analyzes network 
traffic by features extracted from payloads of a packet. 

In the payload-based detection module, packet pay- 
loads are divided into 8-bit codes. Appearance and tran- 
sition probabilities of each code are calculated using 
training data. Then, we assume that the code sequences 
in packet payloads of each port generate with Markov 
process. Hence, the appearance probability of a code 
sequence 1 2 , , , nx x x in a packet payload is obtained 
from Equation (1) 

       1 2 1 2 1 1, , , n n nP x x x P x P x x P x x  

n

  (1) 

where  is the length of a packet. 
Anomaly score H  for each packet is defined as the 

measure of information of code sequences and are ob- 
tained from Equation (2) because anomalous code se- 
quences occur few many times. The anomaly of a slot is 
defined as the maximum value of in that slot. 

 2 1 2log , , , nH P x x x             (2) 

Based on H , slots are labeled as anomalous slots, 
suspicious slots, or normal slots. 

3.2.4. Output of Timeslot-Based Detector 
Table 1 summarizes the final outputs of the timeslot-based 
detector. When any one of the header-based and the pay- 
load-based detection modules label a slot as an anoma- 
lous slot, the timeslot-based detector outputs an alert. If 
header-based or payload-based detection modules label a 
slot as a suspicious slot, suspicious information is gener- 
ated and sent to the dump module. When one detector 
labels a slot as an anomalous slot and the other labels a 
slot as a suspicious slot, the timeslot-based detector out- 
puts both of alert and suspicious information. When both 
header-based and payload-based detection modules label 
a slot as a normal slot, the timeslot-based detector out- 
puts nothing. 

3.3. Flow-Based Detector 

3.3.1. Outline 
The timeslot-based detector creates suspicious informa- 
tion when a slot is classified a suspicious slot. The flow- 
based detector analyzes suspicious flows which are as- 
sembled by the dump module using suspicious informa- 
tion. This detector classifies suspicious flows into anoma- 
lous flows or normal flows. 

Similar to the timeslot-based detector, the flow-based 
detector consists of two analysis modules: header-based 
and payload-based detection modules. When any of the 
header-based and the payload-based detection modules 
classifies a flow as anomalous, the flow-based detector 
outputs an alert. 
 

Table 1. Output of the timeslot-based detector. 

HDM
PDM 

Anomalous 
Slots 

Suspicious 
Slots 

Normal 
Slots 

Anomalous 
Slots 

Alert Alert & SI Alert 

Suspicious 
Slots 

Alert & SI SI SI 

Normal Slots Alert SI - 

HDM: Header-based Detection Module; PDM: Payload-based Detection 
Module; SI: Suspicious Information. 
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3.3.2. Header-Based Detection Module 
The header-based detection module detects anomalous 
flows using features extracted from packet headers of a 
flow. It analyzes the following features (TCP: 19 types, 
UDP: 7 tyes): 

1) For both of TCP and UDP flows. 
a) The number of packets. 
b) Inverse of the number of flows which have same 

port number. 
c) The number of fragment packets. 
2) For TCP flows (only sending packets from clients). 
a) Each number of TCP flags (8 types). 
b) Each number of packets with only a TCP flag (8 

types). 
3) For UDP flows. 
a) Each number of sending/receiving packets for cli-

ents (2 types). 
b) Each number of sending/receiving packets for cli-

ents (2 types). 
The projection distance from a feature vector to the 

first principle component is calculated by PCA using 
these features. The projection distances are then used as 
anomaly scores of flows. 

If some plural flows which have same source/destination 
IP addresses are observed in a short period of time, this 
module regards them as related flows and treats them as 
one set. Because some attacks, such as scan, consist of 
plural flows from single IP address, assembling the re- 
lated flows can promotes the efficiency of detection. 

When a flow f is observed, flows which have the iden- 
tical IP addresses with f and meet the conditions below 
are regarded as the related flows of f 

f if f ft T t t  

f

                (3) 

where i  denotes a related flow, ft  and 
if

t  are the 
finish time of flow f and i , respectively. A parameter   f

fT i is used to evaluate whether two flows f and f  are 
observed in a short period of time.  

Denoting the anomaly score of f  and if  as fa  
and 

if
a , respectively, the anomaly score of the set of the 

related flows FA  can be expressed as: 
1

0
i

N

F f f
i

A a a




                  (4) 

where F denotes the set of the related flows and N is the 
maximum size of buffer to store the related flows for 
evaluating F

3.3.3. Payload-Based Detection Module 
For each TCP flow, a feature vector consists of 512 fea- 
tures which are the 256 codes from client to server and 
the 256 codes from server to client. For others, such as 
UDP flow, the feature vector consists of 256 features 
which are the 256 codes from client to server. Projection 
distances from the feature vector from the first principle 
component are calculated by PCA using these features. 
The flow-based detector defines the projection distances 
as anomaly scores of flows. This analysis is carried out 
for all TCP flows, port #20, #21, #23, #25 and #80 re-
spectively. 

4. Evaluation 

4.1. Experimental Environment 

We use the 1999 DARPA off-line IDS evaluation data 
set [9] to investigate the number of flows reduced by the 
timeslot-based detector and to evaluate of detection ac- 
curacy. The following information of intrusions is given 
in this data set. 
 Intrusion instants. 
 IP addresses and port numbers of intruders. 
 IP addresses and port numbers of victims. 

A . Even if each flow of an intrusion has 
small anomaly score, we can detect such intrusion by 
evaluating FA . Moreover, if an alert for F is generated, 
this module does not generate more alerts for successive 
flows that have same source/destination IP addresses as 
F during f f . Thus, only one alert is generated for a 
single intrusion and we can avoid receiving redundant 
alerts. 

t T

T

 Types of intrusions. 
This data set consists of network traffic of 5 weeks. 

Week 1 and week 3 (10 days) traffic are attack-free while 
week 4 and week 5 (10 days) traffic include some intru-
sions. Data of week 1 and week 3 are used for training 
the detectors of the proposed system, and intrusions in- 
cluded in week 4 and week 5 are the detection targets. In 
week 4 and week 5, nearly 700,000 TCP and UDP flows 
are included. 

Table 2 shows the values of parameters tT , u , fT  
and , which are same as the parallel system [4]. A 
payload-based detection module in timeslot-based detec- 
tor targets port #21, #25 and #80 on which the payload- 
based detection module is able to train effectively as the 
data set. 

N

According to [15], and thresholds of flow-based de- 
tector are set such that the number of false positives does 
 

Table 2. Values of parameters set in evaluation. 

Parameter Description Value 

t
T  Timeslot Length 60 [sec] 

u
T

f
T

N
i

 
Timeout for Terminating UDP 

flows 
600 [sec] 

 Available period of a base flow 600 [sec] 

 Maximum number of f  10 
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not exceed 10 for each day (100 in 10 days). Thresholds 
of detection module in the proposed system are set as 
shown in Table 3. The value of  is set as explained 
in the next subsection. 

acTh

4.2. Flow Reduction Performance 

By using suspicious flow ratio per all flows in week 4 
and week 5 ( sR

R
), and the ratio of detectable intrusions in 

anomalous slot candidates per all intrusions ( ac ), we 
evaluate flow reduction effect of the proposed system. A 
low value of sR

R

 is preferred as it implies that the num- 
ber of flows which will be analyzed in the flow-based 
detection modules are reduced. High ac  means that 
many intrusions included in the anomalous slots can be 
detected by the proposed method. 

Figure 4 shows changes in sR R with respect to .ac  
This graph indicates that the bottom right portion of the 
line shows a high performance. Figure 4 shows that sR

R

Th acR

 
is about 40 percent when ac  is about 90 percent. That 
is to say, it is possible to detect 90 percent intrusions by 
analyzing merely 40 percent of the total flows. This in-
dicates the proposed system can effectively reduce flows 
to be analyzed. 

Note that remained 10 percent intrusions become false 
negatives in the proposed method. However, after invest- 
tigating these intrusions, we find that most of these intru- 
sions cannot detect even by the flow-based detector. 
Since the behavior of these intrusions is almost same as 
normal communication, it is difficult to detect such in-
trusions by the already existed timeslot-based and flow- 
based detector. As a result, we conclude that there can be 
few additional false negatives caused by the proposed 
method. Therefore, ac  is adjusted so that  becomes 
90 percent in the next section. 

4.3. Intrusion Detection Performance 

In this section, the proposed system is evaluated in terms 
of detection accuracy. Table 4 indicates the number of 
detected intrusions, the total number of intrusion and 
detection rate for existing IDSs and the proposed system. 
As shown in Table 4, the proposed system has higher 
detection rate than other IDSs except NETAD. 

The proposed method achieves higher detection rate 
than the parallel system because the number of false 
positives are reduced by the proposed method. When 
flows are generated by mistaken operation of a user (e.g., 
access to closed service), these flows have a tendency to 
be detected by the flow-based detector and cause false 
positives. In case that some flows are included in normal 
slots in the proposed method, however, the flow-based 
detector does not need to analyze and detect such flows. 
This results in reduction of false positives. 

Table 3. A limitation number of false positives for each day 
set in evaluation for each detector. 

Timeslot Flow 

Header Payload Header Payload 
2 2 3 3 

 
Table 4. A comparison with other IDSs. 

IDS 
Detection rate 

(detected attacks/detectable attacks) 

Expert-1 [16] 50.3% (85/169) 

Expert-2 [17] 46.8% (81/173) 

Dmine [18] 40.2% (41/102) 

Forensics [19] 55.6% (15/27) 

NETAD [20] 71.4% (132/185) 

Parallel system [4] 60.8% (104/171) 

Proposed system 68.4% (117/171) 

 

 

Figure 4. Changes in sR  with respect to acR . 

 
NETAD indicates higher detection ratio than the pro- 

posed system. However, NETAD has some drawbacks in 
practical situations. It detects intrusions using the ap- 
pearance number of IP addresses. This causes many false 
positives in networks which provide services to any users. 
Moreover, intruders can easily evade the NETAD’s de- 
tection because the IP addresses of intruders can be re- 
garded as normal if they can access victims normally 
beforehand. In this regard, the proposed system can be 
applied to any networks because it does not use features 
such as IP addresses. Next, NETAD analyzes traffic us- 
ing only the first few portion of payloads included in 
each packet. Therefore, NETAD is not able to detect in- 
trusions which have anomalies the latter half of packet 
payloads. On the other hand, the proposed system ana- 
lyzes all payloads, and can detect these intrusions. Con- 
sequently, the proposed system will work well in practi- 
cal situations. 
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5. Conclusions and Future Works 

In this paper, we proposed a multi-stage anomaly detec- 
tion system which is combination of timeslot-based and 
flow-based detectors. To obtain high intrusion detection 
accuracy, a detection system should analyze each ob- 
served flow in detail. This flow-based analysis, however, 
needs high computational cost and large buffer to store 
flows. The computational cost and buffer size can be 
vulnerability for DoS attacks. To avoid this potential risk, 
the proposed system reduces the computational cost and 
buffer size by adopting timeslot-based detection modules, 
which can work with lower computational cost and 
smaller buffer size, at the stage of prior to flow-based 
detector. In the detection experiment, we demonstrated 
that the proposed system can reduce the number of flows 
which needs to be analyzed at the flow-based detection 
modules to 40 percent with high detection accuracy 
compared with existing intrusion detection systems. Thus, 
the proposed system can avoid the risk which arises from 
the computational cost and buffer size with high detec- 
tion accuracy. But, some flows were classified as non 
attack flows at the first detection stage. This is a potential 
drawback of the proposed system and a future work. 
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