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Abstract 
This article mainly introduces the image classification algorithm research 
based on the improved convolution neural network and some improvement 
ideas for the research of the classification based on the convolution neural 
network. The VGG16 model was improved in this article. By adding a dro-
pout layer and a feature extraction layer, and performing L2 regularization on 
the loss function at the end, it deepens the model depth and improves the fit 
of the entire model. The experimental results show that the improved model 
can greatly improve the detection accuracy rate 98.7% than the traditional 
CNN algorithm 96.97% on the cat and dog data set. 
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1. Introduction 

In recent years, with the rapid development of new information technology re-
lated to artificial intelligence, computer vision, as the intelligent field of artificial 
intelligence development, has also become more rapid with the improvement of 
computer performance [1]. Computer vision itself is through some photography, 
image information obtained from the camera equipment, and then through 
some software on the computer to convert it into digital signals for further 
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processing, making the image more intuitive and clearer, so as to realize the au-
tomated analysis of the target. Image classification technology is currently one of 
the most important applications of computer vision, widely used in people’s lives 
and academic research [2]. As a classic image classification problem, two classi-
fication is an important research field. With the rapid development of deep 
convolutional neural networks, the accuracy of image classification and detec-
tion speed have been greatly improved. However, due to the complexity of the 
picture, the feature extraction of different pictures is very problematic in actual 
problems, and the problem of image distortion may occur, which makes it diffi-
cult to accurately identify and detect image classification under different models. 

In the 21st century, most image classifications are still using traditional me-
thods such as Decision Tree and Support Vector Machine [3]. The advantages of 
decision tree algorithms are that they are simple, easy to understand, and easily 
achieved on two classification problem, and the general-purpose type is better. 
But because of a relatively simple problem, when there are too many data in the 
data set, the problem of overfitting is easy to occur. At the same time, the effect 
is not satisfactory in the case of multi-classification. As a more scientific ma-
chine learning method, the SVM algorithm is a linear classifier with the largest 
interval in the feature space. It uses high-latitude mapping to solve some linear 
inseparable problems. It is also used in text, sound, image and other classifica-
tion problems. Very good results have been achieved in processing. But like the 
decision tree algorithm, when the data is too large, the amount of calculation 
will increase exponentially, and it will eventually lead to overfitting, and even-
tually lead to the inefficiency of the model. Moreover, these two algorithms are 
based on manual feature extraction. Manual feature extraction depends on the 
person who extracts the feature, their familiarity with the task, and professional-
ism. Different people perform feature extraction, which often affects the subse-
quent model fitting degree. The level. In recent years, the successful application 
of deep learning algorithms represented by convolutional neural networks in the 
computer field has laid the foundation for CNN in image classification. Through 
the experiments of countless researchers, they have found that the accuracy of 
using convolutional neural networks to achieve various image classification tasks 
is higher than that of using SVM and decision tree algorithms. Experiments by 
many researchers have shown that the extraction of pneumonia image features 
by convolutional neural networks is more complete than manually extracted 
features, more fitting models, and more expressive. However, in the early stage, 
the structure of the convolutional neural network is relatively simple, and the 
ability to learn features for image classification tasks is also limited, and the ac-
curacy of image classification needs to be improved. 

Although the current transfer learning method has achieved better results in 
the task of image classification. However, migration learning cannot fit all image 
classification tasks. For example, the model parameters that are fitted on the 
pneumonia image are not very effective in the classification of flowers and 
plants. Because they did not improve the transfer learning model accordingly. 
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Therefore, this article proposes a deep neural network model based on the re-
sults of the VGG16 network to improve, and conduct experiments on the cat 
and dog data set. 

This article studies the classification on the cat and dog data set. The main 
work is as follows: 1) Improve the VGG16 network, add the Dropout layer and 
add the Batch Normalization layer. 2) Construct a feature fusion layer and com-
bine it with the improved VGG16 network structure to obtain more diverse 
nonlinear features. 

2. Image Classification and Recognition Architecture  
2.1. Convolutional Neural Network Model 

When traditional image classification algorithms classify images, they often need 
to manually participate in feature processing, so the features obtained can only 
be used in this task. Moreover, the model trained in this way often has poor per-
formance when fitting other tasks, does not have a general purpose, and there is 
still a lot of room for performance improvement. 

Compared with traditional simple learning, deep learning is different in that 
deep learning can use a multi-layer non-linear structure to “autonomous” 
learning to characterize the characteristics of data. Most of the latter need to 
manually extract feature information, and because the manually extracted fea-
tures often cannot well represent the essence of things, it is difficult to improve 
the learning effect. Compared with simple learning methods such as decision 
trees and SVM, deep learning learns the characteristics of data hierarchically 
through a multi-layer network structure, and then fine-tunes the classification 
information of each layer separately, which can realize the completion of com-
plex samples with a simple structure. description. Convolutional neural network 
is a successful application of deep learning in the field of image processing. As a 
feedforward neural network with deep structure, it is generally composed of 
convolutional layer, pooling layer, fully connected layer and output layer. Com-
pared with the traditional artificial neural network, the main difference between 
the two is that the former greatly reduces the number of parameters and the dif-
ficulty of training through convolution kernel and weight sharing. Combined 
with the training of a large amount of data, the convolutional neural network 
breaks through the limitations of traditional networks and has made great 
progress in the field of image processing [3].  

2.2. Network Structure Design 

In this paper, a feature fusion layer is designed, which can perform non-linear 
combination of the feature information learned by the VGG16 network, so as to 
obtain more non-linear combination results. 

Figure 1 is a traditional model diagram of VGG16, and Figure 2 is an improved 
model diagram of the VGG16 network designed in this paper. Compared with 
the traditional VGG16 network model, it adds a Dropout layer and a Batch  
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Figure 1. VGG16 network model diagram. 

 

 
Figure 2. Improved model of VGG16. 

 
Normalization layer. The feature fusion layer includes 3 fully connected layers, 2 
batches of standardized layers, and 1 global pooling layer [4]. 

In the construction of the network model, the convolution kernels of the 
convolution layer follow the regulations of VGG16, which are 64, 128, 256, and 
512, respectively, and the convolution kernels in the feature fusion layer are 
1024, 512, and 1 in turn [5]. The node hiding rate parameter of the Dropout 
layer is generally selected between 0.3 - 0.7. This paper conducts many experi-
ments between the best hiding rate, and finally sets it as 0.5 [6]. 

In the model training process, at the end of each iteration, the backpropaga-
tion algorithm (BP) is used to adjust the relevant parameters of the feature fu-
sion layer. The calculation formula of the fully connected layer is: 

( )out inY f WX b= +                         (1) 
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where Y is the output of the fully connected layer, and X is The input of the 
fully connected layer, W is the weight of training, ( )f ⋅  is the activation 
function ReLU [7].  

( )
0, 0

, 0
x

f x
x x

≤
=  >

                         (2) 

ReLU function has unilateral inhibition, which meets the requirements of the 
loss function in this experiment. 

In the process of neural network training, the problem of gradient explosion 
or disappearance often occurs, which makes network training difficult. And as 
the network deepens, training will become more and more difficult, and con-
vergence will become slower and slower. Therefore, the function of the BN layer 
is to keep the input of each layer of neural network in the same distribution in 
the process of deep learning network [8]. 

The Dropout layer is to suppress the problem of overfitting, so that after some 
layers of feature extraction in the deep learning network, it makes him randomly 
discard a part of the neurons, thereby suppressing the problem of overfitting [9]. 

L2 regularization is a commonly used technology in machine learning, and its 
main purpose is to control the complexity of the model and reduce overfitting. 
The basic regularization method is to add a penalty term to the original objective 
function to punish the model with high complexity [10].  

3. Experiments 

The experiment was conducted under Windows 10 system, the CPU was 
AMD2600X, and the graphics card was NVDIA 2060. The experimental envi-
ronment is based on the Windows-based TensorFlow2 framework, and the ex-
periment runs under the GPU environment. 

3.1. Data Set 

This article uses a question from the Kaggle competition: the cat and dog data 
set [11]. The data set includes two independent cat and dog image data sets, 
25,000 in the training set and 1000 in the test set. Each data set includes two cat-
egories of images. Cat pictures, Dog pictures. Figure 3 shows the realization of 
data related to cats and dogs. 

The data distribution of cat and dog pictures is shown in Table 1. 

3.2. Image Preprocessing 

Image preprocessing is the process of reducing unnecessary image information 
and restoring or marking effective information. Commonly used methods in-
clude normalization and spatial transformation. The input image is generally 
smoothed in the scale space through a Gaussian blur kernel. After that, one or 
more features of the image are calculated by local derivative operation. Other-
wise, in order to ensure the training effect, this paper randomly cut and reverse 
the data before passing it into the model.  
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Figure 3. Cat and dog data set display. (a) Cat data set; (b) Dog data set. 

 
Table 1. Distribution of cat and dog data sets. 

Data Set Cat Dog Total 

Training Set 13,446 11,554 25,000 

Test Set 500 500 1000 

3.3. Experimental Process 

Step 1: Build the VGG16 model (Figure 1). 
The network structure includes 13 convolution layers, 3 fully connected Lay-

ers, and 5 pool layers. The 13 convolution layers are a medium-sized 3 × 3 ma-
trix with a moving step of 1. The number of convolution kernels gradually in-
creased from 64 in the first layer to 128 to 256 and then to the last 512. The size 
of the convolution kernel of the pooling layer is 2 × 2, and the step size is 2.  

Step 2: After building VGG16 model, this article adds a Dropout layer and 
Batch Normalization, and sets the Dropout layer parameters to 0.5 to randomly 
discard 50% of the neurons. 

Step 3: The number of model iterations is set to 40, the activation function of 
the convolutional layer is set to ReLU, the activation function of the last layer of 
fully connected layer is set to sigmoid, and because it is a binary classification 
problem, the final loss function is set to binary cross-entropy.  

4. Experimental Result and Analysis 

This paper uses the accuracy rate and loss function to evaluate the performance 
of the model. Figure 4 is the accuracy rate of the training set and test set of the 
model, and Figure 5 is the decrease rate of the loss function. 

The loss function used in this article is: 
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Figure 4. Correct rate of training set and correct rate of test set. 

 

 
Figure 5. Loss function descending gradient. 
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where n is the number of samples, and yi is the real data. 
The accuracy calculation formula is: 

TP TNACC
TP TN FP FN

+
=

+ + +
                    (4) 

where TP is the predicted value of the sample matches the true value and both 
are positive, and FP is the sample predicted value is positive and the true value is 
negative, FN is the predicted value of the sample is negative and the true value is 
positive, TN is the predicted value of the sample matches the true value and both  
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Table 2. Comparison of accuracy rates of VGG16 and VGG16 improved models. 

Experiment number Recognition methods Accuracy 

1 SVM 86.90% 

2 VGG16 96.97% 

3 VGG16 Improve the model 98.7% 

 
are negative. 

This paper uses the VGG16 model for comparative experiments. The experi-
mental results are shown in Table 2. As can be seen from Table 2, in compari-
son with its own VGG16, the accuracy rate has increased by 2 percentage points, 
while the loss function shown in Figure 4 has decreased the gradient also meets 
the experimental requirements. The experimental results show that the im-
proved VGG16 model in this paper has a good detection effect. 

5. Conclusion 

This paper proposes an improved VGG16 convolutional neural network model 
to realize the classification of cat and dog images. Based on the VGG16 model, 
this paper adds a dropout layer, batches standardization layer, and constructs a 
feature fusion layer to make the model obtain more diversified non-linear fea-
ture representations, improve accuracy, and reduce the ability of the model to 
overfit. In comparative experiments, the training set and test set of the model in 
this paper have achieved better recognition results and generalization capabili-
ties [12]. In the follow-up work, the model will be considered, the number of 
layers of the model will be improved, and the capsule network will be added as a 
feature fusion layer. Carry out three classifications of animals, and use semantic 
segmentation to segment and locate the image. 
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