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Abstract 
Recent studies in scientific research and engineering practice have the tendency 
to employ evolutionary algorithms to solve multi-objective optimization prob-
lems (MOPs), which has a certain effect. In the evolutionary process, the mat-
ing selection that aims to make a good preparation for exchanging the infor-
mation of individuals plays an important role in multi-objective evolutionary 
algorithms (MOEAs). However, existing MOEAs usually use random selec-
tion strategy to form the mating pools. This strategy of generating offspring 
has a certain randomness, which will affect the quality of offspring, thereby 
deteriorating the effectiveness of the algorithm. To address this issue, we pro-
pose a novel tournament selection strategy, in which a type of binary tourna-
ment selection strategy based on the grid dominance relation and density in-
formation is adopted to select individuals for variation. The experimental re-
sults indicate that the proposed method performed well in terms of conver-
gence and diversity, especially due to the significant benefits of high-dimen- 
sional objective space handling. 
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1. Introduction 

It is undoubted that the multi-objective optimization technology is a research 
which engineers pay a lot of attention to [1]. Without loss of generality, multi- 
objective optimization problems (MOPs) involve two or more conflicting objec-
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tives to be optimized, which can be formulated as follows: 

1 2minimize     ( ) ( ( ), ( ),......, ( ))
subject to    

mF x f x f x f x
x

=

∈Ω
             (1) 

where DRΩ∈  is the decision space, m is the number of objectives, and  
: MF X Y R→ ∈  represents the objective function. It is worth noting that opti-

mization problems involving a high number of objectives indeed appear widely 
in real-world applications. Specially, if an MOP has more than three objectives, 
it is often known as a many-objective optimization problem (MaOP) [2]. As shown 
in Equation (1), we can find that MOP/MaOP involves multiple conflicting ob-
jectives to be optimized. Therefore, MOPs do not have single optimal solution 
that can optimize all the objectives and are usually replaced by a set of trade-off 
solutions. With the great success of evolutionary algorithms in recent years, a 
variety of promising multi-objective evolutionary algorithms (MOEAs) have been 
developed, such as NSGA-III [3], MOEA/D [4], and IBEA [5]. According to dif-
ferent computing strategies, these algorithms can be roughly classified into three 
categories. 

The first category directly adopts Pareto dominance to distinguish and select 
candidate solutions. NSGA-II [6] and SPEA2 [7] are two representative MOEAs 
of this type, where all non-dominated solutions are first identified and then en-
ter next generation population. Another idea belonging to this category is to 
combine the Pareto dominance with a new metric, and MOEAs belonging to this 
category include the SPEA/R [8], NSGA-II/SDR [9] and PREA [10]. 

The second category covers various indicator-based MOEAs. This strategy gen-
erally uses a performance indicator of solution quality measurement to select solu-
tions from current population for the next generation. Some representative ap-
proaches of this category are indicator-based evolutionary algorithm [11], S-metric 
selection based evolutionary multi-objective optimization algorithm [12], and in-
dicator-based evolutionary algorithm. 

The third category is known as the decomposition-based MOEAs, which con-
vert an MOP to a number of single-objective optimization problems (SOPs) and 
simultaneously solve them in a collaborative manner. MOEA/D is a representa-
tive of this class of metaheuristics. In MOEA/D, Das and Dennis’s [13] syste-
matic approach is adopted to construct a set of weight vectors. Then, MOEA/D 
employs decomposition function to decompose a high-dimensional problem in-
to a number of scalarized sub-problems to be solved collaboratively. Furthermore, 
the decomposition-based idea has also been exploited in some recently developed 
MOEAs, such as MOEA/D-CMA and ENS-MOEA/D. 

Although the existing MOEAs have shown competitive performance in solv-
ing MOPs, it is difficult to tackle MaOPs. The one reason for the poor conver-
gence performance of the existing MOEAs is that the random mating selection 
loses its search efficiency in solving MaOPs. This strategy of generating offspring 
has certain randomness, which may leads to a severe deterioration of the per-
formance when the number of redundant objectives increases. To address this 
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issue, we propose in this paper an evolutionary many-objective algorithm based 
on a novel tournament selection strategy for handling MaOPs, called NTSEA. 
The main contributions of this article are highlighted as in the following: 

1) In NTSEA, a novel tournament selection strategy is proposed, we exploit a 
novel binary tournament selection strategy by grid dominance relation and den-
sity information to select individuals for variation. 

2) Based on the proposed framework, a novel MOEA is proposed by adopting 
general MOEA as the optimizer for evolving the populations. To assess the per-
formance of the proposed method, we compared the NTSEA with several state- 
of-the-art approaches on a set of benchmark problems. Case studies and expe-
rimental results demonstrate that the proposed method has good robustness for 
general MaOPs. 

The remainder of this paper is organized as follows. Section 1 briefly reviews 
the previous work. In Section 2, we describe the proposed NTSEA framework. 
The experimental results and discussion are presented in Section 3. Finally, we 
conclude the project in Section 4. 

2. Proposed Framework 
2.1. Main Procedure of NTSEA 

Algorithm 1 gives the framework of NTSEA. The basic procedure of the algo-
rithm is similar to most generational many-objective algorithms like [14]. Firstly, 
N solution are randomly generated to form an initial population P and generate 
N uniformly distributed m dimensional unit vectors Z. Then, the grid environ-
ment for the current population P, and the fitness of solution in P is assigned 
according to their location in the grid. Next, select solution with a large fitness 
value from the population for mating selection to generate a mating pool MP and 

 
Algorithm 1: Main Procedure of the Proposed NTSEA 

Input: population size N, maximum function evaluations ( maxT ) 

Output: the final population P 

1: ( )P Initialize P←  

2:Generate N uniformly distributed m dimensional unit vectors as 1 2{ , , , }NZ z z z← 
 

3: minz Z←  

4: while maxt T<  do 

5:   Grid setting for P 

6:   Fitness assignment for P 

7:   ( )MP Matingselection P←  

8:   ( )P GenerateOffsprings MP′ ←  

9:   Q P P′←   

10:  ( )EnvironmentalselectionP Q←  

11: end while 
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perform cross mutation to generate offspring P'. Finally, the environmental se-
lection procedure is used to record N best solution from the combined group Q. 

2.2. Mating Selection 

Mating selection usually forms a mating pool by selecting promising solutions 
from the current population. In this paper, a selection strategy based on grid do-
minance relationship and density information is used to select the solution by 
cross mutation. Algorithm 2 gives the detailed steps of this strategy. First, two 
solutions 1P  and 2P  are randomly selected from the population. If one Pareto 
dominates or the grid dominates the other, choose the former. Otherwise, it means 
that these two solutions are both non-dominated relations in the Pareto domin-
ance relationship and the grid dominance relationship. In this case, we choose a 
solution with a lower density estimate (i.e., grid crowding distance (GCD)). Spe-
cifically, the density estimator, GCD, of x is defined as 

( )( ) ( ( , ))y N xGCD x M GD x y
∈

= −∑                 (2) 

where ( )N x  represents the set of grid neighborhoods of x. ( , )GD x y  represents 
the grid difference between x and y. Finally, if GCD still cannot distinguish be-
tween the two solutions, one of them is randomly selected. 

 
Algorithm 2: Mating Selection 

Input: P  

Output: MP  

1: 1 2,P P P∈  

2: if 1 2P P  or 1 2GridP P  then 

3:   return 1P  

4: else if 2 1P P  or 2 1GridP P  then 

5:   return 2P  

6:else if 1 2( ) ( )GCD P GCD P  then 

7:   return 1P  

8: else if 2 1( ) ( )GCD P GCD P  then 

9:   return 2P  

10: else if (0,1) 0.5random <  then 

11:   return 1P  

12: else 

13:   return 2P  

14: end if 

2.3. Environmental Selection 

Algorithm 3 gives the main steps of environment selection. First adopt Pareto 
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dominance as the selection criterion, perform non-dominated sorting on the 
merged population Q to obtain the Pareto front of the population. Then judge 
whether the population size satisfies N according to the l-th critical layer, if yes, 
return directly to the former l-th solution. Otherwise, first extract the first 1l −  
layer solution. Then l-th level solution is associated with the nearest reference 
vector Z, the distance between the solution and the reference is calculated, and 
N K−  closest solution are selected to maintain the population size and main-
tain the diversity of the population. 

 
Algorithm 3: Environmental Selection 

Input: Q , Z , z  

Output: P  

1: ( )F Nondominatedsort Q←  

2: Last front to be included: lF  

3: 
1

l

ii
CP F

=
←


 

4: if CP N=  then 

5:   return P CP←  

6: else 

7:   
1

1

l

ii
CP F

−

=
′ ←


 

8:   Points to be chosen from lF : K N CP′← −  

9:   lCP F′′ ←  

10:  Normalize objectives: min( )
max( ) min( )

l l

l l

F FCP
F F
−′′′←

−
 

11:  Associate each member s of CP′′′  a reference point: ( , )AR Associate CP Z′′′←  

12:  closest reference point: ( )sort ARδ ←  

13:  return KP CP δ′←   

14: end if 

3. Performance Evaluation 

To empirically investigate the effectiveness of the proposed NTSEA, we compare 
it with the following four representative algorithms: 1) MOEA/D [4]; 2) KnEA 
[15]; 3) RVEA [16]; and 4) RMMEDA [17]. 

3.1. Experimental Settings 

In the experiment, the WFG test problem set whose target number can be ex-
panded arbitrarily is used. This paper studies the cases where M is 3, 5, 8, and 10. 
The number of WFG decision variables is set to n k λ= + , where 2*( 1)k M= −  
is the number of position-related variables, and 20λ =  is the number of dis-
tance-related variables. 
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The genetic operator that generates offspring in the experiment uses simu-
lated binary crossover (SBX) and polynomial mutation (PM). The termination 
condition of each run is the maximum algebra. For all test problems with any 
target number, the maximum algebra is set to 1000. In the experimental re-
search, the inverted generational distance (IGD) is used as the evaluation index. 
The IGD index is defined as the average of the sum of the distances between 
each reference point and its nearest individual. The formula is defined as fol-
lows: 

**

min ( , )
( , )

y P
x P

dis x y
IGD P P

P
∈

∈=
∑

                  (3) 

In the formula, ( , )dis x y  represents the Euclidean distance between the indi-
vidual and the reference point. The population solution obtained by the algo-
rithm are denoted as *P , P  is a set of reference points obtained by uniform 
sampling of the real Pareto front surface, and P  is the size of the population 
distributed on the real Pareto front surface. The smaller the value of IGD is, the 
closer the obtained population solution are to the true Pareto front, and the 
more even the individual distribution is. The IGD index can evaluate both con-
vergence and diversity. 

All algorithms were run independently on each test problem 20 times, and the 
results obtained by the NTSEA algorithm and other comparison algorithms were 
compared using the Wilcoxon rank sum test method, in which the significance 
level of the mean analysis was set to 5%. According to the Wilcoxon rank sum 
test method, “+” means that the result of the comparison algorithm is better 
than NTSEA, “−” means that the result of the comparison algorithm is inferior 
to NTSEA, and “=” means that there is no significant difference between the re-
sult of the comparison algorithm and NTSEA. 

3.2. Experimental Results and Analysis 

In this experiment, select WFG1-WFG9 to evaluate the performance of the algo-
rithm, and combine it with Table 1 for specific analysis. As shown in Table 1, 
we can find that the proposed NTSEA produced the competitive results com-
pared with the other state-of-the-art approaches. For example, we win the best 
or is comparable with the best on 20 out of the 36 test instances. Since IGD is a 
direct indicator of population diversity and convergence, the comparison of IGD 
values shows that the NTSEA proposed in this paper has excellent performance 
in terms of convergence and diversity. WFG1 has a flat deviation and a mixed 
structure of Pareto front, and the performance of NTSEA is generally good. 
WFG2 has a disconnected Pareto front. In this test problem, NTSEA outper-
forms other algorithms in the 3-objective, 8-objective and 10-objective test cases. 
The Pareto front of WFG3 is linear and degraded, and NTSEA is not effective in 
dealing with the test problem of Pareto front degradation. The remaining 6 test 
problems have the same Pareto front in the target space, but the design in the  
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Table 1. Comparison algorithm run 20 times independently on the WFG test problem set 
to obtain a unified result (mean and standard deviation) of the IGD value. 

Problem M MOEA/D KnEA RVEA RMMEDA NTSEA 

WFG1 

3 
2.2551e−1 
(8.95e−3)− 

1.8976e−1 
(1.06e−2)− 

1.6252e−1 
(6.28e−3)− 

2.0114e+0 
(3.20e−2)− 

1.3694e−1 
(2.01e−3) 

5 
7.0428e−1 
(1.92e−2)− 

4.1416e−1 
(8.65e−3)− 

3.6739e−1 
(5.90e−3)− 

2.4267e+0 
(2.16e−2)− 

3.6350e−1 
(2.77e−3) 

8 
1.5112e+0 
(8.12e−2)− 

9.3737e−1 
(2.29e−2) = 

9.7274e−1 
(2.57e−2)− 

3.0178e+0 
(2.92e−2)− 

9.2332e−1 
(2.59e−2) 

10 
1.6968e+0 
(7.98e−2)− 

1.0290e+0 
(3.05e−2) = 

1.0508e+0 
(2.30e−2)− 

3.3484e+0 
(3.23e−2)− 

1.0160e+0 
(2.00e−2) 

WFG2 

3 
2.2678e−1 
(2.13e−2)− 

1.8647e−1 
(6.44e−3)− 

1.6778e−1 
(3.87e−3)− 

2.5559e−1 
(1.14e−2)− 

1.5170e−1 
(1.13e−3) 

5 
6.9240e−1 
(3.43e−2)− 

4.5382e−1 
(1.42e−2)− 

3.8316e−1 
(6.03e−3) + 

9.0115e−1 
(8.10e−2)− 

3.9530e−1 
(1.80e−3) 

8 
1.7099e+0 
(2.21e−2)− 

1.0696e+0 
(3.31e−2)− 

9.9705e−1 
(2.35e−2)− 

2.0392e+0 
(6.96e−2)− 

9.4938e−1 
(1.05e−2) 

10 
1.8275e+0 
(1.93e−2)− 

1.1666e+0 
(3.31e−2)− 

1.0525e+0 
(2.71e−2) = 

2.3542e+0 
(1.23e−1)− 

1.0672e+0 
(6.94e−2) 

WFG3 

3 
1.4067e−1 
(1.23e−3)− 

9.4448e−2 
(5.22e−3) + 

2.2199e−1 
(1.47e−2)− 

2.4969e−1 
(2.42e−2)− 

1.0149e−1 
(9.08e−3) 

5 
5.8992e−1 
(8.00e−2)− 

4.6356e−1 
(4.93e−2) = 

4.4463e−1 
(1.39e−2) = 

9.8803e−1 
(6.24e−2)− 

4.5152e−1 
(5.60e−2) 

8 
3.5456e+0 
(4.07e−1)− 

1.3871e+0 
(2.47e−1) + 

2.0790e+0 
(2.18e−1)− 

1.8120e+0 
(1.25e−1)− 

1.5371e+0 
(2.38e−1) 

10 
5.0555e+0 
(1.51e−1)− 

1.8022e+0 
(3.09e−1) = 

3.0600e+0 
(2.64e−1)− 

2.0473e+0 
(1.65e−1)− 

1.8402e+0 
(1.60e−1) 

WFG4 

3 
2.3617e−1 
(4.09e−3)− 

2.4615e−1 
(5.53e−3)− 

2.1183e−1 
(3.56e−3)− 

3.3689e−1 
(1.05e−2)− 

2.0403e−1 
(1.17e−4) 

5 
1.3347e+0 
(6.28e−2)− 

1.0336e+0 
(1.05e−2)− 

9.6710e−1 
(5.99e−4) + 

1.3585e+0 
(1.75e−2)− 

9.6876e−1 
(1.35e−3) 

8 
6.4178e+0 
(3.14e−1)− 

3.4251e+0 
(4.23e−2)− 

2.9697e+0 
(8.87e−3)− 

3.4526e+0 
(2.52e−2)− 

2.9566e+0 
(3.72e−3) 

10 
8.5158e+0 
(4.35e−1)− 

4.5740e+0 
(3.16e−2)− 

4.4425e+0 
(2.52e−2) + 

4.5039e+0 
(3.01e−2) + 

4.5486e+0 
(1.22e−2) 

WFG5 

3 
2.3234e−1 
(3.12e−3)− 

2.5936e−1 
(9.20e−3)− 

2.1665e−1 
(8.56e−4)− 

3.1057e−1 
(2.40e−2)− 

2.1446e−1 
(1.28e−4) 

5 
1.2587e+0 
(4.18e−2)− 

1.0161e+0 
(1.17e−2)− 

9.5917e−1 
(2.30e−4)− 

1.2202e+0 
(1.27e−2)− 

9.5834e−1 
(5.38e−4) 

8 
6.0079e+0 
(2.23e−1)− 

3.3475e+0 
(3.21e−2)− 

2.9492e+0 
(7.53e−3)− 

3.6061e+0 
(5.31e−2)− 

2.9348e+0 
(1.76e−3) 

10 
7.8851e+0 
(2.04e−1)− 

4.5728e+0 
(4.03e−2)− 

4.4214e+0 
(2.20e−2) + 

4.7712e+0 
(4.72e−2)− 

4.5211e+0 
(1.37e−2) 

WFG6 3 
2.5848e−1 
(1.42e−2)− 

2.8588e−1 
(1.40e−2)− 

2.2503e−1 
(1.14e−2) = 

3.4938e−1 
(1.80e−2)− 

2.2378e−1 
(9.42e−3) 
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Continued 

 5 
1.5243e+0 
(7.34e−2)− 

1.0500e+0 
(1.01e−2)− 

9.6004e−1 
(7.78e−4) = 

1.4003e+0 
(3.41e−2)− 

9.6015e−1 
(7.49e−4) 

 

8 
7.6381e+0 
(1.46e−1)− 

3.3379e+0 
(1.20e−1)− 

3.3580e+0 
(7.68e−2)− 

3.5325e+0 
(2.81e−2)− 

3.1151e+0 
(6.27e−2) 

10 
9.2368e+0 
(7.93e−2)− 

4.6602e+0 
(6.41e−2) + 

4.3825e+0 
(3.54e−2) + 

4.5509e+0 
(2.48e−2) = 

4.7835e+0 
(6.03e−1) 

WFG7 

3 
2.7203e−1 
(1.73e−2)− 

2.4542e−1 
(1.01e−2)− 

2.0731e−1 
(1.72e−3)− 

3.2767e−1 
(1.15e−2)− 

2.0420e−1 
(1.08e−4) 

5 
1.6272e+0 
(6.28e−2)− 

1.0233e+0 
(1.33e−2)− 

9.6890e−1 
(5.54e−4)− 

1.4616e+0 
(2.28e−2)− 

9.6765e−1 
(7.11e−4) 

8 
6.9822e+0 
(9.79e−2)− 

3.3295e+0 
(4.06e−2)− 

2.9967e+0 
(1.19e−2)− 

3.6105e+0 
(3.51e−2)− 

2.9619e+0 
(6.22e−3) 

10 
9.1393e+0 
(2.51e−1)− 

4.4094e+0 
(3.93e−2) + 

4.4575e+0 
(2.53e−2) + 

4.6301e+0 
(2.85e−2)− 

4.5329e+0 
(4.08e−2) 

WFG8 

3 
2.8917e−1 
(3.15e−3)− 

3.3429e−1 
(1.25e−2)− 

2.8522e−1 
(5.16e−3)− 

4.3637e−1 
(1.89e−2)− 

2.6768e−1 
(5.98e−3) 

5 
1.3496e+0 
(2.18e−1)− 

1.1036e+0 
(1.46e−2)− 

9.8516e−1 
(8.55e−4) = 

1.6463e+0 
(2.61e−2)− 

9.8803e−1 
(8.02e−3) 

8 
6.2708e+0 
(3.39e−1)− 

3.5379e+0 
(7.13e−2)− 

3.0360e+0 
(2.82e−2) + 

3.7589e+0 
(2.32e−2)− 

3.1016e+0 
(5.55e−2) 

10 
8.4974e+0 
(5.27e−1)− 

4.6813e+0 
(7.02e−2)− 

4.4008e+0 
(8.07e−2) = 

4.7665e+0 
(3.56e−2)− 

4.4705e+0 
(1.95e−1) 

WFG9 

3 
2.5274e−1 
(3.14e−2)− 

2.3069e−1 
(2.62e−2)− 

2.1368e−1 
(2.80e−2)− 

2.7287e−1 
(7.78e−3)− 

2.1154e−1 
(2.84e−2) 

5 
1.3522e+0 
(4.44e−2)− 

9.7705e−1 
(1.13e−2)− 

9.4753e−1 
(1.28e−3)− 

1.4609e+0 
(4.71e−2)− 

9.3527e−1 
(4.50e−3) 

8 
6.3808e+0 
(1.45e−1)− 

3.2924e+0 
(2.26e−2)− 

2.9502e+0 
(1.29e−2)− 

4.1258e+0 
(4.38e−2)− 

2.9279e+0 
(1.76e−2) 

10 
8.6521e+0 
(2.72e−1)− 

4.4893e+0 
(4.76e−2)− 

4.3177e+0 
(3.55e−2) + 

5.4300e+0 
(9.11e−2)− 

4.4047e+0 
(4.80e−2) 

+/-/= 0/36/0 4/28/4 8/22/6 1/34/1  

“+” indicates that the algorithm is superior to NTSEA, “−” is inferior to NTSEA, and “=” indicates that the 
performance is similar to NTSEA 

 
decision variable space has different difficulties. It can be found that NTSEA 
achieves the best performance in WFG4-WFG9 test questions 3-objective and 
8-objective, RVEA is better at 10-objective, and NTSEA shows a certain degree 
of competitiveness. Figure 1 plots their output with the smallest IGD value in 20 
runs on the 5-objective WFG7 in parallel coordinates. It can be seen from Figure 
1 that all algorithms can converge to Pareto front, and for diversity, NTSERA is 
superior to other algorithms in diversity in the 5-objective WFG test problem. 
Therefore, based on the above analysis, it is concluded that NTSEA has signifi-
cant performance in processing MaOPs, and can still maintain the performance 
of the algorithm in different target test cases, and has good universality. 
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(a)                                    (b)                                     (c) 

  
(d)                                         (e) 

Figure 1. Output populations of five algorithms on 5-objective WFG7. (a) MOEA/D on WFG7. (b) KnEA on WFG7. (c) RVEA on 
WFG7. (d) RMMEDA on WFG7. (e) NTSEA on WFG7. 

4. Conclusion 

In this paper, we have proposed a novel tournament selection strategy based on 
the grid dominance relation and density information. Based on this strategy, we 
have implemented an algorithm called NTSEA for handling MaOPs. In the pro-
posed NTSEA, the grid dominance is introduced to compare individuals in the 
mating selection processes. In this way, we can ensure that the well-converged 
and well-distributed solutions enter the matching pool to generate promising 
offspring solutions. We ran our NTSEA algorithm on the WFG test problems to 
conduct a comprehensive comparison with several state-of-the-art approaches. 
The experimental results have shown that the proposed NTSEA is competitive 
compared with other algorithms in terms of the diversity of solutions and con-
vergence speed, especially with the significant benefit of high-dimensional ob-
jective space handling. 

In the future, we will further enhance the performance of NTSEA and apply it 
to some real-world problems, such as optimization of deep neural networks and 
path planning of robots. 
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