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Abstract 
Iterative learning control is a controlling tool developed to overcome periodic 
disturbances acting on repetitive systems. State-feedback ILC controller was 
designed based on the use of the small gain theorem. Stability conditions were 
reported in the case of past error and current error feedback schemes based 
on Singular values. Disturbances acting on the load of the system were re-
ported for the case of past error feedforward only which kept the investiga-
tion of the current error feedback as an open question. This paper develops a 
comparison between the past error feedforward and current error feedback 
schemes disturbance conditions in singular values. As a result, the conditions 
found highly support the use of the past error over the current error feedback. 
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1. Introduction 

Robot manipulators can be provided to undertake a pick and place operation 
with repeated executions of a finite duration task. In gantry robot application, an 
object is collected from a fixed location point, transferred with predefined period 
to be placed at another specified location. Once job is complete, the robot re-
turns to the starting location point to repeat the same task repeatedly. Thus, the 
objective is to follow a prescribed reference as closely as possible for as many 
times as possible before the need for resetting. Other applications arise having 
the same operation manner, such as chemical batch processes, petrochemical 
processes, and microelectronics manufacturing [1]. 

In this paper, a trial is the known terminology for each completed job, and the 
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trial length is known to define the finite duration. The reference trajectory with 
finite time duration is denoted by ( )r t  over the period 0 t T≤ ≤ < ∞ , where T 
denotes the trial length. After each completed trial, information generated is 
available to compute the control input to be applied to the next trial. 

Let the integer 0k ≥  denote the trial number and ( )ky t  the output on trial 
k, where, in this paper, attention is restricted to single-input–single-output sys-
tems with an immediate generalization to multi-input multi-output systems 
(MIMO). Moreover, the error on trial k is ( ) ( ) ( )k ke t r t y t= − . 

Iterative learning control (ILC) is a developed controlling tool that had been 
especially devoted to systems operating in the mode described earlier [2]. The 
basic principle behind it is to construct a set of control inputs { }ku  such that 
the error sequence { }ke  converges to zero in k trial after trial. In industrial ap-
plications, it is acceptable to design the controller such that the error conver-
gence to within a specified tolerance.  

For any instance on the current trial, information from any instance on the 
complete previous trial can be used assuming all previous trial data is available; 
noncausal temporal information.  

Several works reported the development of ILC control designs [3] [4]. Those 
introduced the development of the ILC principle starting from the early reported 
work in [2], where a D-type ILC law was introduced having the following form 

1k k ku u e+ = + ϒ � , with ϒ  being the learning gain to be designed to further com-
plicated designs. The papers [3] [4], review ILC designs, which form a good start 
for scholars. 

There are two tracks to develop ILC laws, one where the design does not de-
pend on the model of the dynamics to be controlled such as the Phase-lead type 
ILC. This holds the control law as ( ) ( ) ( )1k k ku p u p e p λ+ = + ϒ + , where 0λ >  
is the phase-lead term and the system sampled with p denoting a sampling in-
stant along a trial. This track of course faces cases where such control laws are 
insufficient to achieve the required control performance (or not capable of con-
trolling the dynamics) and this has led to the development of model-based de-
signs. [4] is a good starting point for the literature. 

In this paper, we produce the missing disturbances condition for the current 
error feedback state ILC based on the framework reported in [5] and [6]. The 
framework assumes periodic disturbances acting on system input. The frame-
work designed controller explicitly incorporates current error feedback, whereas 
the work of [7] presented a modified framework that incorporated past and cur-
rent error feedback in designing the ILC controller. The idea behind the two de-
signs depends on the internal model principle [8] with isolating the delay model 
and introducing a controller that stabilize the overall system around the delay 
operator. In both designs, past and current error cases, the disturbances acting 
on system input are not considered. 

There are several studies that reported the uncertainty or disturbances issues 
such as those in [9] [10] [11], where either a robust adaptive control design was 
investigated for a class of nontriangular nonlinear systems in the case of unmo-
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deled dynamics and stochastic disturbances or for an adaptive fuzzy tracking 
control design problem, as well, for uncertain nonstrict feedback nonlinear SISO 
systems. 

[11] investigated the load disturbances for state feedback control in the duality 
framework for past error feedforward, whereas [7] did not consider such a 
problem within the framework that might affect the quality of the response ob-
tained. This paper, extends the disturbance conditions in ILC design for the 
current error feedback case alongside the previously reported case, which con-
cerns the past error feedforward case. A comparison is made on the results ob-
tained for the new results which was left for the reader to dig for in [11].  

The next section gives a brief background on the work of [7]. Then, the new 
results for past error feedforward and current error feedback in load disturbance 
presence are given. Finally, the overall conclusion and possible future investiga-
tion are clarified. 

2. Background 

Here we revise the ILC design introduced in [7] starting with considering a li-
near MIMO system S  of m outputs, p inputs, and n states. The following space 
form ( ) ( ) 1C z Fz In D= − − Ξ +S  describes the overall transfer function in the 
state space form in discrete linear time-invariant, where the matrices f, Ξ, C, and 
D are of dimensions that keep the previous equation valid.  

The system output y(z) of size m × o and u(z) is the system input of size p × o, 
then the output y(z) can be represented in the form of y(z) = S(z)u(z). It is 
known that, in ILC, the system operates a single trial of fixed time, then it resets 
to its original position waiting to start the next trial. Thus, a single trial with fi-
nite duration can be considered to express system dynamics over a single trial to 
be 

( ) ( ) ( )
( ) ( ) ( )

01 , (0)

,
k k k k

k k k

x i Fx i u i x x

y i Cx i Du i

+ = +Ξ =

= +
               (1) 

where 0 1i N≤ ≤ −  with N defined as the number of trial samples. With no loss 
of generality, it is acceptable to consider the initial value x0 = 0 due to resetting 
condition. The form presented in Equation (1) can be defined in 2 dimensions 
propagation. This is reflected on the start of the ILC Field for both continuous 
time domain and discrete field, where the latter forms the natural base to the 
ILC interest due to its nature of storing data. Numerous ILC designs recently re-
ly on lifting the discrete expression to be one notational form, the index trial no-
tation, see [4]. The lifted expression starts with introducing the input and output 
supervectors; u and y in iteration index 

( ) ( ) ( ) T
0 , 1 , , 1k k k ku u u u N= −  �  

( ) ( ) ( ) T
0 , 1 , , 1k k k ky y y y N= −  �  

A feedback connection is used to stabilize the system along the trial, where sys-
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tem stability is always a requirement in ILC designs. Now, system overall dy-
namics can be defined in the form of 

k ky u= S                            (2) 

with the lower triangular Toeplitz process matrix S , where its lower elements 
are the Markov parameters as 

2

1 2 3

0 0 0
0 0

,0

N N N

C
CF C

S CF CF C

CF Cf CF C− − −

Ξ 
 Ξ Ξ 
 = Ξ Ξ Ξ
 
 
 Ξ Ξ Ξ Ξ 

�
�
�

� � � � �
�

 

The reference ( )r t  is also defined to hold the vector form in discrete space as 

( ) ( ) ( ) T
0 , 1 , , 1r r r r N= −  �  

Through measuring the error, the ILC objective is to use the measured error as a 
forcing function added to previous trial input to produce next trial input signal 
such that the system output follows the reference trajectory accurately as the trial 
index tends to infinity. 

[12] defined a periodic signal of length N in the discrete-time formation as 

( ) ( ) ( )
( ) ( )

01 , 0

,
w k w k w w

k w k

x t Fx t x t x

w t C x t

+ = =

=
               (3) 

where the N × N matrix Fw is given by 

0 1 0 0

0 0 0 1
1 0 0 0

wF

 
 
 =
 
 
 

�
� � � � �

�
�

 

and the 1 × N row vector Cw as 

[ ]1 0 0 0wC = �  

The ILC in state feedback structure problem can be stated as follows. It is re-
quired to find a robust controller ( )K z  (with z denoting the discrete-time de-
lay operator) for the robust periodic control problem such that, given an m × p 
transfer-function matrix ( )S z  with an input vector consists of the plant and a 
disturbance input, S wu u u= + , the output signal defined in (2) and a reference 
signal ( ) ( ) , 0, , 2 ,k k N kr t r t t T T+= = ∆ ∆ �  with N sampling time.  

The objective is to design the controller ( )K z  such that, the overall 
closed-loop system is asymptotically stable, the tracking error k ke r y= −  tends 
to zero along the trial domain, and the two previous conditions are robust. 

[7] extended the work presented by [5] [6] to design the ILC controller in 
several design schemes. The first was with state feedback  

( ) ( )
( )

,l k
l

k

x i
u i K

x i
 

= −  
 

�  
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and the second was through output injection. Each case has two different stabil-
ity conditions, depending on either using current error feedback or past error 
feedforward with the following stability condition always achieved 

( ) 1H z <                            (4) 

In this paper we are considering the state feedback case only. Thus, for ( )H z  
being the overall transfer function around the delay model, ( )G z  is the overall 
transfer function of the system and ( )S z  is the plant model [5]. For the past 
error feedforward case, the stability condition is 

( ) ( ) ( )( ) ( ) 1H z G z S z G z −= +                   (5) 

For the current error feedback, the stability condition is 

( ) ( ) ( ) ( )( ) 1
H z G z G z S z

−
= +                   (6) 

where G(z) in both cases is governed by the following 

( ) [ ]
1

0
.

p n

l l l
l N l l

l l l

F
G z DC zI K DD

C F D D
C

+

−
 Ξ Ξ     

= − + +      Ξ Ξ Ξ      
 

The design presented in [7] did not consider the case where disturbance might 
act on the system load. [11] considered only the case with past error feedforward. 
Here in this paper, we investigate the case of current error feedback and com-
pare the condition found to that found in [11]. 

3. Load Disturbance Limitation in State-Feedback ILC 

As a start, [11] defined the system described in (1) in single-input–single-output 
case in term of load and measurement disturbances ( )kd t  and ( )kn t , respec-
tively, as 

( ) ( ) ( ) ( )
( ) ( ) ( ) , 0,1, , 1

k k k

k k k

t S q u t d t

y t t n t t n

δΨ + = +

= Ψ + = −�
               (7) 

where k represents the iteration index and q is being the forward shift operator. 
The time delay operator, δ , is inserted in the output equation. Without loss of 
generality, it is assumed that the process matrix ( )S q  has no delay. In the be-
ginning of each trial, the state of the system is assumed to start from a fixed po-
sition. The number of samples in one iteration is N δ+ . 

Now, if a control action takes place at time 0t = , the system will respond when 
t δ= . Thus, it is trivial to control the output ( )k tΨ  at times 1t Nδ δ≤ ≤ + − , 
using the input ( )ku t  at times 0 1t N≤ ≤ − . The reference signal ( )r t  is 
then defined over the period 1t Nδ δ≤ ≤ + − , and the control problem would 
be as to let ( )k tΨ  to follow ( )r t  as close as possible, where ( )r t  is the same 
for all trials. 

Accordingly, the system in (7) can be described with the control input signal 
( )ku t  defined earlier and the output ( )k tΨ  for trial k can also be defined as 

( ) ( ) ( ) T
, 1 , , 1k k k k Nδ δ δΨ = Ψ Ψ + Ψ + −  �              (8) 
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The load disturbance vector kd  is analogous to ( )ku t ; and the measure-
ment disturbance kn , the measured output vector ky , and the reference vector 
r are defined analogous to (8). Required assumptions are made about kd  and 

kn  where 1) their mean is zero, weakly stationary random variables with 
bounded variance; 2) they are uncorrelated with each other; and 3) they are un-
correlated between iterations. Examining load disturbance limitation to assure 
system performance, let us start with the stability condition described in (5) for 
the state feedback design with past error feedforward case as well as the output 
described in (7) to form the following path using the singular values as a more 
restrictive region: 

( ) ( ) ( )kG S G uσ σ σ+ < ×    

which can be further reformed to the following: 

( ) ( )
( ) ( )
( ) ( )
( ) ( )

1 1 1 1

1 1

1 1

k k k

k k k k k k k

k k k k k

k k k k k k k k

Gu Su Gu

Gu Gu Gu Su Gu Gu Gu

G Gu Su G Gu

d Gu d d

u

Gu

u

σ σ

σ σ

σ σ

σ σ

− − − −

− −

− −

+ <

+ − + < + −

+ + < +

Ψ − + +Ψ − < Ψ − +

� �
 

This can be directed to isolate the load disturbance in one hand after some 
manipulation and maximize its effect to form the following equation: 

( ) ( ) ( )( ) ( )1
0 10 0

k k
k i j ki jd d Gu Guσ σ σ−

−= =
< Ψ − − −∑ ∑         (9) 

This condition clearly says that the maximum singular value of the load dis-
turbance acting on the present trial has to be less than the maximum singular 
value of the difference of the sum of all previous trials output eigenvalues minus 
the sum of previous trial load disturbances and the initial input response as well 
as the minimum singular value to the last trial control action. This makes the 
range where the load disturbance acting on any trial k is very restrictive and has 
a small range of variation in terms of its maximum singular value. The second 
part of the right-hand side of (9) can also be modified to give the form of 

( ) ( )( )1 1
00 0

k k
h vh v

d Guσ − −

= =
 Ψ − −  ∑ ∑ , which makes the condition given in (9) as 

( ) ( ) ( ) ( ) ( )
1 1 1

0 0
0 0 0 0

k k k k

k i j h v
i j h v

d d Gu d Guσ σ σ
− − −

= = = =

   
< Ψ − − − Ψ − −   

  
∑ ∑ ∑ ∑  (10) 

In the case of current error feedback, the load disturbance limitation condi-
tion is derived the same. The starting point is again the stability condition given 
in (6). The load disturbance can happen at any time instance in trial k and it is 
not periodic. Thus, it must be in a form that contains its weight of direction such 
that its effect can be analysed and suppressed. This is again considered through 
singular value analysis, where the maximum singular value representing the dis-
turbance must be contained in stability region. The analysis starts with consi-
dering the singular value of the following 

( ) ( )G G Sσ σ< +  
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( ) ( ) ( )kG G S uσ σ σ< + ×    

( ) ( )k k kGu Gu Suσ σ< +  

( ) ( )1 1 1 1k k k k k k kGu Gu Gu Gu Gu Gu Suσ σ− − − −+ − < + − +  

( ) ( )1 1k k k k kGu Gu Gu Gu Suσ σ− −+ < + +� �  

( ) ( )1 1k k k k k k k kd Gu d Gu dσ σ− −Ψ − + < Ψ − + +Ψ −  

( ) ( ) ( ) ( )
1

0 1
0 0

k k

i j k k
i j

d Gu Gu dσ σ σ
−

−
= =

 
Ψ − − − < 

 
∑ ∑           (11) 

And this can be rewritten as 

( ) ( ) ( ) ( ) ( )
1 1 1

0 0
0 0 0 0

k k k k

i j h v k
i j h v

d Gu d Gu dσ σ σ
− − −

= = = =

   
Ψ − − − Ψ − − <   

  
∑ ∑ ∑ ∑    (12) 

As it can be seen, the resulting condition (12) states that the maximum singu-
lar value of the disturbances has to be greater than the sum of all trials output 
singular values but not to include minimum singular values of sum of past out-
put signals, past disturbances, initial output as well as the maximum singular 
value of past disturbances and initial output, also not exceeds a value of 1. This is 
hard to achieve in the presence of an easier method such the past error feedfor-
ward with better feasible region of disturbance suppression. 

Overall, the result found in current error feedback (12), does not support the 
use of current error feedback against the presence of easier case. Also, it clearly 
points to the advantage of using the past error feedforward controller due to its 
simple structure and the ease of the applying the load disturbance limitation 
conditions in comparison of the current error feedback case in ILC state feed-
back design. 

4. Conclusion 

Two ILC state feedback schemes have been investigated based on load distur-
bance conditions, past error feedforward and current error feedback. The results 
obtained in (10) and in (12) show the advantage of using the past error feedfor-
ward over current error feedback in term of the region of disturbance suppres-
sion found. The past error feedforward scheme has wider region of disturbance 
limitation condition compared to the current error feedback case, where it has 
less region of disturbance limitation. In the future, experimental verification 
would be valuable to support the results found and investigation of the output 
injection scheme is still an open area to find its conditions of stability in term of 
load disturbance presence. 
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