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Abstract 
Deep learning has been widely used in many fields. A large number of images 
can be quickly recognized by the deep learning models to provide informa-
tion. How to improve the robustness of deep learning applications has be-
come the focus of research. Unfortunately, the recognition ability of the ex-
isting deep learning model has been greatly threatened, many images can 
cause recognition errors in a well-trained model. Although data augmenta-
tion is an effective method, the existence of adversarial examples shows that 
traditional data augmentation methods have no obvious effect on minor pixel 
changes. After analyzing the impact of pixel changes on model recognition 
accuracy, a data augmentation method based on a small number of pixel 
changes is proposed. Our method can optimize the corresponding classifica-
tion boundary and improve the recognition robustness of the model. Finally, 
a simple evaluation method to measure the robustness of model recognition 
is proposed. Our experiments prove the threat of a small number of pixels 
and the effectiveness of our data augmentation method. Moreover, the data 
augmentation method has strong generalization ability and can be applied to 
image recognition in many different fields. 
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1. Introduction 

Deep learning [1] [2] [3] technology has achieved gratifying results in many 
fields [4] [5] [6]. For example, in the fields of smart manufacturing [7] [8] [9] 
[10] [11], the classifier based on deep learning models can quickly output correct 
recognition results. For institutions that need to process a large number of im-
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ages, deep learning greatly improves the efficiency of their research and deci-
sion-making. The particularity of smart manufacturing requires deep learning 
applications has higher requirements for recognition robustness. 

In common, the recognition robustness of a deep learning model can be cha-
racterized by the recognition accuracy [12]. A model with good recognition ro-
bustness usually has high recognition accuracy, and the probability of misclassi-
fication is low. A model with good recognition robustness should output the 
same recognition results for similar images as shown in Figure 1. Unfortunately, 
the current deep learning models are not satisfactory in this regard. Goswami, et 
al. point out that face recognition is susceptible to distortion [13]. A large num-
ber of adversarial examples [14] studies have also proved that adding noise to 
the image can effectively affect the recognition results of the models. This proves 
that the change of pixels will have a huge impact on the recognition effect of the 
model. In addition, we found that some deep learning models trained on large 
data sets are very sensitive to subtle changes in pixels. In our robustness tests on 
several classic network models, we found that when about 0.12% of the pixels in 
the image are changed, the misclassified image data far exceeds this ratio. 
Among them, in the best-performing model, about 3.5% of the images had clas-
sification error; in the worst-performing model, about 14% of the images had 
classification error. The pixel change process has not undergone any careful cal-
culation. This means that malicious people can easily generate a batch of images 
to influence commercial applications based on these classifiers. 

 

 
Figure 1. Schematic diagram of model robustness. For this PET image, 
the model with recognition robustness can normally recognize its origi-
nal image, but cannot recognize other similar images. For many models, 
when an image that can be recognized normally is blurred, compressed, 
occluded, etc., there is a high probability that it will not be recognized. 
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Robust training is an effective and commonly used method to provide robust 
optimization methods for deep learning models. By adding different images in 
the training set, the model can learn the differences between images during 
training and optimize the final model parameters. Data augmentation methods 
are usually used in the robust training process to enhance the training effect. 
However, traditional data augmentation methods [15] [16] often make too many 
changes to the image, resulting in the model being still sensitive to small changes 
in pixels. After a detailed investigation of the impact of pixel changes on the ro-
bustness of model recognition, we propose a data augmentation method based 
on a small number of pixel changes to generate small-distance samples with less 
difference from the original image. Those samples are closer to the original im-
age than the samples produced by other data augmentation methods and can 
optimize the classification boundary of the model during training and help the 
model learn the relationship between the main pixels in the image. 

Finally, considering the complexity of evaluating the robustness of existing 
models, we propose a method for evaluating the robustness of deep learning 
model recognition based on experimental results. This method can easily and 
effectively evaluate the difference in recognition robustness of different models. 
Provide researchers with more parameter indicators and model optimization di-
rections. 

The main contributions and innovations of this work are summarized as fol-
lows:  

1) Explored the relationship between classifier robustness and pixel changes. 
Summarized the factors that can greatly affect the classification accuracy in pixel 
changes;  

2) A method for evaluating the robustness of a classifier based on pixel 
changes is proposed. This method can evaluate the robustness of the classifier 
without knowing the internal structure of the classifier. So the user can easily 
and effectively find the deep learning applications of smart medicine with better 
recognition robustness;  

3) A data augmentation method based on a small number of pixel changes is 
proposed. This method can effectively improve the robustness of the deep 
learning applications and can provide defense capabilities for adversarial exam-
ples. This can prevent malicious users from attacking the model and reduce the 
occurrence of accidents.  

2. Background  

This section mainly introduces the related models and some related concepts, 
including five classic deep learning models, adversarial examples, and data aug-
mentation methods.  

2.1. Deep Learning Models  

Deep learning models often have higher training costs because of the deeper 
hidden layers. In the training process, the training of large data sets often takes a 
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long time. To reduce the cost of training and improve the recognition effect, 
many users will choose to use pre-trained models. The pre-training models are 
models that have been well-trained on the large data set. They have good recog-
nition ability for normal images in the data set. Users can simply obtain the cor-
responding model parameters from the Internet for subsequent training or re-
search. 

To explore the impact of small pixel changes on the deep learning model clas-
sifier, we selected the following five classic deep learning pre-trained models as 
the aims of the research as shown in Table 1. All five models have been fully 
trained on the large dataset ImageNet [17]. Without adding noise to the input 
image, these models all have very good recognition effects1. 

These five deep learning models have good recognition capabilities in image 
recognition and are widely used in various image recognition fields as basic 
models. In general, the problems of these 5 models also occur in most image 
recognition models. 

2.2. Adversarial Examples  

Szegedy [23] proposed the concept of adversarial example in 2013. The adver-
sarial example is a kind of image that can make the deep learning model output 
wrong classification results with high confidence. The typical adversarial exam-
ple does not appear to be significantly different from the normal image. In smart 
manufacturing, if a malicious user replaces normal manufacturing images with 
adversarial examples [24], it will cause unfortunate consequences. It is difficult 
for workers to detect these replaced pictures with the naked eye. 

Adversarial examples can significantly affect the recognition ability of deep 
learning models, which has attracted wide attention from researchers [14] [25] 
[26]. In general, the adversarial attacks can be categorised into black box attacks 
[27] and white box attacks [28] based on whether the adversary knows the in-
ternal information of the target model. In black-box attacks, the attackers cannot 
get the relevant internal information of the model. In white-box attacks, the at-
tackers have full access to the model’s structure and parameters. 

 
Table 1. Introduction of five pre-trained models. 

Model Description Recognition rate 

ResNet [18] 2015 Imagenet recognition competition champion 96.43% 

DesNet [19] Optimization of Resnet model 94.17% 

VGG [20] 2014 Imagenet recognition competition runner-up 93.20% 

AlexNet [21] 2012 Imagenet recognition competition champion 80.30% 

SqueezeNet [22] Similar to the effect of Alexnet, but the structure is simplified 80.30% 

 

 

1For the sake of authenticity and the difference of experimental equipment, the recognition accuracy 
of these five classic deep learning models come from their related papers and competition data. 
Among them, the competition results of ILSVRC (ImageNet Large-Scale Visual Recognition Chal-
lenge) are often referred to, which has very high reliability. 
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Based on the goal of attackers, the adversarial attacks can be divided into tar-
geted attacks and non-targeted attacks. The targeted attack means that the at-
tacker hopes that the generated image can point to a particular category. In 
non-targeted attacks, the generated adversarial examples only need to be classi-
fied incorrectly. A summary of widely used adversarial attack techniques is pro-
vided in Table 2. 

Most of the disturbance noise of the adversarial example is distributed on the 
overall pixels of the image, and the attacker uses complex calculations to make 
these disturbance noises as small as possible. But for the deep learning model, 
the pixel changes of the image are very obvious, because the machine can easily 
get the specific value of each pixel. The One-pixel attack proves that even if only 
one pixel is modified, classification errors can occur in the deep learning model. 

As a kind of image that can cause the classification error of the deep learning 
model, the adversarial example is extremely threatening to the recognition ro-
bustness of the model. Compared with the change of a few pixels in the image, 
the pixel change range of the adversarial example is larger and the calculation is 
more precise. From the perspective of pixel distribution, both applying noise to 
the whole image and changing just 1 pixel can make the model identify errors. 
Exploring the effects of pixel changes including distribution and range on the 
model can provide more information for improving the robustness of the model 
and defending adversarial examples. 

2.3. Data Augmentation  

Data augmentation [15] can effectively improve the robustness of deep learning 
models [16] [34]. By expanding the data in the training set, a large number of 
images with training significance can be quickly obtained. These obtained im-
ages have correct labels and can supplement the unity of features in the original 
training set images. As shown in Table 3, commonly used data augmentation 
methods can be divided into the following categories: geometric-based modifica-
tion methods; color-based modification methods; data augmentation methods 
based on machine learning methods. 

 
Table 2. Introduction of classic adversarial attacks. 

Method Target Black/White Box Noise distribution 

FGSM [14] targeted white box Whole image 

DeepFool [29] targeted white box Whole image 

C&W [30] targeted white box Whole image 

BIM [25] targeted white box Whole image 

JSMA [31] targeted white box Whole image 

ATNs [32] targeted white box Whole image 

One Pixel [33] non-targeted black box 1 pixel or very few pixels 
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Table 3. Three types of data augmentation methods. Among them, the geometric-based 
data augmentation method mostly changes the image globally, which can quickly gener-
ate a large number of images. Color-based data augmentation methods change the pixel 
values in the image. Data augmentation methods based on machine learning can pur-
posely generate images that users expect to generate. 

Method Description 

Geometric-based  
modification methods 

Perform geometric transformations on images, including flipping,  
rotating, cropping, deforming, scaling, etc. 

Color-based modification 
methods 

Change the content of the image itself, including noise, blur, color 
change, erasure, fill, etc. 

Machine learning  
methods 

Use machine learning methods to generate images purposefully [35] [36] 
[37], such as using GAN [38] (generative adversarial networks) to  
generate confrontation images to expand the training set. 

 
Most of the current data augmentation methods greatly change the image. For 

deep learning models that have been trained on a large number of images, the 
images generated by these methods are very different from the original images 
within the model, and the relationship between pixels has been completely dis-
rupted. It is difficult for the classifier to learn the impact of a few pixel changes 
on the image through these images. Traditional data augmentation methods 
have greatly changed the image so that the model cannot learn the correlation 
between normal pixels. 

For the model to learn the effects of pixel changes, a data augmentation me-
thod with fewer changes is necessary. Because a small amount of change means 
that the main pixel information of the image still exists, the classifier can learn 
the main information of the image through repeated training, thereby optimiz-
ing its classification boundary, improving classification accuracy and recognition 
robustness. 

3. The Effect of Few Pixel Changes on Model Recognition  
Robustness  

The recognition robustness of a deep learning model can be measured by its 
recognition ability. Good recognition robustness means that the model can make 
the same judgment on similar images. However, the recognition robustness of 
deep learning models has been seriously threatened. Recognition errors of some 
images have appeared in deep learning applications in many situations, and 
there is almost no difference between these images and the images that can be 
correctly recognized. 

Most of the pixels changed by the adversarial attack have undergone complex 
calculations and are distributed across the entire image, which makes the gener-
ated adversarial example and the original image quite different. From this pers-
pective, it seems to be enough to make the model misclassify. However, the exis-
tence of One-pixel attacks proves that only modifying one pixel is enough to 
make a well-trained deep learning model recognize errors. 

On the other hand, although the attack ability of adversarial examples is very 
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powerful, it is also extremely vulnerable to various factors that cause the attack 
to fail. Research on the robustness of adversarial attacks shows that many adver-
sarial examples lose their attack ability after the pixel changes [39] [40], which 
makes the deep learning model make correct judgments. 

Based on this fact, two issues will become the focus of our discussion:  
1) Why does the random modification of a very small number of pixels will 

make a well-trained deep learning model misclassify?  
2) Why does the adversarial example generated by careful calculation will lose 

the ability to attack after modifying a few pixels?  
For the first question, the main reason is that the existing deep learning mod-

els are not robustly trained. After the model accepts an image with pixel changes, 
the differences will be magnified inside the model, which will affect the final 
classification results. The robust training will make the model has a higher to-
lerance for pixel changes. From the perspective of clustering as shown in Figure 
2, the robust training model has a better classification boundary, and more dif-
ferent but similar images will be clustered together. 

For the second question, the adversarial examples will be correctly recognized 
because the model is well-trained. A model well-trained means the model has a 
good ability to recognize. The pixel changes can affect the disturbance noise’s 
attack ability so that a well-trained model will output the correct result. From the 
perspective of clustering, as shown in Figure 3, random pixel changes can make 
the adversarial example return to the correct classification interval. 

As shown in Figure 4, good robustness training can get a better classification 
boundary, thereby reducing the impact of random pixel changes and improving 
the robustness against attacks. 

Therefore, improving the recognition robustness of a deep learning model 
means to optimize the classification boundary for the model so that it can limit 
the changes caused by a small number of pixel changes within the classification 
boundary. At the same time, due to the optimization of the classification boun-
dary, for adversarial samples that also rely on pixel changes, the model can also 
have a certain defensive ability, so that some adversarial samples cannot cross 
the classification boundary. 

 

 

Figure 2. Schematic diagram of the impact of normal image pixel 
changes on classification. The change of the representative pixel here 
causes the recognition change within the deep learning model, and 
the difference is magnified so that the changed image crosses the im-
plicit classification boundary, resulting in a wrong classification. 
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Figure 3. Schematic diagram of the impact of the change of 
the adversarial sample pixel on the classification. The change 
of the representative pixel here causes the internal recognition 
change of the deep learning model, and the original attack abili-
ty of the adversarial example is affected so that the changed im-
age is restored to the correct classification. 

 

 

Figure 4. Model classification diagram with good recognition 
robustness. The model has a good implicit classification boun-
dary, which can keep the image within the classification boun-
dary after changes. In this way, the classification of the changed 
image will not change. 

4. Data Augmentation Method  

To improve the recognition robustness of existing deep learning models, we 
propose a data augmentation method with smaller differences from the original 
image. During the training process, images similar to the training set images will 
be added to enhance the recognition accuracy and recognition robustness of the 
final model. In the previous article, the implicit classification boundary in the 
deep learning model was mentioned. Our data augmentation method can effec-
tively optimize the corresponding classification boundary. This process can be 
illustrated by a binary classification problem. 

For a normal image x and its corresponding classification label y, assuming 
the corresponding classification boundary is a straight line. The classification 
straight line   obtained by the deep learning training process can be defined 
as:  

T: 0x b+ = w                          (1) 

where w is the relevant classification boundary parameter obtained after deep 
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learning training. When the value of ( ) T
0 0 0f x w x b= + > , we consider the la-

bel of the sample x0 to be y, and when the value of ( ) T
0 0 0f x w x b= + < , we 

consider the label of the sample x0 to be the remaining labels. The prediction 
process can be summarized as: 

( )
( )

0
label

other 0
f x
f x

 >=  <

y
                    (2) 

From the formula for the distance from a point to a straight line, the distance 
r of the sample x0 from the classification boundary   is:  

( )0
2

2

f x
= −r w

w
                         (3) 

When a small number of pixels on the image change, although the difference 
is small, the modified sample crosses the classification boundary  , causing 
the model to output incorrect recognition results as shown in Figure 5. 

Our data augmentation method can produce such images with fewer differ-
ences, these images are very similar to the original image, only a few pixels are 
different. Retraining with these small-distance samples can optimize the corres-
ponding classification boundary and increase the distance between the sample 
and the classification boundary. 

Figure 6 shows the basic effect of our program. After training with small- 
distance samples, the relevant parameters in the model have changed:  

T: 0new newx b′ + = w                        (4) 

( )0
2

2

new
new

new

f x
′ = −r w

w
                       (5) 

′ >r r                               (6) 

 

 

Figure 5. The classification boundary of the two categories. The 
distance between the sample and the classification boundary is r. 
When the sample is changed so that the predicted distribution of 
the sample changes by more than the distance r, the predicted 
result of the sample changes. 
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Figure 6. The classification boundary after robustness training. 
The blue sample points are small-distance samples obtained by 
modifying the original sample with a few pixels change. The new 
classification boundary can be obtained by retraining the blue 
sample points. 

 
A new classification boundary ′  can be obtained. The classification boun-

dary ′  can correctly distinguish the original sample and the small distance 
sample. And the distance ′r  from the original sample to the new classification 
boundary   is increased, so that the new model can accept more modifica-
tions to the original image. 

The image produced by the traditional data augmentation method will have a 
large change at the pixel level (Gaussian noise, stretching, inversion, and other 
operations can change the pixels on each pixel in the original image). These 
changes are amplified within the model and ultimately affect the subsequent 
classification. The images produced by the traditional data augmentation me-
thod have similarities for humans, but they do not have similarities within the 
deep learning model. Our data augmentation method can fill this gap by the 
small-distance samples. The generated samples not only has similarity for hu-
mans but also similar to the normal image in the deep learning model. This 
method can strengthen the learning ability of the deep learning model for nor-
mal image classification and reduce the recognition errors caused by pixel 
changes. 

The situation of multiple classifications is similar to that of two classifications. 
There is a classification boundary between a certain type of image and different 
types of images, but due to the complexity of deep learning, it is difficult for us 
to know the specific location of the boundary. Through our small pixel data 
augmentation method, an image similar to the original image can be input into 
the model, so that the model has a more accurate classification boundary. This 
boundary can distinguish the influence of a small number of pixel changes, and 
still classify the image with pixel changes as the original image, thereby improv-
ing the recognition robustness of the model. 
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The process of our data augmentation program is as follows in algorithm 7. 
The main process of this algorithm can be summarized as follows: randomly 
generate the pixel positions in the image that need to be changed, and then ran-
domly modify the pixels at the corresponding positions on the image. This 
change will not affect the pixels outside the modified position, and the resulting 
image is visually similar to the original image. 
 

 
 

The purpose of this algorithm is to randomly modify a few pixels in each im-
age. The Num is used to control the number of modified pixels. The previous 
experiments have proved that modifying 0.12% of pixels can cause 10% of im-
ages to be classified incorrectly. The value of Num should be distinguished ac-
cording to different training needs. We suggest that if there is no special re-
quirement, the Num can be chosen as 64 for the 224 × 224 image. The R can 
control the magnitude of pixel change, and The P can limit the range of pixel 
modification. 

After the small-distance samples corresponding to each category in the train-
ing set are generated, a new model can be obtained through small-scale retrain-
ing. Our experiments prove the feasibility and effect of this method. Figure 7 
briefly summarizes this process. At the same time, due to the randomness of the 
samples, this method usually needs to consume computing resources to generate 
enough small-distance samples. 
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Figure 7. Schematic diagram of data augmentation and training. In the data augmenta-
tion stage, the images in the training set are randomly taken out, and corresponding 
small-distance samples are generated as needed. These small-distance samples are used as 
training images to retrain the model. 

5. Robustness Evaluation Standard  

For a deep learning model, we simply define its robustness evaluation direction 
as a model with good recognition robustness, the number of misclassified images 
should be positively correlated with the number, amplitude, and range of pixel 
changes. The fewer the pixel changes, the fewer the number of misclassified im-
ages. In the case of image classification error, the more pixel changes involved in 
cause the image classification error, the higher the recognition robustness of the 
model. 

Based on this definition, to better analyze the recognition errors caused by 
pixel changes, we propose the Pixel-index (can be referred to as Pi) to measure 
the robustness of the deep learning model. The calculation formula of Pi is:  

Pi w
p r a

=
× ×

                           (7) 

The parameters used are summarized as follows in Table 4. 
As an example, for 10,000 images with a size of 224 × 224, when the number 

of modified pixels is 64, the value range of modified pixels is 0 to 255, and the 
position range is 200 × 200, 1000 images are incorrectly recognized. Then the 
corresponding pi value is calculated as follows:  

1000 10000 10%w = =                        (8) 

( )64 224 224 0.1276%p = × =                    (9) 

255 255 100%r = =                        (10) 

( ) ( )200 200 224 224 79.72%a = × × =                (11) 

10%Pi 98.30
0.1276% 100% 79.72%

= =
× ×

               (12) 
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Table 4. Pixel-index parameter list. 

Parameter Description 

w Percentage of images with incorrect recognition 

p Proportion of modified pixels 

r Percentage of pixel modification value range 

a Percentage of pixel modified location range 

 
Pi focuses on the pixel changes of the image rather than the internal structure 

of the model, and can faithfully reflect the sensitivity of the model to changes in 
the image pixels. The pixel change of the image includes the number of changed 
pixels, the changed pixels value range, and the changed pixels position range. 
The smaller the PI means that the deep learning model is less sensitive to 
changes in pixels, and its recognition robustness is higher. Because the previous 
experiment has proved that the number of pixels modified, the size is positively 
correlated with the wrong recognized image number. A small PI means that 
more pixels need to be modified for the same number of wrong images. Pi is also 
suitable for adversarial examples. Because the attack ability of the adversarial 
example also comes from the changes to the pixels, but the number of pixels and 
the location range of the changes will be different from random changes. 

Comparing the pi of different models requires the calculation of the same 
batch of images. Table 5 shows the pi values of several deep learning models on 
the same 10,000 images. It can be seen that the deep learning model with smaller 
Pi has better recognition robustness and higher recognition accuracy. The pi 
calculation does not need to know the internal structure of the model in advance, 
only needs the data set test. The user can simply use his (her) own test data to 
quickly obtain the robustness comparison of different models.  

6. Experiment 

The experiment environment is a Linux server with 4 GPUs, the system is 64-bit 
Ubuntu 18.04.4LTS, the memory is 256 G, the processor is Intel Xeon(R) CPU 
E5-2683 V3 @ 2.00 GHz, the GPU model is GTX 1080ti, and the video memory 
is 12 GB. The five pre-training models are provided by Torchvision. Torchvision 
is a well-known toolset for processing the image and video in Python and has a 
very wide range of applications in deep learning. The images used in the experi-
ment are all from the ImageNet dataset, and it can be ensured that each image 
participating in the experiment can be correctly recognized by these five pre- 
training models before pixels change. 

6.1. Robustness Experiments for Deep Learning Models  
6.1.1. Experiment 1: The Impact of Pixel Changes on Deep Learning  

Models  
This experiment explored the impact of pixel changes on the accuracy of deep 
learning models. We selected 10,000 images in the ImageNet dataset, and these 
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images can be correctly classified by those models selected in the experiment. 
We randomly modified a different number of pixels on each image, and the final 
experimental results are as follows. 

Table 6 shows that when the position and the range of pixel changes are not 
limited, a very small amount of pixel changes can cause a large number of im-
ages misclassified. For Imagenet images with a size of 224 × 224, 4 pixels only 
account for 0.0080% of the total pixels of the image, but it has been able to cause 
about 1% of the images to have classification errors in Resnet. And when the 
number of pixel modifications is increased to 64 (0.12%), about 5% of images 
will be classified incorrectly in Resnet. And these changes did not only occur on 
Resnet, the other 4 models also showed sensitivity to pixel changes. Figure 8 
shows the changing trend of accuracy and wrong images. This trend means that 
when more pixels are changed, more images will have recognition errors. 

In this experiment, the number of pixel changes is limited to 64 pixels or less. 
For normal images, the number of changed pixels is very small. At the same time, 
these pixel changes are not carefully calculated, but random changes. Although 
the changes have been very subtle, it is difficult to ignore the image data with 
classification errors, which shows that the existing deep learning models are very 
sensitive to pixel changes. 

 
Table 5. Robustness comparison of Pi-based classic models. 

Model Pi wrong images Recognition rate 

Desnet 27.58 352 94.17% 

Resnet 32.60 416 96.43% 

Alexnet 46.00 587 93.20% 

VGG 62.53 798 80.30% 

Squeezenet 109.32 1395 80.30% 

 
Table 6. The effect of pixel changes on the recognition accuracy of the deep learning 
models. The figure shows the number and proportion of pixel changes. In the experi-
ments on five classic deep learning models, it can be observed that Desnet performs best 
(the best robustness), and Squeezenet performs the worst (the worst robustness). 

Pixel changes 
4 

0.0080% 
8 

0.0159% 
16 

0.0319% 
32 

0.0638% 
64 

0.1276% 

ResNet 
Misclassification 
Recognition rate 

82 
99.18% 

116 
98.84% 

165 
98.35% 

265 
97.35% 

416 
95.84% 

DesNet 
Misclassification 
Recognition rate 

65 
99.35% 

93 
99.07% 

157 
98.43% 

228 
97.72% 

352 
96.48% 

VGG 
Misclassification 
Recognition rate 

148 
98.52% 

220 
97.8% 

343 
96.57% 

546 
94.54% 

798 
92.02% 

AlexNet 
Misclassification 
Recognition rate 

111 
98.89% 

149 
98.51% 

257 
97.43% 

363 
96.37% 

587 
94.13% 

SqueezeNet 
Misclassification 
Recognition rate 

252 
97.48% 

433 
95.67% 

680 
93.2% 

967 
90.33% 

1395 
86.05% 
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Figure 8. The changes in recognition accuracy and number of false images. When more 
pixels are changed, more images will have recognition errors. (a) The recognition accu-
racy of deep learning models; (b) The wrong images number of deep learning models. 

6.1.2. Experiment 2: The Impact of Pixel Changes Size on Deep Learning  
Models 

In this experiment, we explored the effect of the magnitude of change in pixel 
changes. The selected images are also 10,000 images from ImageNet that can be 
correctly identified. But when making pixel changes, we limit the amplitude of 
each change, so that the change in pixel value is centered on the original value, 
and random changes of different amplitudes are made. The final experimental 
results are as follows. 

Table 7 summarizes the impact of different pixel change range on the deep 
learning models and Figure 9 shows the trend of model accuracy and the num-
ber of error images. It can be seen that when the pixel changes are small, the 
number of misclassified images is also small. The number of images that are 
misclassified at the same time will increase as the magnitude of pixel changes 
increases. There are obvious differences in the number of error images caused by 
different changes. This shows that for a deep learning model, the magnitude of 
pixel change is an important factor affecting its classification accuracy. 
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Table 7. The effect of pixel changes size on the recognition accuracy of the deep learning 
model. Each experiment from top to bottom limits the size of the pixel changes. Center-
ing on the value of the pixel itself, increase or decrease a random value each time. The in-
tervals of change are [−10, +10], [−40, +40], [−70, +70], [−100, +100], [−127, +127]. 
When the value of the pixel exceeds the normal range, it will be limited to the boundary 
value 0 or 255. 

Pixel changes 
4 

0.0080% 
8 

0.0159% 
16 

0.0319% 
32 

0.0638% 
64 

0.1276% 

10 
Misclassification 
Recognition rate 

2 
99.98% 

6 
99.94% 

5 
99.95% 

11 
99.89% 

24 
99.76% 

40 
Misclassification 
Recognition rate 

13 
99.87% 

20 
99.80% 

24 
99.76% 

43 
99.57% 

53 
99.47% 

70 
Misclassification 
Recognition rate 

24 
99.76% 

35 
99.65% 

97 
99.43% 

83 
99.17% 

123 
98.77% 

100 
Misclassification 
Recognition rate 

38 
99.62% 

60 
99.40% 

83 
99.17% 

131 
98.69% 

179 
98.21% 

127 
Misclassification 
Recognition rate 

42 
99.58% 

56 
99.44% 

106 
98.94% 

148 
98.52% 

222 
97.78% 

 

 

Figure 9. The changes in recognition accuracy and number of false im-
ages. It can be seen that there are obvious changes, and there is a big dif-
ference between the five curves. (a) The recognition accuracy of deep 
learning models; (b) The wrong images number of deep learning models. 
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6.1.3. Experiment 3: The Impact of Pixel Changes Area on Deep Learning  
Models 

In this experiment, we explored the effect of the position of the change in pixel 
changes. The selected images are also 10,000 images from ImageNet that can be 
correctly identified. But when making pixel changes, we limited the position 
range of pixel changes, gradually narrowing from the full image to the center 
position. In general, the main information of an image is located in the center of 
the image. We hope that this experiment can explore the impact of pixels at dif-
ferent locations on the results of deep learning classification. The final experi-
mental results are as follows. 

Table 8 summarizes the impact of different pixel change position on the deep 
learning models and Figure 10 shows the trend of model accuracy and the 
number of error images. Different from the previous experimental results, in this 
experiment, it can be seen that different positions have little effect on the classi-
fication results of the classifier. In Figure 10, it can be seen that when the num-
ber of changed pixels is less than 64, the number of images with classification 
errors is relatively close for different location ranges. This means that when the 
number of pixel changes is small, the location of the change does not play a sig-
nificant role. 

6.1.4. Experiment 4: The Impact of Pixel Changes on Adversarial  
Examples 

The first three experiments proved that pixel changes can cause classification 
errors of normal images. This experiment will explore whether changes in few 
pixels can change the recognition results of abnormal images. The experimental 
results after pixel changes are as follows. 

We chose a very typical FGSM method (Fast Gradient Sign Method) [14] to 
generate adversarial examples. The 10,000 images participating in this experi-
ment are all generated by this method and will be recognized as a different cate-
gory from the original image under the classifier. It can be seen from Table 9 
that when a small number of pixel changes are made to this type of image, a 
considerable proportion of the image will lose the attack ability and return to the 
correct classification. 

On the one hand, this experiment shows that the adversarial examples are also 
sensitive to pixel changes. On the other hand, it also shows that for the deep 
learning model, pixel changes will greatly change the calculation process of each 
internal layer, amplify the changes, and change the final Recognition results. 

Whether it is a normal image or an adversarial example, the classification re-
sults have changed after a small number of pixel changes. This shows that the 
existing deep learning models are very sensitive to pixel changes. For the pixel 
change, the magnitude of the pixel change can affect the classification result of 
the deep learning classifier more than the position of the pixel change. For ad-
versarial examples, the recognition result of such images is originally the wrong 
classification result. A small number of pixel changes can restore the classifica-
tion results of such images to normal classification. 
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Figure 10. The changes in recognition accuracy and number of false im-
ages. It can be seen that when the abscissa is 8 and 32, the ordinates of the 
five curves are very similar. (a) The recognition accuracy of deep learning 
models; (b) The wrong images number of deep learning models. 

 
Table 8. The effect of pixel changes on the recognition accuracy of the deep learning 
model. Each experiment from top to bottom limits the position of the pixel changes. 
Taking the size of the image as the starting point, each experiment will reduce the range 
of pixel changes and maintain center symmetry. Taking the size of the image as the start-
ing point, each experiment will reduce the range of pixel changes and maintain center 
symmetry. For example, 220 × 220 represents a rectangle centered on the center of the 
image from a 224 × 224 image, and its length and width are both 220. 

Pixel changes 
4 

0.0080% 
8 

0.0159% 
16 

0.0319% 
32 

0.0638% 
64 

0.1276% 

224 × 224 
Misclassification 
Recognition rate 

100 
99.00% 

87 
99.13% 

156 
98.44% 

234 
97.66% 

534 
94.66% 

200 × 200 
Misclassification 
Recognition rate 

98 
99.02% 

100 
99.00% 

250 
97.50% 

241 
97.59% 

529 
94.71% 

150 × 150 
Misclassification 
Recognition rate 

69 
99.31% 

112 
98.88% 

167 
98.33% 

236 
97.64% 

563 
94.37% 

100 × 100 
Misclassification 
Recognition rate 

69 
99.31% 

118 
98.82% 

162 
98.38% 

238 
97.62% 

320 
96.80% 

50 × 50 
Misclassification 
Recognition rate 

65 
99.35% 

103 
98.97% 

157 
98.43% 

205 
97.95% 

251 
97.49% 
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Table 9. The effect of pixel changes on the recognition accuracy of the deep learning 
model. 

Pixel changes 
4 

0.0080% 
8 

0.0159% 
16 

0.0319% 
32 

0.0638% 
64 

0.1276% 

FGSM 
Misclassification 
Recognition rate 

6697 
33.03% 

4576 
54.24% 

4361 
56.39% 

2698 
73.02% 

2260 
77.40% 

6.2. Experiments for Our Data Augmentation Method  

To verify the effectiveness of our data augmentation method, we conducted ex-
periments on the resnet101. We made random pixel changes to 1000 images in 
the training set. And small-scale retraining was carried out based on the Res-
Net101 pre-training model. According to the number of modified pixels, five 
new ResNet101 models were trained. The modified value of the pixel is limited 
between 0 and 255, and there is no limit to the position of the modified pixel. 
After that, random pixel changes were performed on these 1000 images of the 
same type and the accuracy of the model was tested. 

Specifically, in addition to the training set, the other parameter settings are 
consistent with the training process for each training. In the parameter setting, 
we do not fix the parameters of the last layer (fully connected layer), and modify 
the number of categories to the number of image categories participating in the 
training, the learning step is 0.001, the number of iterations is 20, and the test 
sample is 1000. The final experimental results are as follows. 

Table 10 shows the model’s ability to recognize random pixel changes after 
using our data augmentation method. 

It can be seen from the experiment that when the changed pixels are small, the 
retrained model will have a better effect. The main reason why we can achieve 
such an effect is that the model we used has been trained on a large data set and 
has a very high recognition ability. Our data augmentation method performs 
very small-scale retraining without changing the original recognition accuracy 
and optimizes the implicit classification boundary of the corresponding category 
images in the training set. 

The improvement of our data augmentation method for recognition robust-
ness is also reflected in the ability to recognize adversarial examples. Training by 
modifying a few pixels can make the model defensive against pixel changes. The 
defense capability is also effective for adversarial examples because adversarial 
examples can modify pixels to achieve misclassification. From the perspective of 
pixels, a few pixel changes and adversarial attacks all modified the pixel values in 
the image. We conducted experiments on 10,000 adversarial examples generated 
by the FGSM method, and input them into the ResNet101-4 model we trained. 
The recognition results are as shown in Table 11. 

It can be seen from this experiment that the high threat of adversarial samples 
has been reduced. The only 24.9% of the images still maintain the attack capabil-
ity, and most of the images are restored to the correct classification. This shows 
that our data augmentation method can effectively improve the model’s robust-
ness to FGSM attacks.  
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Table 10. Experimental results of five new training models on the same batch of images. 
1000 images were selected for each training, and the original model was trained on a 
small scale after modifying a different number of pixel values. Resnet101-4 represents that 
the training image of the model is generated from images with 4 pixels changed. 

Pixel changes 
4 

0.0080% 
8 

0.0159% 
16 

0.0319% 
32 

0.0638% 
64 

0.1276% 

ResNet101-4 
Misclassification 
Recognition rate 

22 
97.80% 

21 
97.90% 

24 
97.60% 

21 
97.90% 

27 
97.30% 

ResNet101-8 
Misclassification 
Recognition rate 

22 
97.80% 

22 
97.80% 

25 
97.50% 

28 
97.20% 

31 
96.90% 

ResNet101-16 
Misclassification 
Recognition rate 

29 
97.90% 

30 
97.00% 

28 
97.20% 

29 
97.10% 

37 
96.30% 

ResNet101-32 
Misclassification 
Recognition rate 

27 
97.30% 

26 
97.40% 

29 
97.10% 

32 
96.80% 

35 
96.50% 

ResNet101-64 
Misclassification 
Recognition rate 

47 
95.30% 

48 
95.20% 

50 
95.00% 

52 
94.80% 

55 
94.50% 

 
Table 11. The new model’s defense ability tests against adversarial examples. 

Model Misclassification Recognition rate 

ResNet101-4 2490 75.10% 

ResNet 10,000 0% 

7. Discussion  

Our experiments prove the effectiveness of our data augmentation method. As 
mentioned above, training the model with small-distance samples can optimize 
the implicit classification boundary of the model, making it more tolerant of 
pixel changes. This is why the retrained model also has the ability to recognize 
adversarial samples.  

8. Conclusion  

This paper mainly explores the recognition robustness of five commonly used 
classic deep learning models. These models are very sensitive to subtle changes 
in pixels. To solve this problem, this paper proposes a new data augmentation 
method and a new robustness evaluation standard Pixel-index. The data aug-
mentation method in this paper can modify a small number of pixels in an im-
age randomly, help the model learn the feature distribution of normal images. 
Users can quickly obtain the recognition robustness evaluation of the model 
without knowing the internal information structure of the model by Pixel-index. 
In general, this research can improve the recognition ability of deep learning 
models, and provide a good augmentation method and comparison method for 
multiple types of recognition applications.  
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