
Journal of Applied Mathematics and Physics, 2021, 9, 529-544 
https://www.scirp.org/journal/jamp 

ISSN Online: 2327-4379 
ISSN Print: 2327-4352 

 

DOI: 10.4236/jamp.2021.94037  Apr. 2, 2021 529 Journal of Applied Mathematics and Physics 
 

 
 
 

Nonstationary Filtering for Markov Jumping 
Systems with Fading Channel and 
Multiplicative Noises 

Yang Zhan, Daijun Wei* 

School of Science, Hubei University for Nationalities, Enshi, China 

 
 
 

Abstract 
This paper studies the nonstationary filtering problem of Markov jump sys-
tem under 2l l∞−  performance. Due to the difference in propagation chan-
nels, signal strength and phase will inevitably change randomly and cause the 
waste of signals resources. In response to this problem, a channel fading 
model with multiplicative noise is introduced. And then a nonstationary fil-
ter, which receives signals more efficiently is designed. Meanwhile Lyapunov 
function is constructed for error analysis. Finally, the gain matrix for filtering 
is obtained by solving the matrix inequality, and the results showed that the 
nonstationary filter converges to the stable point more quickly than the tradi-
tional asynchronous filter, the stability of the designed filter is verified. 
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1. Introduction 

Since entering the 21st century, the control process is increasingly complex, the 
control target is more diverse, the control precision requirements are more ac-
curate, the system environment is more strict, the productivity of the world in 
the rapid development at the same time also faced with a variety of new chal-
lenges. For example, a large control system is usually formed by multiple sub-
systems acting together through time series and following one or more con-
straints. However, Markov jump system can well describe the control process in 
which multiple subsystems have random changes in a discrete time in the con-
trol process, and meet the needs of current practical application engineering. 
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Due to its powerful modeling ability, Markov jumping system [1] is widely used 
in aerospace [2], communication [3], industrial manufacturing [4], medicine [5], 
power and other fields [6]. The Markov jumping system shows good adaptability 
in dealing with random phenomena such as packet loss, delay, channel fading 
and more [7] [8] [9] [10] [11]. In Ref. [12], finite-time control is designed based 
on H∞  performance for Markov jumping system with partially unknown 
time-varying transfer probability. A model-dependent Lyapunov function com-
posed of bilateral closed-loop functions is constructed and applied to the fuzzy 
Markov jump system of sampled data in Ref. [13]. An uncertain complex net-
work with Markov topology and random time-varying delay is studied in Ref. 
[14]. However, the aging [15] and damage [16] of components cannot be 
avoided in the actual system, the resources are wasted and the ideal control 
purpose is not achieved. Stability has always been one of the key points in con-
trol science. Only to ensure the stability of the system, the system can run nor-
mally. The study of the stability of the system continues. And the rapid stability 
of the system is also the embodiment of improving social productivity. How to 
make the system reach global stability faster is always one of the problems stu-
died by many scholars. Filtering and signal technology [17] is one of the most 
important problems in the field of control. And the role of the filter whether on 
the elimination of interference signal or in the enhancement of the effective sig-
nal has a very good performance. Therefore, it is of practical significance to 
study the filtering problem of Markov jumping systems. 

Filtering technology has always had an excellent performance in signal processing, 
and there are many studies on filter design, there are related designs of filtering 
in non-linear systems [18], time-delay systems [19], stochastic systems [20], 
fuzzy systems [21], etc. It is pointed out here that a time-varying filter [22] is de-
signed to study stochastic systems, and its advantage is to obtain better transient 
performance. The article [23] proposes an asynchronous filter under 2l l∞−  
performance, which makes full use of part of the available system modal infor-
mation, improves signal quality, and saves signal resources. Next, a kind of non-
stationary controller [24] is designed for a linear Markov jump system, which 
not only achieves the state feedback more accurately, but also shows excellent 
adjustment ability. If a nonstationary filter can be designed, the complex Markov 
jump system can be stabilized more quickly, and the signal can be used more ef-
ficiently, so it will be necessary to study the nonstationary filter. 

Based on the above considerations, this paper mainly studied nonstationary 
state estimation for Markov jumping system with fading channel and multiplica-
tive noises. To solve the filter gain matrix, an additional relaxation matrix con-
sistent with the filter modes is introduced. The function of the relaxation varia-
ble is to eliminate the uncertain term in the matrix and facilitate the solution of 
matrix inequality by LMIs. The form of the relaxation variable is as follows:  

( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( )

, , , ,

, ,
, , , ,

0,
k k k k k k

k k k
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which are used to eliminate the non-linear terms. For Markov jumping system 
with random stability and ℘  dissipative performance index, a nonstationary 
state filter based on multi-segment homogeneous Markov chains dispersion is 
designed. Finally, the effectiveness of the method is verified by simulation. The 
contributions of this work are as follows: 
 For Markov jumping system: The channel coefficient, which is more consis-

tent with the actual mode, is introduced to adapt to the complex signals re-
ceived by the state estimator that varies with the mode. And in actual systems, 
it is often unrealistic to have only one kind of noise, so multiplicative noise is 
considered. 

 For filter: A nonstationary state estimator is designed to adjust the modal 
part received by the original system. 

 For simulation experiment: The simulation experiments of nonstationary fil-
ter and traditional asynchronous filter are done respectively, and the results 
are more convincing through simulation comparison. 

Notations: See Table 1. 

2. Problem Formulation 

Consider the following system:  

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
( ) ( ) ( )

1 ,

,

,

k k k k

k k

k

x k A x k B v k E x k F v k k

y k C x k G v k

z k L x k

α α α α

α α

α

ξ + = + + + 
= +

=

     (1) 

where ( ) xnx k ∈  is the state vector, ( ) yny k ∈   represents the process out-
put, ( ) znz k ∈  is the signal waiting to be evaluated and ( ) 2v k l l∞∈ −  is the 
disturbance noise input. For each ( )kα , the system matrices ( )kAα , ( )kBα , 

( )kα , ( )kEα , ( )kFα , ( )kGα  and ( )kLα  represent the given real matrices. ( )kξ  
represents a scalar Brownian Motion with:  

( ){ } ( ){ } ( ) ( ){ } ( )20, 1, 0, .E a E a E a b a bξ ξ ξ ξ= = = ≠  

 
Table 1. Nomenclature. 

→  Real number set 

n →  n-dimensional Euclidean space 

AΤ →  The transpose of the A matrix 

{}diag ⋅ →  Block diagonal matrix 

{}E ⋅ →  Expectation operator relative to a probability measure 

⋅ →  The Euclidean norm of a vector and the derived norm of a matrix 

∗→  The symmetric term in the matrix 

{ }|Pr T Y →  Probability of event T occurring in event Y 

0 →  A zero matrix with appropriate dimensions 

I →


 An identity matrix with appropriate dimensions 
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In system (1), the switching of system mode is up to a Markov Chain (MC) 
( )kα  ( k Z +∈ ). In the finite state (FS) { }1,2,3, , N= N  and ,i j∀ ∈N , 

the transition probability matrix (TPM) 1 ij = ℵ   is designed,  

{ } [ ]1
1

Pr , 1, 0,1 .
N

k k ij ij ij
j

j iα α+
=

= = =ℵ ℵ = ℵ ∈∑           (2) 

The measurement output ( )ŷ k  is written as  

( ) ( ) ( ) ( ) ( ) ( ) ( )0
1

ˆ ,t k
t

y k k y k k y k t H kαθ θ ω
=

= + − +∑


            (3) 

where ( ) 2k l lω ∞∈ −  is an external disturbance input of measurement output. 
{ }min ,l k=  with l represents the given number of paths. ( )( )0,1, ,t k tθ =    

represents the mutually independent channel coefficients. And ( )t kθ  are ran-
dom variables and their values are in [ ]0,1  with ( ){ }t tE kθ θ=  and  

( ){ }2 *
t tE kθ = ℑ . ( )kHα  is a given real matrices. 

Remark 1 In system (1), the interference of Brownian motion ( )kξ , a ran-
dom phenomenon, is considered. In fading channel, delay, packet loss and ex-
ternal disturbance ( )kω  are considered. Therefore, (1)-(3) is a complex system 
in line with the background of industrial application. 

The following asynchronous filter is designed:  

( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )( ) ( )

( ) ( ) ( ) ( )( ) ( )
, , , ,

, ,

ˆ ˆˆ ˆ ˆ1 ,

ˆ ˆˆ ,

k k k k k k

k k k

x k A x k B y k

z k L x k

α ι δ α ι δ

α ι δ

+ = +

=
            (4) 

where ( )ˆ xnx k ∈  is the estimate of state ( )x k , ( )ˆ znz k ∈  is the estimate of 
the ( )z k  and ( ) ( ) ( )( ), ,

ˆ
k k kAα ι δ , ( ) ( ) ( )( ), ,

ˆ
k k kB α ι δ  and ( ) ( ) ( )( ), ,

ˆ
k k kL α ι δ  are the designed 

gain filter matrices. In FS, ( )( )k k Zι +∈  satisfies the discrete nonstationary 
MC, { }1,2, , M= M  and ,m n∀ ∈M  with TPM ( )1

2
k

mn
απ + =    given by  

{ } ( )

( ) ( ) [ ]

1
1

1 1

1

Pr ,

1, 0,1 .

k
k k mn

M
k k

mn mn
m

n m α

α α

ι ι π

π π

+
+

+ +

=

= = =

= ∈∑
                   (5) 

( )( )k k Zδ +∈  also represents a discrete a MC in FS, { }1,2, ,Q= Q  and 
,p q∀ ∈Q  with TPM ( ) ( )1 , 1

3
k k

pq
α ιρ + + =    given by  

{ } ( ) ( )

( ) ( ) ( ) ( ) [ ]

1 , 1
1

1 , 1 1 , 1

1

Pr ,

1, 0,1 .

k k
k k pq

Q
k k k k

pq pq
p

q p α ι

α ι α ι

δ δ ρ

ρ ρ

+ +
+

+ + + +

=

= = =

= ∈∑
               (6) 

Combining with system (1) and Equation (4). Letting  

( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( )

ˆ ˆ, ,

, ,t t t

k x k x k z k z k z k

k k k v k k

ζ

θ θ θ ϖ ω

ΤΤ Τ

ΤΤ Τ

 = = − 

 = − =  


 

which needs to be noticed is { } 0tE θ = . 
Remark 2 When 1=M  and 1=Q , the filter (5) represents the homomor-

phic filter. When 1=N , 1=M  and 1=Q , the filter (5) represents mode- 
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independent filter. Neither the former nor the latter can effectively utilize the 
part of the signal received by the state estimator. In order to solve this defect, the 
filter (5) has three independent modes, among which not only one mode is syn-
chronous with the original system, but also two asynchronous modes. Therefore, 
the filter (5) is more regulatory and can make more efficient use of the signal 
from the original system (1). 

Then the following filtering error system (FES) is designed as:  
( ) ( ) ( ) ( )
( ) ( )

1 2 31 ,

,imp

k k k k

z k L k

ζ

ζ

+ = + +

=

  

                 (7) 

where 

( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( )

( ) ( ) ( ) ( )

1
=1 1

2 0 0
1

1

3 1 1 1

( ) ,

,

,

imp imp t imp t imp
t t

imp imp t imp
t
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t

i i

k A k B k C k t G k t

k k C k k G k k C k t

k G k t

k D E D k F D k k

ζ ϖ θ ζ θ ϖ

θ ζ θ ϖ θ ζ

θ ϖ

ζ ϖ ξ

=

=

=

Τ Τ

= + + − + −

= + + −

+ −

 = + 

∑ ∑

∑

∑

 





  
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i
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i
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B
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C G
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I
D L L L
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θ

 
=  
  
 

=  
  
   

= =   
      

   = = −    

 

Then, the Definitions and Lemmas which will be used in this article are in-
troduced: 

Definition 1 [23] Under the initial modes ( ) ( ) ( )0 , 0 , 0α ι δ  and initial con-
ditions ( )0ζ , when the following inequality is satisfied, FES (7) is stochastically 
stable. 

( ) ( ) ( ) ( ) ( )2

0
| 0 , 0 , 0 , 0 .

k
E kζ ζ α ι δ

∞

=

  < ∞ 
 
∑              (8) 

Definition 2 [25] [26] Under 2l l∞−  performance index 0℘> , FES (7) is 
called stochastically stable. 

( ) ( )
2

2

0 0
.sup

k k t
z k k tϖ

∞

= =

  <℘ −   ∑ ∑


               (9) 

Lemma 1 [27] There are constant matrices 11 11 0Τℜ = ℜ >  and 22 22 0Τℜ = ℜ > . 
Then 1

11 12 22 12 0− Τℜ +ℜ ℜ ℜ <  if and only if  

11 12 22 12

22 11

0 or 0
Τℜ ℜ  −ℜ ℜ 

< <  ∗ −ℜ ∗ ℜ   
             (10) 
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3. Main Results 

Firstly, the [ )2 0,l ∈ ∞  performance of FES (7) is analyzed, and the following 
results are given. 

Theorem 1 Under 2l l∞−  performance, for a given scalar 0℘> , then FES (7) 
is stochastically stable, if there exist matric 0impP >  and 0imp >  such that 

i∀ ∈N , m∈M , p∈ , Ref. (13) and Ref. (14) hold follow: 

*
0 1 1
*

*
0 1 1
*

0 0 0
0 0 0

0
0,0

0 0
0

imp imp imp imp imp i imp

c imp c imp

imp imp imp imp i imp

g imp g imp

imp

imp

imp

A C D E D
R

I B G D F D
I

Τ Τ Τ Τ

Τ Τ

Τ Τ Τ Τ

Τ Τ

 Λ ℑ
 
∗ − Γ Γ 

 
∗ ∗ − ℑ 

  <∗ ∗ ∗ − Γ Γ 
∗ ∗ ∗ ∗ − 

 ∗ ∗ ∗ ∗ ∗ − 
 ∗ ∗ ∗ ∗ ∗ ∗ − 

  



  

  
 

  
 





  (11) 

2 0,imp impP L
I

Τ 
≥ 

∗ ℘ 
                        (12) 

where ( ) ( ) ( ), , 0k k kPα ι δ >  and 0R >  represent the proper symmetric positive de-
finite matrix and  

( ) ( )( )

1 1 1

1 2

* * * *
1 2

1 2

* *
1 2

,

, ,

,

,

,

QN M
j j n

imp ij mn pq jnq
j n q

imp imp

c imp imp imp

c imp imp imp

g imp imp imp

g imp

P

R R diag R R R

diag C C C

diag C C C

diag G G G

diag G

π ρ

θ θ θ

θ θ θ

= = =

= ℵ

 
Λ = − + =  

 
 Γ =  
 Γ = ℑ ℑ ℑ  
 Γ =  

Γ = ℑ ℑ

∑ ∑ ∑







 

 

 















* * .imp impG G ℑ  



 

Proof: Consider the following Lyapunov function for system (1):  

( ) ( ) ( )1 2 ,k k k= +                        (13) 

where 

( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( )

1 , ,

1

2
1

,

.

k k k

k

p q k p

k k P k

k q R q

α ι δζ ζ

ζ ζ

Τ

−
Τ

= = −

=

= ∑ ∑





                 (14) 

According to Equation (2), filter (5) and Equation (6) that 1k jα + = ∈N , 

k iα = ∈N , 1k nι + = ∈M , k mι = ∈M  and 1k qδ + = ∈Q , k pδ = ∈Q , the 
following equation is obtained, 

{ }
{ }
{ }

1 1 1

1 1 1

1 1

Pr , , | , ,

Pr | , , , ,

Pr , | , ,

k k k k k k

k k k k k k

k k k k k

q n j p m i

q p n m j i

n j p m i

δ ι α δ ι α

δ δ ι ι α α

ι α δ ι α

+ + +

+ + +

+ +

= = = = = =

= = = = = = =

× = = = = =
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{ }
{ }
{ }
( ) ( )( )

1 1 1

1 1

1

Pr | , , , ,

Pr | , , ,

Pr | , ,

.

k k k k k k

k k k k k

k k k k

j j n
ij mn pq

q p n m j i

n p m j i

j p m i

δ δ ι ι α α

ι δ ι α α

α δ ι α

π ρ

+ + +

+ +

+

= = = = = = =

× = = = = =

× = = = =

=ℵ

        (15) 

Along the solution of Equation (14), the following equations are satisfied:  

( ){ } ( ) ( ) ( ) ( ){ }
( ) ( ) ( ) ( ){

( ) ( ) ( ) ( )}

1

1 1 2 2

3 3

1 1

.

imp imp

imp imp

imp imp

E k E k k k P k

E k k k k

k k k P k

ζ ζ ζ ζ

ζ ζ

Τ Τ

Τ Τ

Τ Τ

∆ = + + −

= +

+ −

 

 



   

 

       (16) 

and 

( ){ } ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )( )

( ) ( ) ( ) ( ){ }

1

2
1 1

1

k k

p q k p q k p

p
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Τ Τ

=

Τ Τ

   ∆ = −  
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 
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 

= −

∑ ∑ ∑

∑





  



   (17) 

where 

( ) ( ) ( ) ( )1 2 .k k k kζ ζ ζ ζ
ΤΤ Τ Τ = − − − 

   

Assuming initial conditions and nonzero ( ) 2g l lϖ ∞∈ − , we obtain  

( ) ( ) ( ) ( ) ( )( )
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1 2
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0
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∑ ∑

∑
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
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 
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 ℑ
 

Γ 
× + 

ℑ 
 Γ 



  



  











1 1 1 1

1 1

0 0
.

0 0

i i

imp
imp imp

D E D D E D

F D F D

ΤΤ Τ Τ Τ

Τ Τ Τ

   
   
   
   
   
      



   (18) 

Equation (11) is set up by Lemma 1. 
Under initial condition, nonzero ( ) 2k l lϖ ∞∀ ∈ −  and ( ) 0J k < , which is 

obvious that:  
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( ) ( ){ } ( ){ } ( ) ( )( )
1

1
0 0

.
k

imp
g t

E k P k E V k g t g tζ ζ ϖ ϖ
−

Τ Τ

= =

 = ≤ − − 
 

∑ ∑


   (19) 

The inequality below can be obtained by Lemma 1 that Equation (12) is true  
2 ,imp imp impL L PΤ ≤℘                       (20) 

the following inequality, which implies Equation (9), is obtained  

( ) ( ){ } ( ) ( ){ }
( ) ( ){ }

( ) ( )( )

( ) ( )( )

2

1
2

0 0

1
2

0 0
.

imp imp

imp

k

g t

k

g t

E z k z k E k L L k

E k k

E g t g t

E g t g t

ζ ζ

ζ ζ

ϖ ϖ

ϖ ϖ

Τ Τ Τ

Τ

−
Τ

= =

− ∞
Τ

= =

=

≤℘

  ≤℘ − −  
  

  ≤℘ − −  
  

∑ ∑

∑ ∑





       (21) 

Next, suppose there is a scalar 0η >  and consider the situation that any 
( ) 0kϖ = , the following equality holds  

* *
0 0
* *

0

.

imp imp imp imp imp
imp

c imp c imp

imp imp imp imp
imp

c imp c imp

A A
R

C C

ΤΤ Τ

Τ Τ

Τ
Τ Τ

Τ Τ

   Λ 
Ξ = +     ∗ − Γ Γ        

   ℑ ℑ
+    

Γ Γ      

  

 

 


 

 


 

           (22) 

Then, Equation (22) is obvious that  

( ){ } ( ) ( ){ }
( )
( )

( )
( )

( ){ }

1 2

2
.

E V g E V g V g

k k
E

k k

E k

ζ ζ
ζ ζ

η ζ

Τ

∆ = ∆ + ∆

     ≤ Ξ    
     

≤ −

 

              (23) 

By Definition 1, Equation (23) holds means that FES (7) is randomly stable. 
  

Theorem 2: For the given 0℘> , if the following matrices are designed to sa-
tisfy  

1 2

3 0,imp imp
imp

imp

P P
P

P
 

= > 
∗  

 

and matrices impT , impO , impU , fipmA , fipmB  and fipmC  such that i∀ ∈N , 
m∀ ∈M , p∀ ∈Q .  

1 2

3

0,
Θ Θ 

< ∗ Θ 
                       (24) 

1 2

3

2

ˆ 0,
imp imp i

imp imp

P P L

P L
I

Τ

 
 
∗ − ≥ 

 ∗ ∗ ℘  

                   (25) 
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where 
1 2

3

1 2

3

1

0 0 0 0 0 0
0 0 0 0 0 0

0 0 0 0
0 0 0 0

,
0 0 0

0 0
0

imp imp

imp

R R
R

I
I

I
I

 Λ −Λ
 
∗ −Λ 

 ∗ ∗ − −
 
∗ ∗ ∗ − Θ =  ∗ ∗ ∗ ∗ − 
∗ ∗ ∗ ∗ ∗ − 

 ∗ ∗ ∗ ∗ ∗ ∗ − 
 ∗ ∗ ∗ ∗ ∗ ∗ ∗ − 

 











 

* *
0 0 0 0

* *

2
*

0 0 0

0 0 0 0
ˆ ˆ ˆ ˆ 0 0

0 0 0 0 0 0

i imp i fimp i imp i fimp i fimp i fimp imp imp

fimp fimp

i fimp i fimp i fimp i fimp

i imp i fimp i imp i fimp i

A T C B A O C B C B C B T T
A A

C B C B C B C B

B T G B B O G B G B

θ θ

θ θ

θ θ

Τ Τ Τ Τ Τ Τ Τ Τ Τ Τ Τ Τ Τ Τ

Τ Τ

Τ Τ Τ Τ Τ Τ Τ Τ

Τ Τ Τ Τ Τ Τ Τ Τ Τ

+ + ℑ ℑ

ℑ ℑ

Θ =
+ + ℑ

   

E E

*
0

* *

,

0 0 0 0
ˆ ˆ ˆ ˆ 0 0

0 0 0 0 0 0

fimp i fimp imp imp

i fimp i fimp

i fimp i fimp i fimp i fimp

G B T T
H B H B

G B G B G B G Bθ θ

Τ Τ Τ Τ Τ

Τ Τ Τ Τ

Τ Τ Τ Τ Τ Τ Τ Τ

 
 
 
 
 
 
 
 ℑ
 
 
 ℑ ℑ 
  

   

F F
 

3
2 1

,diag
+

 
Θ = ϒ ϒ ϒ 

 





 

1 1 1 2 2 2 3 3 3, , ,imp imp imp imp imp impp R p R p RΛ = + Λ = + Λ = +  

* * * *
1 2 1 2

ˆ ˆ, , , , , , , ,diag diagθ θ θ θ   = ℑ = ℑ ℑ ℑ      

 
 

, .i i i i i iD E D D F DΤ Τ= =E F  

1 2

3 .imp imp imp imp imp imp

imp imp imp

T T U O
U U

Τ Τ

Τ

 − − − −
ϒ =  

∗ − −  

 


 

Proof: Choosing imp impT =  , Equation (26) was immediately available from 
Equation (11), 

*
1 0

*

*
0

*

0 0 0
0 0 0

0
0

0 0
0

imp imp imp imp imp

c imp c imp

l imp imp imp imp imp

l g imp g imp

imp imp imp

imp imp imp

imp imp imp

A T C T T
R T T

I B T G T T
I T T

T T
T T

T T

Τ Τ Τ Τ Τ

Τ Τ Τ Τ

Τ Τ Τ Τ Τ

Τ Τ Τ Τ

Τ

Τ

Τ

 Λ ℑ
 
∗ − Γ Γ 

 ∗ ∗ − ℑ

∗ ∗ ∗ − Γ Γ

 ∗ ∗ ∗ ∗ − −
∗ ∗ ∗ ∗ ∗ − −

 ∗ ∗ ∗ ∗ ∗ ∗ − − 

  

 

E

F






0.

<






 
(26) 

Let’s take Equation (26) left times Equation (27) and right times Equation (27) 
transpose  

1 1 ,imp imp imp impdiag I I I I I T T− −                   (27) 

Equation (28) is obviously taken from Equation (26) and Equation (27) that 
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*
1 0

*

*
0

*

0 0 0
0 0 0

0
0,0

0 0
0

imp imp imp imp imp

c imp c imp

l imp imp imp imp imp

l g imp g imp

A T C T T
R T T

I B T G T T
I T T

Τ Τ Τ Τ Τ

Τ Τ Τ Τ

Τ Τ Τ Τ Τ

Τ Τ Τ Τ

 Λ ℑ
 
∗ − Γ Γ 

 ∗ ∗ − ℑ
 

<∗ ∗ ∗ − Γ Γ 
 ∗ ∗ ∗ ∗ 
∗ ∗ ∗ ∗ ∗ 

 ∗ ∗ ∗ ∗ ∗ ∗ 

  

 

E

F






        (28) 

1 2

3

2

ˆ 0,
imp imp i

imp imp

P P L

P L
I

 
 
∗ − ≥ 

 ∗ ∗ ℘  

                     (29) 

where imp imp impT T Τ= −  . 
In addition, since ( ) ( )1 0imp imp imp imp impT T

Τ−− − ≥   , we have:  
1 .imp imp imp imp imp impT T T T− Τ Τ− ≤ − −                    (30) 

To sum up, if Equation (28) is true then Equation (11) is clearly true, let’s in-
troduce the relaxation variable to eliminate the products between System-matrix 
and Lyapunov-matrix. The substitution in Equation (28) is represented like this 

1 2 1 2

3 3, , ,

ˆ ˆ, , .

imp impimp imp
imp imp

imp impimp

fimp imp imp fimp imp imp fimp imp

T Up p R R
P R T

O Up R

A U A B U B L L

    
= = =    ∗ ∗      

= = =

 

Then Equation (24) is got from the above deduction. And then, by  
1 2

3
imp imp

imp
imp

P P
P

P
 

=  
∗  

 and ˆ
imp i impL L L = −  , we can just go straight from Equa-

tion (12) to Equation (25). 
  

4. A Numerical Example 

As set of examples are taken to verify the positive value of the method. 
( ) [ ]0 0.17 0.17x Τ=  is selected as the initial state. Applying the disturbance 

noise ( ) 21 1v k k= +  in system (1) and the external disturbance  
( ) ( )21 1k kω = +  in Equation (3). The parameters are given by  

1 2

0.74 0.241 0.1 0.4
, ,

0.86 0.62 0.5 1
A A

−   
= =   − −   

 

[ ]1 2 1

1.6 0.3
, , 0.1 1 ,

0.5 0.2
B B C   

= = = −   
   

 

[ ]2 1

0.1 0.2
0.1 1 , ,

0.3 0.4
C E

− 
= − =  − − 

 

[ ]2 1

0.2 0.1
, 0.5 1 ,

0.4 0.5
E F

− 
= = − 

 

[ ] [ ] [ ]2 1 21 0 , 1 0 , 0.1 0 ,F L L= = =  

1 2 1 20.2, 0.3, 0.3, 0.4.H H G G= = = =  
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The TPM of MC ( )kα  is taken as  

1

0.3 0.7
,

0.4 0.6
 

=  
 

  

the TPMs of MC ( )kι  are given by  

1 2
2 2

0.1 0.9 0.3 0.7
, ,

0.7 0.3 0.4 0.6
   

= =   
   

   

and the TPMs of MC ( )kδ  are chosen as  

1,1 1,2
3 3

2,1 2,2
3 3

0.3 0.7 0.43 0.57
, ,

0.7 0.3 0.55 0.45

0.77 0.23 0.55 0.45
, .

0.42 0.58 0.3 0.7

   
= =   
   
   

= =   
   

 

 

 

The order of the fading model is 1l =  and the probability density functions 
( )ε ⋅  of channel coefficients are represented as follows  

( ){ } ( )( ) ( )
( ){ } ( )( ) ( )

9.89
0 0 0

8.5
1 1 1

0.0005 e 1 , 0 1,

8.517 e , 0 1.

k k k

k k k

ε θ θ θ

ε θ θ θ−

 = − ≤ ≤


= ≤ ≤
 

The mathematical expectation 0 0.8991θ = , 1 0.1174θ =  and variance  
*
0 0.0133ℑ = , *

1 0.01364ℑ = . By solving the LMIs of Theorem 2, the parameters 
of the nonstationary filter are obtained as  

[ ]111 111 111

0.0168 0.2756 0.8720ˆ ˆ ˆ, , 0.3748 0.0224 ,
0.0916 0.0546 0.5687

A B L
− −   

= = = − −   −   
 

[ ]112 112 112

0.0310 0.0099 0.8208ˆ ˆ ˆ, , 0.4419 0.1792 ,
0.0392 0.1800 0.2109

A B L
− −   

= = = − −   − −   
 

[ ]121 121 121

0.0501 0.2471 0.9696ˆ ˆ ˆ, , 0.3745 0.0327 ,
0.1036 0.0907 0.5837

A B L
−   

= = = −   − −   
 

[ ]122 122 122

0.0399 0.1827 0.1029ˆ ˆ ˆ, , 0.0169 0.0638 ,
0.1340 0.0350 0.0348

A B L
− −   

= = = −   − − −   
 

[ ]211 211 211

0.2022 0.0681 0.1215ˆ ˆ ˆ, , 0.1095 0.0518 ,
0.1506 0.2166 0.3408

A B L
− − −   

= = = − −   −   
 

[ ]212 212 212

0.1217 0.0829 0.3108ˆ ˆ ˆ, , 0.0267 0.0524 ,
0.0750 0.0455 0.3899

A B L
−   

= = = −   − −   
 

[ ]221 221 221

0.0704 0.1985 0.0727ˆ ˆ ˆ, , 0.0223 0.0959 ,
0.1167 0.0415 0.0989

A B L
− − −   

= = = − −   − −   
 

[ ]222 222 222

0.1507 0.0706 0.7374ˆ ˆ ˆ, , 0.2370 0.1077 .
0.0129 0.1912 0.2063

A B L
− −   

= = = − −   − −   
 

When 1=N , 1=M  and 1=Q , the filter in (4) is mode-independent 
(MIF). When 1=M  and 1=Q , the filter in (4) is called mode-dependent fil-
ter (MDF). The traditional asynchronous filter occurs when 1=M  or 1=Q . 
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The following Table 2 shows the ℘  values of different tθ  for the nonstatio-
nary and asynchronous filters under the 2l l∞−  performance index. From Ta-
ble 2, that the nonstationary filter has less conservatism than asynchronous 
filter. The nonstationary filter can make the system (1) achieve better perfor-
mance. 

The relationship between the jumps of the three modes and the time series is 
described in Figure 1. Figure 2 shows the process of the regional stability of the 
system state ( )x k  in the time series under the adjustment of the nonstationary 
filter and the asynchronous filter. Figure 3 and Figure 4 respectively show the 
stabilization process of the state ( )x̂ k  of the two filters themselves and the sta-
bilization process of the corresponding filter error system state ( )kζ . Figure 5 
respectively shows the process of the nonstationary filter and asynchronous filter 
in estimating the stability of the original system signal ( )ẑ k . In terms of system 
state ( )x k , filter state ( )x̂ k  and filter error system state ( )kζ , the nonsta-
tionary filter converge to stable faster than traditional asynchronous filter. The 
nonstationary filter also performs better in the estimation signal ( )ẑ k . What 
needs to be pointed out here is that in Figure 4, although the nonstationary filter 
error system state produces a longer wavelength before reaching stability, it still 
reaches stability relatively quickly. 
 

 
Figure 1. Three Markov chains ( ) ( ) ( ), ,k k kα ι δ . 

 

 

Figure 2. The state of system ( )x k . 

 
Table 2. Minimum ℘  for different kinds of filters. 

tθ  0.1 0.3 0.5 0.7 0.9 

Nonstationary filter ℘  1.2468 1.3219 1.3303 1.3749 1.3520 

Asynchronous filter ℘  1.5168 1.4904 1.4357 1.4535 1.5364 
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Figure 3. The state of filter ( )x̂ k . 

 

 

Figure 4. The state of FES ( )kζ . 

 

 

Figure 5. The estimated signal of ( )z k . 

 
To sum up, the proposed nonstationary filter has better adaptability and 

stronger regulation, so that the system can operate effectively in the conditional 
industrial environment. On the other hand, compared with the traditional 
asynchronous filter, the nonstationary filter is more efficient to make the system 
stable, and has more practical engineering application significance, and is more 
suitable for practical engineering application promotion. 

5. Conclusion 

In this paper, the nonstationary filtering of Markov jumping system with fading 
channel and multiplicative noises are studied. The nonstationary filter takes into 
account three different segments of Markov chain, so that the nonstationary fil-
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ter not only has the same mode as the original system (1), but also provides the 
adjustment function for other changes in the system (1) during the mode con-
version, and makes more efficient use of the signals available in the system. The 
designed filtering method ensures that the FES (7) is stochastically stable under 
the 2l l∞−  performance index. Finally, the effectiveness of the method is dem-
onstrated based on numerical examples. It needs to be pointed out that the ac-
tual control environment is far more demanding, and the nonstationary filter 
can be further studied through the following aspects. For example, To avoid the 
defect caused by slow algorithm operation when dealing with large-scale control 
system, the fuzzy control in [28] can be combined to simplify the solution of fil-
tering scheme; The performance of nonstationary filter with more time delay 
should be analyzed in combination with the mean residence time [29]; the non-
stationary filter can be combined with the practical application of non-convex re-
gularized image denoising [30] for more complex image processing research. 
And a series of works are waiting for further research. 
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