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ABSTRACT 
Design Patterns, which give abstract solutions to commonly recurring design problems, have been widely used in the 
software and hardware domain. As non-functional requirements are an important aspect in the design of safety-critical 
embedded systems, this work focuses on the integration of non-functional implications in an existing design pattern 
concept. We propose a pattern representation for safety-critical embedded application design methods by including 
fields for the implications and side effects of the represented design pattern on the non-functional requirements of the 
overall systems. The considered requirements include safety, reliability, modifiability, cost, and execution time. 

Keywords: Design Pattern, Embedded Systems, Non-Functional Requirements, Safety-Critical Systems 

1. Introduction 

Design pattern, originally proposed in [1] by the architect 
Christopher Alexander, is a universal approach to de-
scribe common solutions to widely recurring design 
problems. Ever since, this concept has been applied in 
several domains of hardware design (electronics) and also 
became popular in the software domain after the success 
of the book Design Patterns: Element of Reusable Ob-
ject-Oriented Software by Gama et al. [2]. 

As the concept of design pattern aims at supporting 
designers and system architects in their choice of suitable 
solutions for commonly recurring design problems, this 
concept might also be useful to support the design of 
safety-critical embedded systems. The design of these 
systems is considered to be a complex process, as hard-
ware and software components have to be considered 
during the design as well as potential interactions between 
hardware and/or software components. Moreover, not 
only functional requirements1 have to be fulfilled by the-
se systems. Failures in safety-critical systems could result 
in critical situations that may lead to serious injury or loss 
of life or unacceptable damage to the environment. 
Therefore, also the non-functional requirement safety has 
to be considered in these systems to assure that the risk of 
hazards is acceptable low in the considered system. To 
support the design of safe devices, safety measures are 
given by international safety standards as the IEC61508 
[3]. Beside life cycle and process requirements, also dif-
ferent measures for the design of software and hardware 
components are recommended. These safety measures 

have typically an impact on the cost, the reliability, the 
real-time behavior of the system, and on the modifiability 
of the resulting system. Depending on the application 
domain of the later embedded system, these non-func-
tional requirements are of great importance. For this reason, 
non-functional requirements should be considered during 
the design of any safety-critical system. 

While current concepts of design pattern exist for 
many different application domains, they typically lack 
a consideration of potential side effects on non-func-
tional requirements. In order to integrate these side ef-
fects into the pattern concept, we propose an extended 
template for an effective design pattern representation 
for safety-critical applications. This pattern representa-
tion includes the traditional pattern concept in combina-
tion with an extension describing the implications and 
side effects with respect to the non-functional require-
ments. While this concept has been described briefly in 
[4] before, this work focuses on the application of our 
approach. Thus, two example patterns are included to 
illustrate the proposed representation of design patterns 
for software and hardware components in safety-critical 
applications. 

2. Related Work 
The field of design pattern is large and still rapidly 
growing. Many researches have focused on the use of 
design pattern in the software domain [2,5,6,7,8,9], but 
further research is still needed in the domain of safety- 
critical embedded systems to integrate the non-functional 
requirements in design patterns. In his books [10] and 
[11], Bruce Douglass proposed several design patterns 

1Note: functional requirements (FR) represent the required functional-
ity itself while non-functional requirements (NFR) describe additional 
qualities that have to be achieved by the developed system (e.g. safety, 
reliability, modifiability, cost and execution time) 
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for safety-critical systems based on well known fault 
tolerant design methods and by integrating some 
modification to increase the safety level on these pat-
terns. Gross and Yu [12] discuss the relationship be-
tween non-functional requirements and design patterns, 
and propose a systematic approach for evaluating de-
sign patterns with respect to non-functional require-
ments. They propose the use of design patterns for 
establishing traces between non-functional goals in a 
goal tree such as a soft goal interdependency graph 
(SIG) and the system design. Cleland-Huang et al. 
[13,14] enhance the patterns defined by Gross and Yu 
[12] through defining a model for establishing trace-
ability between certain types of non-functional re-
quirements and design and code artifacts, through the 
use of design patterns as intermediary objects. Xu et al. 
[15] classified the dependability needs into three types 
of requirements and proposed an architectural pattern 
that allows requirements engineers and architects to 
map dependability requirements into three corre-
sponding types of architectural components. Konord et 
al. [16,17] describe a research of how the principle of 
design pattern can be applied to requirements specifi-
cations, which they term requirements patterns for 
embedded systems. They include a constraints field in 
the pattern template to show the functional and 
non-functional restrictions that are applied to the sys-
tem. 

In comparison to our work, none of the aforemen-
tioned approaches show clearly the implications on the 
non-functional requirements as part of the pattern. 
These patterns and the other developed patterns focus 
on the traditional structure of the pattern that includes: 
context, problem and solution. The use of non-func-
tional requirements in these approaches is restricted to 
the requirement analysis phase of the design process. In 
these approaches, neither a relative measure nor an in-
dication for the implications of the patterns on the 
non-functional requirements, were given. To improve 
these approaches, we propose a new template repre-
sentation in Section 4 to show the implications of the 
represented patterns on the non-functional require-
ments. 

3. Design Pattern Template 

In this section, the template pattern we propose for the 
representation of design patterns for safety-critical em-
bedded applications is described. As depicted in Figure 1, 
the upper part of the template includes the traditional 
representation of a design pattern while a listing of the 
pattern implications on the non-functional requirements 
is given in the Implication section. Moreover, further 
support is given by stating implementation issues, sum-
marizing the consequences and side effects as well as a 
listing of related patterns. 

 

 
Figure 1. The design pattern template 
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Figure 2. Basic system without specfic safety requirements 

 
The proposed design template includes a part for pat-

tern implications on the non-functional requirements reli-
ability, safety, cost, modifiability and execution time. To 
allow a suitable description of these implications, the 
changes/improvements of using the corresponding design 
pattern are represented relative to a basic simple system 
(see Figure 2). This basic system has a given reliability 
(Rold), a given cost, a given modifiability and is resulting 
in a given executing time. Moreover, this basic system 
has no specific safety measurements. 
 
4. The Implication On Non-Functional 

Requirements 
 
While the main part of the design pattern proposed does 
not differ from well known approaches [18,19,20,21], the 
part for the implications on the non-functional require-
ments is described in this section. As mentioned above, 
the implications are stated relative to the basic system 
without any specific safety method. In the following, the 
determination of the five implications on non-functional 
requirements is described: 

Reliability: In this context, reliability is defined as the 
probability that of a system or component to perform its 
required functions correctly under stated conditions for a 
specified period of time. This part of implications de-
scribes the relative improvement in the system’s reliabil-
ity relative to the maximum possible improvement2 in reli-
ability, which is defined in the following equation: 

Reliability Improvement= %100
1

×
−
−

old

oldnew

R
RR     (1) 

Rnew: The reliability after using this pattern. 
Rold: The reliability of the basic system. 
Safety: The safety of a system is usually determined by 

the residual risk of operating this system (see e.g. [3]). 
Therefore, the notion of risk can be used as a measure for 
the assessment of safety-critical systems. The problem 
concerning design patterns is that they describe an ab-
stract solution to a commonly recurring design problem. 
As it is not related to a specific application or to a spe-
cific case, it is difficult to determine an actual value for 
the possible residual risk without considering a concrete 
application. To allow an indication of the safety that can 
be achieved by the application of a specific design pattern, 
existing recommendations given in safety standards are 

used. In detail, it is stated to which Safety Integrity Level 
(SIL) the pattern is recommended in a given safety stan-
dard. The safety integrity levels used here include the 
levels SIL1 to SIL4 as they are defined in the standard 
IEC61508 [3]. Additionally, the notation SIL0 is used in 
this template to describe a system without specific safety 
requirements. If measures are described in design pat-
terns that are not included in current safety standards, 
these measures have to be assessed in an appropriate 
manner, e.g. by comparing them to measures with known 
recommendations. 

Cost: The implications on costs include: 
·The recurring cost per unit, which reflects the addi-

tional costs resulting from additional or specific hardware 
components required by the design pattern. 
·The development cost of applying this pattern. 
Modifiability: This implication describes the degree to 

which the system developed according to this design pat-
tern can be modified and changed. 

Impact on execution time: With this implication, the 
effect of the pattern on the total time of execution at run-
time is indicated. It shows the execution time overhead 
that is resulting from the application of this pattern in the 
worst and the average cases. 

The application of the design pattern proposed, espe-
cially the use of the implication part introduced briefly in 
this section, is described in form of two example patterns 
in the following section. 

5. Example Patterns 
Two example patterns are presented in this section to 
illustrate the application of the proposed approach: The 
first pattern is a hardware and software pattern that is 
expected to be suitable for complex and highly safety- 
critical systems (Safety Executive Pattern). The second 
pattern is a hybrid3 software fault tolerance method in-
tended to increase the reliability of the standard N-ver-
sion programming approach (Acceptance Voting Pat-
tern). 

5.1 EXAMPLE 1 
In this example pattern, the pattern originally described in 
[10] is presented in our extended pattern representation 
including also implications on non-functional require- 
ments. 
 

Pattern Name 
Safety Executive Pattern (SEP) 

 
Other Names 
Safety Kernel Pattern 

2Note: the maximum possible improvement in reliability is the differ-
ence between the reliability of the basic system and the maximum value 
for reliability which is equal to 1 (Ideal case without failures). 
3Note: A pattern is called hybrid if the pattern is composed of at least 
two other patterns. 
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Type 
Hardware and Software 

 
Abstract 
The Safety Executive Pattern can be considered as an 

extension of the Watchdog Pattern4 targeting the problem 
that a shutdown of the system by the actuation channel 
itself might be critical in the presence of faults (shutdown 
might fail or take too long). This problem occurs espe-
cially in those systems in which a complicated series of 
steps involving several components is necessary to reach 
a fail-safe state. Therefore, the Safety Executive Pattern 
uses a watchdog in combination with an additional safety 
executive component, which is responsible for the shut-
down of the system as soon as the watchdog sends a 
shutdown signal (see also Figure 3. The safety executive 
pattern). If the system has a safe state, the actuation 
channel is shutdown via the safety executive component. 
Otherwise, the safety executive component has to dele-
gate all actuations necessary to an additional fail-safe 
processing channel. 
 
Context 
The application of this pattern is suitable in the following 
context: 

·The considered actuation channel requires a risk re-
duction by safety measures. 
·The considered system has at least one safe state. If 

this is not the case, an additional fail-safe processing 
channel has to be applied to overtake necessary actions. 

·A shutdown of the actuation channel is complex. As 
an example, this is the case if several safety-related sys-
tem actions have to be controlled simultaneously. 
·A sufficient determination of failures in the actuation 

channel can be achieved by a watchdog. 
 
Problem 
Provision of a centralized and consistent method for 
monitoring and controlling the execution of a complex 
safety measure (shutdown or switch over to redundant 
unit in case of failures). 
 
Pattern Structure 
The Safety Executive Pattern is based on an actuation 
channel to perform the required functionality and an op-
tional fail-safe processing channel that is dedicated to the 
execution and control of the fail-safe processing (see also 
Figure 3). The central part of this pattern is the existence 
of a centralized safety executive component coordinating 
all safety-measures required to shut down the system or 
to switch over to the fail-safe processing channel. The 

safety executive component can also be used to control 
multiple actuation channels in the system that each may 
have multiple channels. 

The components of the pattern depicted in Figure 3 are 
described below: 
·Input Data Source: This component represents the 

source of information that is used as input to the system 
under consideration. Typically, this data comes either 
from the system user or from external sensors that are 
used to monitor environmental variables such as: tem-
perature, pressure, speed, light, etc... 
·Actuator(s): Actuators are the physical devices that 

perform the action of the channel like: motors, switches, 
heaters, signals, or any other device that performs a spe-
cific action. Often, there are more than one actuator in a 
single channel. 
·Actuation Channel: This channel represents a sub-

system that performs dedicated tasks in the overall system 
by taking an input data from the input data source, per-
forms some transformation on this data, and then uses the 
results to generate suitable commands to drive the actua-
tors. 
·Fail-Safe Processing Channel: This is an optional 

channel; it is dedicated to the execution and control of the 
fail-safe processing. In the presence of a fault in the ac-
tuation channel, the safety executive turns off the actua-
tion channel, and the fail-safe channel takes over. If the 
System doesn’t have a fail-Safe Channel, then the actua-
tion channels must have at least one reachable safe states. 
·Data Acquisition (Input Processing): This part of the 

channel collects the raw data from the input data source and 
may perform some data formatting or transfor- mations. 
·Data Processing (Transformation): This part may 

contain multiple data transformation components; where 
each one performs a single transformation or processing 
on the received data to execute the desired algorithm in 
order to generate the required control signals. The final 
component of this part sends the computed output to the 
output processing unit. 
·Output Processing: This unit takes the computed data 

from the data transformation unit and generates the final 
data and the control signals to drive the actuators. It can 
be considered as a device driver for the actuator. 

· Integrity Check (Optional): This is an optional 
component that is invoked by the watchdog to run a pe-
riodic Built-In Test (BIT) to verify all or a portion of the 
internal functionality of the actuation channel. 
·Time Base: This is an independent timing source 

(timing circuit) that is used to drive the watchdog. This 
time source has to be separate from the one used to drive 
the actuation channel. 
·Watchdog (WD): The watchdog receives liveness 

messages (strokes) from the components of the actuation 
channel in a predefined timeframe. If a stroke comes too 
late or out of sequence, the watchdog considers this situa-
tion as a fault in the actuation channel and it issues a 
shutdown signal to the actuation channel or initiates a 

4 Note: The Watchdog Pattern is based on two components, the actuation 
channel and a supervisor, called watchdog. The actuation channel typi-
cally triggers the watchdog at defined time intervals to demonstrate that 
the actuation channel is still active. More advanced approaches include 
more sophisticated interactions between the actuation channel and the 
watchdog to allow a higher degree of fault coverage (see e.g. [11]). 
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corrective action through sending a command signal to 
the optional integrity check. If the system contains multi-
ple actuation channels, then it may contain multiple 
watchdogs, one per actuation channel. 
·Safety Executive: This is the main component in this 

safety executive pattern. It tracks and coordinates all 
safety monitoring to ensure the execution of safety action 
when appropriate. It consists of a safety coordinator that 
controls safety measures and safety policies. The safety 
executive component captures the shutdown signal from the 
watchdog in the case of failure in the actuation channel. 
·Safety Coordinator: The safety coordinator is used to 

control and coordinate the safety processing that is man-
aged by the safety measures. It also executes the control 
algorithms that are specified by the safety policies. 

·Safety Measures: Include the detailed description of 
the safety measures. The safety coordinator may control 
multiple safety measures. 
·Safety Policies: Each safety policy specifies a strat-

egy or control algorithm for the safety coordinator. It 
involves a complicated sequence of steps that involve mul-
tiple safety measures. The reason for the separation of the 
coordinator from the safety policies is to make the process 
of changing and adapting a safety policy easier. 
 
Implication 
This section describes the implication of this pattern rela-
tive to the basic system without a specific safety method. 
 
 

·Reliability 
Let us have the following notations: 
RAC: the reliability of the actuation channel. (Rold = 

RAC) 
RSC: the reliability of the fail-safe processing channel. 
RSE: the reliability of the safety executive component. 
C: the coverage factor which is defined as: the prob-

ability that a fault in an actuation channel will be identi-
fied by the safety executive and the fail-safe processing 
channel will be activated. 

Assume that the watchdogs are carefully designed with 
reliability≈1. 

The safety executive pattern will continue to work 
without system failure as long as one of the following 
two conditions holds: 

◎ There is no fault in the actuation channel. 
◎ There is a fault in the actuation channel and the 

watchdog detects this fault and the safety executive initi-
ates a shutdown or activates the fail-safe processing 
channel. 

The new reliability after using this pattern (Rnew) is 
equal to: 

 

SCACSEAC RRCRRR )1( −+=             (2) 

In this equation, the first term represents the reliability 
of the actuation channel while the second term represents 
the reliability of the remaining parts in the case of failure 
in the actuation channel. 

 
Figure 3. The safety executive pattern 
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The percentage improvement in reliability relative to 

the maximum possible improvement is equal to: 

%100
1

)1(
×

−
−−+

=
AC

ACSCACSEAC

R
RRRCRR      (3) 

%100×= SCSE RCR                       (4) 

·Safety: 
The safety executive pattern includes the following 

four design techniques: program sequence monitoring 
with a watchdog, test by redundant hardware (the watch-
dog that initiates the integrity check and BITs), safety 
bag techniques5, and graceful degradation6. According to 
the standard IEC 61508 [3], the recommendation for 
these techniques is shown Table 1. 

In general, we think that the combination of these 
techniques and the development cost makes the safety 
executive pattern suitable and highly recommended only 
for very high critical applications with high safety integ-
rity levels (SIL4 and SIL3) and recommended for lower 
levels (SIL2 and SIL 1). 
·Cost: 
This pattern is an expensive pattern with very high cost 

since it consists of different components that involve high 
recurring and development cost. 

○ Recurring cost: It includes the cost of the following: 
◆ The actuation channel. 
◆ The fail-safe processing channel (if present). 
◆ The safety executive component. 
◆ Watchdogs and their independent timing source. 
○ Development cost: In general, the development cost 

for this pattern is very high since it includes a develop-
ment of three different systems (channels) that include 
different architectures and different designs. 
·Modifiability: 
There are two types of possible modifications: 
1) Actuation Channel: It is very simple to modify this 

pattern by adding extra functionality to the actuation 
channel. The only things that should be done: is to know 
whether the new components need to send stroke mes-
sages to the watchdog. 

2) Safety policy: One of the main features of this pat-
tern is the centralized safety processing which is per-
formed by the Safety Executive Component. The Safety 
Executive separates the coordinator from the safety poli-
cies to simplify the change and modification of the safety 
policy and to make it easier. 

Table 1. Recommendations for safety integrity levels 

Techniques SIL1 SIL2 SIL3 SIL4
Program sequence monitoring (WD) HR HR HR HR
Test by redundant hardware R R R R 
Safety bag techniques — R R R 
Graceful degradation R R HR HR

 
·Impact on execution time: 
The actuation channel and the safety executive have 

different CPUs and different memories, and they run si-
multaneously in parallel. Thus, there is no effect for the 
safety executive component on the actuation channel dur-
ing the normal operation of the system except the execu-
tion of the periodic built in tests (BITs). 
 
Implementation 
The following points should be taken into consideration 
during the implementation of this pattern: 
·The actuation channel, the safety executive, and the 

fail-safe processing channel run separately in parallel, 
therefore each channel will run on its own processing 
unit7 and own memory. 

·The safety-critical information must be protected 
against data corruption, e.g. by using CRCs or any other 
method to detect data errors. 
·The watchdog component is simple and often im-

plemented as a separate hardware device. It is capable of 
detecting a variety of hardware and software fault. How-
ever, its actual diagnostic coverage depends on the integ-
rity check implemented in the actuation channel. 
·To provide protection from faults in a common time 

base, separate timing sources must be used for the 
watchdog, the safety executive and the actuation channel. 
 
Consequences and Side Effects 
The main drawback of this pattern is the high complexity 
of this pattern for implementation. Therefore it is used for 
complex and highly safety-critical systems. 
 
Related Patterns 
The safety executive pattern is used for complex safety- 
critical applications and it covers a large set of features, 
provided by of the other patterns, such as sequence 
monitoring provide by watchdog, switch-to-backup as in 
the fail-safe channel. For simpler systems with simpler 
safety requirements, other simpler patterns, such as 
Watchdog pattern, Sanity Check pattern and Monitor 
Actuator pattern [11], can be used. 

5.2 EXAMPLE 2 
This example pattern describes the pattern originally de-
scribed in [22] including the standard pattern components 
as well as implications on non-functional requirements. 
 
Pattern Name 
Acceptance Voting Pattern 
 
Other Names 

5Note: A safety bag is an external monitor, implemented on an inde-
pendent hardware component to ensure that the system performs safe 
actions [3]. 
6Note: The safety degradation is a technique that gives priorities to the
various functions to be carried out by the system. The design ensures
that if there are insufficient resources to carry out all the system func-
tions, the higher priority functions (the safety functions in our case) are
carried out in preference to the lower once [3]. 
7Note: a processing unit is a (programmable) electronic device execut-
ing a certain function. Typical examples are programmable logic con-
trollers, microcontrollers, and FPGAs. Moreover, an electronic device
might include more than one processing unit (e.g. multi-core architec-
tures). In this case, the analysis of the independence between these units
requires special care. 
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--- 
Type 
Software 
 
Abstract 
The Acceptance Voting pattern is a hybrid pattern that 
incorporates the N-Version Programming Pattern with 
Acceptance Tests (AT) used by the Recovery Block Pat-
tern. Similar to the normal N-version programming ap-
proach, this pattern is based on two or more diverse 
software versions. Traditionally, these versions are func-
tionally equivalent and are developed by independent 
teams from the same initial specification [23]. Moreover, 
approaches to increase the diversity of the resulting soft-
ware versions could be applied already in the specifica-
tion (functional diversity, see e.g. [40]). In case of this 
pattern, the output of each version is presented to an ac-
ceptance test to determine if the output is reasonable. The 
outputs that pass the acceptance test are used as inputs to 
a dynamic voter, which is executed to produce the correct 
output according to a specific voting scheme. Depending 
on the applications, the diverse software versions can be 
executed on parallel hardware or sequentially on a single 
hardware device. 
 
Context 
The application of this pattern is suitable in the following 
context: 

·Tolerance of software faults is required for safety 
reasons (acceptance test) 
·High reliability of the system’s output is required 

(several software versions) 
· The correctness of the results delivered by the diverse 

software versions can be checked by an acceptance test. 
·The development of diverse software versions is 

possible (additional development costs, additional organ-
izational effort, and sufficient number of developers for 
the development of each version). 

 
Problem 
Enable the tolerance of software faults that may remain 
after the software development to target safety and reli-
ability requirements. 
 

Pattern Structure 
The Acceptance Voting Pattern (AV) is a hybrid pattern, 
which represents an extension of the N-version program- 
ming approach by incorporating this approach with the 
acceptance test used in the recovery block approach. This 
pattern includes N diverse software versions that are 
typically executed in parallel to perform the required task. 
The output of each version is tested for correctness using 
an acceptance test and only those results that pass the 
acceptance test are used by the voting algorithm to gen-
erate the final result. The goal of the Acceptance Voting 
pattern is to increase the system’s reliability through a 
combination of a fault detection scheme provided by the 
acceptance test and a fault masking scheme provided by 
N-version programming with voting. 

The structure of this pattern is shown in Figure 4 and 
the function of each component is described below: 
 
· Input Data Source: This instance represents the 

source of information that is used as input to the designed 
system. Typically, this data comes either from a system user 
or from external sensors used to monitor environmental 
variables such as temperature, pressure, speed, or light. 
·Output Data and Control Signals: The output data of 

the voter module represents the final output data of the 
designed system. This data may contain control signals to 
activate actuators as motors, switches, heaters, or mes-
sages for other components outside the system. 
·Version 1, 2...N: These are diverse software versions 

implemented to fulfill the specified functionality. Typi-
cally, these versions result from an independent imple-
mentation by independent teams of software developers, 
based on the same initial specification. Thus, these ver-
sions are performing roughly the same functionality on 
the input data to produce the final result. Further aspects 
of generating these diverse software versions can be 
found in the implementation section below. Usually, 
these diverse versions are executed in parallel on differ-
ent hardware devices to generate N outputs and each of 
these outputs is presented to an acceptance test to check 
them for correctness. Those results that pass the acceptance 
test are processed by the dynamic voter module to deter-
mine the output data by applying a specific voting strategy. 

 
Figure 4. The acceptance voting pattern       
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·Acceptance Test (AT): This part of the software is 

executed on the outcome of each version to confirm that 
the result is reasonable and fulfills defined requirements 
given in the software specification. The acceptance test 
returns either true or false and may have several compo-
nents. Moreover, it may include checks for runtime errors 
[24] and mechanisms for implicit error detection. Various 
implementations of the acceptance test are possible rang-
ing from simple reasonableness checks to complex high- 
coverage validators [25]. 

The reliability of the system’s output depends greatly 
on the quality of the acceptance test (especially an ac-
ceptance test that detects faults in a correct output re-
duces the system’s reliability). Thus, this test should be 
carefully designed and it is desirable that the acceptance 
test is simple as well as easy to verify. 

·Dynamic Voter: The voter reads the outputs that pass 
the acceptance test and uses these results as inputs to the 
voting algorithm in order to determine the final output 
and control signals. The voter that is used in this pattern 
should be dynamic8 due to the variable number of inputs 
that ranges from 0 to N. Depending on the number of 
outputs that pass the acceptance test, the voter may in-
clude the following different actions: 

- In the case when no output passes the acceptance test, 
it reports an overall system failure. 

- In the case when one output passes the acceptance 
test, it just forwards this output. 
- In the case when two outputs pass the acceptance test, 

the signal is only forwarded if both are equal (or the dif-
ference is within a defined tolerance). In the case of ine-
quality, the action depends on the required level of safety 
and reliability, either an output is selected according to a 
predefined order or an exception is raised to indicate a 
failure. 

- When the number of outputs that pass the acceptance 
test is more than two, a voting technique is executed to 
generate the final result. 

Several voting techniques exist that can be used for 
voting as majority voting (most commonly used tech-
nique), consensus voting [26], and maximum likelihood 
voting [27]. The selection of these techniques depends 
on the type of data, the deviation in the outputs of the 
versions, the type of agreement [28], the output space 
cardinality size9, the functionality of the voter [29], the 
reliability of the different versions, and perhaps even 
further factors. 

Implication 
 
This section describes the implication of this pattern us-
ing a majority voting approach relative to the basic sys-
tem without any specific safety method. 
 

·Reliability: 
Let us have the following notations: 
f : the probability of failure in a version due to a bug in 

its implementation. 
E: the event that the output of a version is erroneous. 

( { } fEP = ) 
T: the event that the acceptance test reports that the 

output is wrong. 
N: the total number of different independent versions. 
n: the number of versions that pass the acceptance test. 
m: the agreement number which is equal to 

⎡ ⎤2/)1( +n  for the majority voting. 
PTP: the probability that a version will pass the accep-

tance test, given that the outcome of a version is correct. 
(True Positive case) ( }|{ ETPPTP = ). 

PFN: the probability that a version will fail the accep-
tance test, given that the outcome of a version is correct. 
(False Negative case) ( TPFN PETPP −== 1}|{ ). 

PTN: the probability that a version will fail the accep-
tance test, given that the outcome of a version is wrong. 
(True Negative case) ( }|{ ETPPTN = ). 

PFP: the probability that a version will pass the accep-
tance test, given that the outcome of a version is wrong. 
(False Positive case) ( TNFP PETPP −== 1}|{ ). 

Rold: the reliability of system software with single ver-
sion (Rold = R). 

Rnew: the reliability of system software with acceptance 
voting pattern. 

 
Assumptions: 
- The voter is carefully designed and can be consid-

ered as fault free. 
- The majority voting technique is used in the voter 

software component. 
- The failures in the different versions are statically 

independent10 and the different versions have the same 
probability of failure (f) and the same reliability (Ri = R). 
At any given time, if the number of versions’ outputs that 
pass the acceptance test and participate the voting is n, 
then these outputs can be grouped into two parts: 
- Correct Outputs (True Positive outputs that pass AT) 

with probability=R*PTP. 
- Incorrect Outputs( False Positive outputs that contain 

undetected faults) with probability = =−⋅− )1()1( TNPR  

FPPR ⋅− )1( . 
The probability that an output passes the test is equal 

to: 

FPTP PRRPTP )1(}{ −+=              (5) 

8Note: A voter is considered as dynamic if it accepts varying numbers of 
input signals. 
9Note: The cardinality size of an output space is the number of possible
different values for an output. 
10Note: While the assumption of failure independence is not realistic for
practical software implementations, this assumption eases the calcula-
tion presented. The simplified calculation presented here already allows
certain reliability evaluations. Moreover, a dependency term could be
included into the calculations if an explicit consideration of dependen-
cies between the software versions should be considered. Further as-
pects of software diversity can be found in the implementation section
of this pattern description. 
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The probability that an output does not pass the test is 
equal to: 

TNFN PRRPTp )1(}{ −+=               (6) 

The Probability that the voter gives a correct output, 
given that n outputs passed the test, is equal to 

( ) ( )[ ] in
FP

i
TP

n

mi
PRRP

i
n −

=
−⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
=∑ 1             (7) 

The probability that n outputs from the total number of 
outputs pass the acceptance test and give a correct result 
in the majority voting is: 
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The number of versions n that pass the acceptance to 
produce a correct result can be 1, 2…N. Therefore, the 
new reliability after using this pattern (Rnew) is equal to: 
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  (9) 
Finally, the percentage improvement in software reliability 

relative to the maximum possible improvement is equal to: 

%100
1

%100
1

×
−
−

=×
−
−

=
R

RR
R

RR new

old

oldnew      (10) 

As shown in Equation (9) and (10), the reliability im-
provement in this pattern depends on the reliability and 
number of versions N, and on the performance and the 
effectiveness of the acceptance test used. The acceptance 
test should be carefully designed, reasonably simple, 
highly reliable, and with a high error detection coverage 
in order to mask the faulty outputs from participating in 
the voting step. 
·Safety: 
The presented pattern includes the concepts of diverse 

programming and fault detection with acceptance test and 
voting. According to the software requirements in the 
standard IEC 61508-3 [3], the recommendations for these 
techniques are shown in Table 2. 

According to the last table, we think that this pattern is 
suitable and highly recommended only for very high 
critical applications with high safety integrity levels 
(SIL4 and SIL3), recommended for lower level (SIL2) 
and with no recommendation for SIL1. 
 

Table 2. Recommendations for safety integrity levels 

Techniques SIL1 SIL2 SIL3 SIL4

Diverse programming R R R HR 
Fault detection and diag-
nosis (Voting) - R HR HR 

Fault detection and diag-
nosis (Acceptance Test) - R HR HR 

·Cost: 
In comparison to the basic system, this pattern is re-

sulting in high additional costs. These costs can be di-
vided into two parts. 
- Recurring cost: includes the cost for the N different 

hardware units that are used for the parallel execution of 
the N-version software. So, the recurring cost will be N 
times (N*100%) comparing to the recurring cost for the 
basic system that includes a single version. In this pattern, 
the voter and the acceptance test are implemented in 
software. Therefore, this pattern includes additional re-
curring cost for the used memory. 
- Development cost: The development of N diverse 

software versions will cost more than the development of 
single version software. An estimation of the develop-
ment cost of N-version software has to consider the fol-
lowing aspects: 

◆ The N versions have the same specification, and only 
one set of specification has to be developed [30]. 

◆ The cost for developing N versions prior to the veri-
fication and the validation phase is N times the cost for 
developing a single version [31]. 

◆ The management of an N-version project imposes 
overhead not found in traditional software development 
[30]. 

◆ The different versions can be used to validate each 
other [30]. While this approach could be used to decrease 
the cost for using verification and validation tools, it is 
not recommended as all versions implemented might 
contain a similar or even the same fault. 

Exact information about the additional costs of creat-
ing N version instead of a single version is limited. The 
estimated practical cost of development of multiversion 
system showed that the costs increase sub-linearly with 
the number of components [32]. Moreover, it is stated in 
[33] that each additional version costs about 75-80% of a 
single version. 

In addition to the previous costs, this pattern includes 
extra cost for developing and verifying an effective ac-
ceptance test. 
·Modifiability: 
The following possible modifications have to be con-

sidered: 
1) Modification of a single version: It is possible to 

modify a single version either to remove a newly discov-
ered fault or to improve a poorly programmed function 
[34]. In this case, the initial specification remains without 
any modification and the modification of this version is 
similar to the modification of single version software 
following a standard fault removal procedure. 

2) Modification of all member versions: The reason for 
modification of all N versions is either to add a new 
functionality or to improve the overall performance of the 
N-version software [34]. In this case, the initial specifica-
tion has to be modified and all N versions must be modi-
fied and tested independently by independent teams. In 
general, the modification of N-version software is re-
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markably more difficult than the modification of single 
version software. 

3) Modification of the acceptance test (AT): The ac-
ceptance test can be considered as an independent soft-
ware module that is checking the output of each of the N 
versions. Thus, this acceptance test can be easily modi-
fied without any influence on the different versions. 

4) Modification of the voter: The separation of the 
voting module from the N versions and the acceptance 
test allows easy modification or changes of the voting 
technique. 
·Impact on Execution Time: 
The diverse software versions in this pattern are exe-

cuted in parallel, ideally on N independent hardware de-
vices. As the execution times of these software versions 
might differ as they are implemented differently, the 
voter has to wait for the outputs of all software versions 
to be checked by the acceptance test before applying the 
voting algorithm. Thus, the total time of execution is de-
termined by the slowest version in addition to the typi-
cally relatively small time to execute the acceptance test 
and the voting algorithm. In general, if we can neglect the 
execution time of the acceptance test and the voter, then 
the execution time of this pattern is slightly equal to sin-
gle version software. 

It is also possible to execute the independent versions 
followed by the acceptance test and voting algorithm 
sequentially on a single hardware. However, the time of 
execution will increase by N times of a single version. 
This disadvantage11 makes the sequential execution less 
attractive, especially for time critical applications. 
 
Implementation 
The acceptance voting pattern is a hybrid pattern that 
combines the idea of N-version programming and fault 
detection using an acceptance test. Therefore, the success 
of this pattern depends on three factors: 

1) The quality of the acceptance test is an important 
factor. Thus, the acceptance test should be carefully de-
signed to detect most of the possible software faults. 

2) The N diverse software versions and especially the 
level of diversity between these versions to avoid com-
mon failures between different versions. In order to in-
crease the level of diversity and the independence of the 
designed versions, the following have been recommended 
in [30]: 
·The use of a complete, correct, and carefully docu-

mented specification to prevent an error in the specifica-
tion from propagating to the different versions. 
·The use of independent and isolated teams of pro-

grammers with diversity in their training and experience. 
·The use of diverse algorithms and diverse imple-

mentation techniques. 

·The use of diverse programming languages. 
·The use of diverse compilers, development tools, and 

test methods. 
With respect to N-version programming, it has to be 

noted that experiments have shown that developers which 
implement the same function independently tend to make 
the same faults. For this reason, the assumption of statis-
tically independent failure behavior of the software ver-
sions does not hold [35,36]. Approaches modeling this 
dependency structure (e.g. [37]) and corresponding em-
pirical studies [38,39] are known which allow certain 
(model-based) predictions of failure probabilities in sys-
tems built on N-version programming. The measures 
presented above in this section try to decrease the de-
pendencies between the different software versions. The 
assumption is that different development methodologies 
lead to diversity in decision and thus diversity in the be-
havior of the resulting software. However, even with this 
increased effort, the absence of undesired dependencies 
between the diverse software versions cannot be guaran-
teed [36,40,41]. For this reason, it is recommended to 
apply N-version programming in combination with fur-
ther software fault tolerance measures as the acceptance 
tests applied in this pattern. 

3) The use of a suitable voting technique to implement 
the voting component such as: 
·Majority Voting: It is the simplest and most common 

used method that is used to find the output, where at least 
⎡ ⎤2/)1( +n  variant results agree. 
·Plurality Voting (PV): It is a simple voter, that im-

plements m-out-of-n voting, where m is less than a strict 
majority. 
·Consensus Voting (CV) [26]: This voting method is 

used for multiversion software with a small output space. 
In this method, the result of the largest agreement number 
is chosen as correct output. 
·Maximum Likelihood Voting (MLV) [27]: In this 

method, the voter uses the reliability of each software 
version to make a more accurate estimation of the most 
likely correct result. 
·Adaptive Voting [42]: This technique introduces an 

individual weighting factor to each version which is later 
included in the voting procedure. These weighting factors 
are dynamically changeable to model and manage differ-
ent quality levels of versions. 
 
Consequences and Side Effects 
Similar to the original N-version programming approach, 
the drawbacks of the Acceptance Voting Pattern are seen 
in the effort of developing N diverse software versions in 
addition to the high dependency on the initial specifica-
tion which may propagate faults to all versions. With 
respect to safety, the problem of dependent faults in all N 
software versions is less critical in this pattern than in the 
original N-version programming approach, as the accep-
tance test included represents an additional measure to 
detect these faults. 

11Note: Another disadvantage is that the execution on a single hardware
can tolerate only few hardware faults (certain transient faults) while the 
approach on N different hardware devices can tolerate most transient 
and permanent hardware faults. However, even in this case faults have
to be considered that could affect all N versions simultaneously. 
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Related Patterns 
In comparison to the basic system, the Acceptance Vot-
ing Pattern allows improvements in the reliability and the 
safety of a software based system. As it is executed on 
different hardware devices, it is possible to combine this 
pattern with the Heterogeneous Design Pattern for the 
design of these diverse hardware units to deal with sys-
tematic hardware faults. This combination will improve 
the reliability and safety of the hardware as well as the 
software. 

6. Conclusions 
The design of safety-critical embedded applications re-
quires an integration of the commonly used software and 
hardware design methods. Therefore, the use of design 
pattern is very promising in this application domain, if 
the specific properties of embedded systems are consid-
ered in the pattern representation. In this paper, we pro-
posed an extended pattern representation for the design of 
safety-critical embedded applications. This representation 
focuses on the implications and side effects of the repre-
sented design method on the non-functional requirements 
of the safety-critical embedded system including safety, 
reliability, modifiability, cost and execution time. Two 
example patterns have been used to show the effective-
ness of the proposed pattern representation. We expect 
that this extended representation will guide the selection 
of a suitable design as it allows evaluating alternative 
patterns with respect to their implications. 

7. Future Work 
For a successful application of the proposed represen- 
tation of design patterns for safety-critical embedded 
systems, an integration of a higher number of design pat-
terns is desirable. For this reason, we currently construct 
a pattern catalogue based on the proposed representation 
by collecting and classifying commonly used hardware 
and software design methods. Moreover, it is intended to 
construct the catalogue such that an automatic recom-
mendation of suitable design methods for a given appli-
cation can be achieved in the future. 
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ABSTRACT 
In service-oriented computing, process model may serve as a link to connect users’ requirements with Web Services. In 
this paper, we propose an approach and related key techniques to generate process-oriented requirements specification 
from user’s goal. For this purpose, a requirements description language named SORL will be provided to capture us-
ers’ requirements. Then, a unified requirements meta-modeling frame RPGS will be used to construct reusable domain 
assets, which is the basis of generating requirements specifications. Finally, a set of rules are defined to extract process 
control structures from users’ requirements described with SORL, so that we can convert requirements description into 
process-oriented requirements specification smoothly. 

Keywords: Requirements Specification, Process Modeling, Process Control Stucture, Networked Software 

1. Introduction 

Service-oriented computing (SOC) [1] paradigm is 
deemed as an active topic in recent years, because it pro-
vides a loosely coupled, highly interoperability and high 
levels of reuse application architecture. As a typical kind 
of SOC applications, networked software (NS) [2,3] is 
born as a software system whose structure and behavior 
can evolve dynamically. Following the idea of user-cen-
tric development, NS can satisfy users’ demands dy-
namically by composing web services distributed among 
the network hosts. 

When customizing personalized requirements of NS, 
one of the key problems is to elicit users’ requirements 
precisely. In the network environment, it is difficult for 
users to describe their requirements correctly and com-
pletely. What’s more, users’ requirements are always with 
preference and rapid change. Traditional requirements 
elicitation methods collect initial requirements by memo 
of interview transcripts, which is hard to capture rapid 
changes of requirements in the network environment. 
Moreover, Users usually describe requirements with im-
precise natural languages, and it’s difficult for them to 
grasp formal or logical requirements description lan-
guages. Accordingly, a requirements description language 
called Service-Oriented Requirements Language (SORL) 
[4] was proposed in our previous works. It defined set of 
natural language patterns to describe requirements and 
supported online requirements elicitation. 

In order to develop software rapidly, many previous 
researches emphasize on using domain acknowledge to 
support requirement assets reuse. In order to analyze and 
satisfy users’ requirements in networked environment, we 
proposed a domain requirements metamodelling frame-

work called RGPS (Goal-Role-Process-Service) [5]. It is 
tended to model common requirements assets in a do-
main, including domain ontology and four types of do-
main models. Domain ontology consists of entity ontol-
ogy and operation ontology, which represents noun terms 
and verb terms respectively. Domain models can resides 
in role layer, goal layer, process layer and service layer. 
Role layer describes organizations, roles, participants and 
the relationships between them. Goal layer addresses 
users’ requirements based on SORL and provides a goal 
based hierarchy for requirements refinement. Process 
layer and service layer present the processes and web 
services that can fulfill users’ requirements. 

Based on RGPS framework, users’ requirements in 
SORL can be translated into customized goal model and 
process chain step by step. Finally, these models ex-
pressed with OWL can be saved as the corresponding 
Web service-based requirements specifications. During 
the process of translating, process model plays a very 
important role. Because process can not only give a de-
tailed perspective on how a service operates, but serve as 
a bridge between users’ requirements and service compo-
sition. According to the refining process in RPGS, goals 
can be refined as operational goals, which can be mapped 
to some certain processes. Compared with goal model, 
process model contains control structures. In order to 
generate complete process chain from initial require-
ments, a control structure extraction method is expected. 
In this paper, an approach to generate process-oriented 
requirements specification is proposed to extract control 
structure from language patterns and business rules. This 
approach can be used to generate a process-based re-
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quirements specification from users’ requirements and 
support web services composition in NS. 

The rest of this paper is organized as follows: Section 
2 introduces the theoretical foundation of our approach. 
Section 3 gives the overview of the requirements specifi-
cation generation approach. Section 4 states the process 
control structure extraction method with a case study. 
Section 5 discusses related works, followed by the con-
clusions and future work in Section 6. 

2. Theoretical Foundation 
2.1 SORL: A Requirements Description Language 

Natural language pattern is the key to information extrac-
tion. Based on natural language patterns, SORL is de-
signed for online requirements elicitation. Figure 1 illus-
trates the requirements description metamodel in SORL. 
There are four layers in the syntactic structure of SORL, 
which are sentence, pattern, phrase and word. More spe-
cifically, Word includes concepts in the domain ontology 
and key words defined in sentence and pattern (e.g. 
preposition and adverb). 

There are 10 types of patterns in SORL, covering the 
description of functional goals, qualitative nonfunctional 
goals, quantitative non-functional goals, and precondition 
and post condition of a goal, etc. 

The SORL sentence, which can be simple sentence or 
compound sentence, is composed of patterns. Simple 
sentence can be used to describe an activity, a constraint, 
or a state. Compound sentence is composed of natural 
language pattern, which can be Loop Sentence, Choose 
Sentence and Trigger Sentence. In this paper, we will pay 
more attention to compound sentences. More details of 
SORL are provided in [6]. 

2.2 RGPS: A Domain Metamodeling Frame 
In order to develop software rapidly, reuse of both code 
and components should be taken into account. Common 

requirements resources are also important asserts in 
software development, which should be given to recovery 
and reuse. Many researches recognized the potential 
benefit of requirements reuse [7,8], and provided corre-
sponding methods. In [9], for example, ontology was 
used to represent common requirements in certain do-
mains. In order to sort and reuse requirements assets in 
the networked environment, a unified requirements 
meta-modeling frame named RPGS is proposed. The 
frame is consisted of domain ontology and domain model. 
Domain ontology includes entities and operations, which 
can be imported by domain models. There are four 
meta-models in RGPS: 

Role metamodel describes the user roles of networked 
softwares, the actors who play roles, the contexts where 
actors are, intercourse between different roles, and the 
business rules to be complied with. 

Goal metamodel describes the requirements goals of 
users, including functional, non-functional goal, and se-
mantic relationships between them (e.g. depend, conflict, 
etc.). The goals can be refined to operational goal further, 
which can be realized by business processes. The process 
of goal refinement will not halt until all the goal leaves 
are operational goals. 

Process metamodel defines information of business 
processes, including functional description such as IOPE 
(input, output, precondition and effect), and non-func-
tional description such as Qos expectation and individu-
alized business context expectation. A process can realize 
at least one functional goal and promote realization of 
non-functional goals. A process can be either an atomic 
process or a composite process, and a composite process 
has its own control structures. 

Service metamodel provides the solution based on ser-
vice resources, with functional and non-functional attrib-
utes. A service-based solution can be used to realize the 
specified business process. 

 
Figure 1. Requirements description metamodel 
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Figure 2. Overview of the NS requirements specification generation process 

 
The domain model is provided by domain experts un-

der the guidance of these four metamodels. Some domain 
requirements assets are stored as domain knowledge in 
each layer of RGPS, which corresponds to the respective 
requirements of different users group. Requirements of 
the user are elicited, analyzed, and finally matched to the 
common domain requirements specifications described 
with Web services. 

3. Overview of the Approach 
Figure 2 illustrates the overview of the requirements 
specification generation process. The three shadowed 
parts are key steps to convert requirements into NS re-
quirements specifications. 
·The first step is to parse users’ requirements described 

in SORL to initial customized goal models by a finite 
automaton. SORL and domain ontology share a com-
mon vocabulary to ensure that the requirements can be 
parsed to goal model in a consistent manner. All the 

functional goals and non-functional goals are matched 
against domain goal model. All the unmatched goals will 
be marked, and stored into the specification repository 
for further analysis by domain engineers to check 
whether common requirements assets are enough. 

·Secondly, each goal in the first step will be linked to a 
role. The goals can be decomposed into more concrete 
sub-goals according to the hierarchical structure in 
domain goal model. While the sub-goals are all opera-
tional goals, the refinement process is ended. The goal 
refinement process is shown in Figure 3. An opera-
tional goal means a goal which can be matched to a 
simple process or a composite process consistently. In 
this step, the goals depended by existing goals from 
users’ requirements will also be added to improve us-
ers’ demands. For example, if user needs the goal 
“book airline ticket by credit card”. To achieve this 
goal, the goal “validate credit card” must be carried out 
previously. 

 
Figure 3. Goal refinement process 
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Figure 4. Process metamodel in RPGS 

 
·In the third step, a set of processes are gained based 

on the refined goal model composing operational 
goals. Since process model has its own control 
structure (e.g. sequence, choice, join, etc), a set of 
extraction rules is needed to extract control struc-
tures from above two steps and composite these 
processes into process chains. With the control 
structures, the discontinuous processes can be inte-
grated as process chains and saved as requirements 
specification finally. 
In this section, the overview of our approach is illus-

trated, in next section, the process control structure ex-
traction rules will be discussed in detail. 

4. Extraction Rules for Process Control 
Structure 

This section discusses some rules of extracting process 
control structures. Figure 4 illustrates the process meta-
model in RPGS frame. The shadowed parts are primitive 
control structures defined in RPGS, i.e. Sequence, Loop, 
Choice, Join, and Split. In order to obtain control struc-
tures in process chains, each control structure should be 
mapped in metamodel layer. 

In our approach, process control structures are gener-
ated from two sources: one is sentences based on SORL. 
The other is Depend relationships between related goals 
of the specific process. 

4.1 Extraction Rules Based on SORL Sentence 
As Section 2 describes, two kinds of compound sentence 
in SORL can be used for process control structure extrac-
tion, i.e. Loop sentence and Choose sentence. 
Loop Sentence 
The loop control structure can be extracted from loop 
sentence. Loop sentence describes system cyclic behavior 
under a certain condition. As Figure 5 shows, loop sen-
tence is represented as “loop <function requirement pat-
tern> until <condition pattern>”. To extract loop control 
construct from the corresponding loop sentences, we de-
fine extraction rules as follows: 

Def.1 In a Loop sentence, FP is the Function Require-
ment Pattern and CP is the Condition Pattern. So the 
Loop sentence “loop FP until CP is true” denoted as 
LoopSentence (FP, CP). 
Def.2 In a process chain, P is a process and C is a condi-
tion. “Loop a Process P until condition C is true” will be 
denoted as LoopControlStructure (P, C). 
Def.3 If FP is a Function Pattern, the process related to 
the corresponding goal of this Function Pattern is denoted 
by P. If CP is a Condition Pattern, the related Condition 
in process chain is denoted by C. 
Extraction Rule.1: 
LoopSentence (FP,CP)⇒ LoopControlStructure (P,C) 

 

 

Figure 5. Loop sentence 
 

 
Figure 6. Choose sentence 
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Choose Sentence 
The extraction of Choice control structure is similar to 
the one of Loop control structure. In SORL, choose sen-
tence describes a selection of different system behaviors. 
Choose sentence is represented as “if <Condition Pat-
tern>, then <Function Pattern>, else <Function Pattern>”, 
as Figure 6 depicts. The extraction rules of choice control 
structure are the followings: 
Def.4 FPA and FPB are two alternative Function Re-
quirement Patterns in a Choose Sentence, and CP is the 
Condition Pattern. The Choose sentence “if CP, then FPA, 
else FPB” is denoted by ChooseSentence (CP, FPA, FPB). 
When FP is a Function Requirement Pattern in a Choose 
Sentence, the Choose sentence “if CP, then FP” is de-
noted by ChooseSentence (CP, FP). 
Def.5 C is a condition in process chain, and PA and PB are 
two processes. The Choice control structure in process 
chain is denoted by ChoiceControlSturcture (C,PA,PB), 
which means “if C is true, then execute PA; if not, exe-
cute PB”. When P is a process, if C is true, then executes 
P, else skip P, this is denoted by ChoiceControlSturcture 
(C,P) 
Extraction Rule.2: 
ChooseSentence (CP, FPA, FPB)⇒ ChoiceControlStruc-
ture (C, PA, PB) 
ChooseSentence (CP,FP)⇒ ChoiceControlStructure(C,P) 

4.2 Extraction Rules based on Goal Model 
In RGPS, Goal metamodel defines Depend relationships 
between goals. A Depend relationship can be either an 
Object Depend or a Conditional Depend. Object Depend 
used to indicate the Input/Output relationship between 
two goals, which is related to dataflow in system. Condi-
tional Depend describes the Precondition/Postcondition 
between two goals, which is related to business rules. 
Object Depend 
In Object Depend relationship, realization of a goal de-
pends on output data of the other goals. We assume that 
such dataflow in real time systems would never get fail-
ure. Correspondingly, the realization of related process 
also depends on the others. Therefore, we can extract 
process control structure from Object Depend relation-
ship this section defines three extraction rules for Se-
quence, Split and Join control structure respectively. 
Def.6 GA and GB are two goals in refined goal model. If 
GA Object Depend on GB, the relationship is denoted by 
ObjectDepend (GA, GB). GAi (i=1, 2,…,n) and GB are goals in 
refined goal model, GAi (i=1, 2,…,n)  Object Depend on GB, it 
is denoted by ),(

...2,1 BAini
GGndobjectDepeAnd

=
. GA and 

GBi(i=1,2,…,n) are goals in refined goal model, GA Object 
Depend on GBi(i=1, 2,…,n), it is denoted by 

),(
...2,1 AiBni

GGndobjectDepeAnd
=

. 

Def.7 PA and PB are two processes in process chain. If 
there is a sequence control structure between PA and PB 
and PA executes after PB, denoted by Sequence (PA, PB). 
Extraction Rule.3: 

),(),( ABBA PPSequenceGGndObjectDepe ⇒  

Def.8 PAi(i=1, 2… n) and PB are Process in process chain, if 
PAi(i=1, 2… n) is split from PB, the control structure is de-
noted by Split (PB, PAi). 
Extraction Rule.4: 

),(),(
...2,1...2,1 AiBniBAini

PPSplitAndGGndObjectDepeAnd
==

⇒  

Def.9 PAi(i=1, 2… n) and PB are Process in process chain, if 
PAi(i=1, 2… n) is join to PB, the control structure is denoted 
by Join (PAi, PB). 
Extraction Rule.5: 

),(),(
...2,1...2,1 BAiniAiBni

PPJoinAndGGndObjectDepeAnd
==

⇒  

Conditional Depend 
Conditional Depend describes the business rules between 
goals. “Goal A is Conditional Depend on Goal B” means 
“if Goal B cannot be achieved, then Goal A cannot be 
achieved; if not, it should be skipped”. For example, a 
traveler want to travel to Wuhan, he want to “book an 
airline ticket to Wuhan”, and to “book a standard room in 
Wuhan”. If the first goal can’t be achieved, which means 
he can’t arrive in Wuhan in time, the second goal will be 
canceled. From this point of view, we defined the fol-
lowing rules: 
Def. 10 GA and GB are two goals in refined goal model, If 
GA Conditional Depend GB, denoted by ConditionalDe-
pend (GA, GB). 
Def. 11 PA is a process, if PA is successful execution, the 
condition CA in AP ’s Effect would be True, else be False. 
Extraction rule.6 

),(
),(

AB

BA

PC
rerolStructuChoiceContGGlDependConditiona ⇒  

4.3 Case Study 
In this section, a case in travel and transportation domain 
will be demonstrated. Firstly, we constructed the domain 
ontology and domain model in [5]. And the following 
ones are requirements examples. 

A customer is planning a trip to Wuhan. His SORL- 
ased requirements are as followings:“Query travel ex-
pense in Wuhan”, “Book an airline ticket to Wuhan by 
credit card”, “if the price is no more than 500 RMB, then, 
book a room, the standard of the hotel is no less than 
4-Star, else, book a standard room, the standard of the 
hotel is equal to 3-Star.” 

Figure 7 Refined goal model of the case. 
·Based on extraction rule 2, we can find that there is a 
choice control structure in the corresponding processes 
of “book room”. 
·Based on extraction rule 3, the related process of 
“Validate Credit Card” must be executed before the re-
lated process of “Book Airline Ticket by Credit Card”. 
·Based on extraction rule 6, if “book airline ticket” 
cannot be achieved, “book room” should be skipped. 
The generated process chain is shown in Figure 8.       
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Figure 7. An example of refined goal model 

 

 
Figure 8. An example of process chain 

 
A trial system based on this approach is build up pre-

liminarily. With the graphical process tool, users can see 
their requirements directly, so that users can understand the 
work flow intuitively and modify the work flow with ease. 

5. Related Works 
Process-oriented technology has many potential advan-
tages in software development, and many SOC tech-
nologies have adopted process in their methods to im-
prove the service composition. For example, OWL-S 
[10] models services as processes to give services a 
more detailed perspective. In WS-BPEL [11], processes 
use Web Service interfaces to export and import func-
tionality. 

In [12], W. M. P. van der Aalst proposes an algorithm 
based on petri net to extract process model from “work-
flow log”, which contains information about the work-
flow processes in real-time systems. Moreover, many 
systems (e.g. ERP, CRM) provide a set of pre-defined 
process models. In our work, we use RGPS to manage 
not only process model but also related goal, role and 
service model. A solution for process model generation 
from user’s requirements is given. 

In [13] and [14], authors established relationships be-
tween process model and high-level requirements models 
(e.g. KAOS and i*), presented methods to generate, vali-
date and improve process model. In [15], authors present 
a framework and associated techniques to synthesis ser-
vice composition from temporal business rules through 
process models. Compared with these approaches, our 
approach is more suitable for end-users and caters for the 
“user-centric” trend. 

6. Conclusions and Future Work 
In this paper, we proposed an approach to generation of 
process-oriented requirements specifications. It estab-
lishes mappings from SORL metamodel and Goal meta-
model in RGPS to the control structures defined in Proc-
ess metamodel. So it can be used to generate an NS re-
quirements specification including goal models and 
process chains through these control structures. 

In the future, the control structure extraction rules will 
be improved, the influences from goal refinement types 
(e.g. mandatory, optional) to the control structure will be 
supplemented. Moreover, the corresponding validation 
and verification methods will be provided later, followed 
by the relevant tools and platforms. 
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ABSTRACT 

Secret data hiding in binary images is more difficult than other formats since binary images require only one bit repre-
sentation to indicate black and white. This study proposes a new method for data hiding in binary images using opti-
mized bit position to replace a secret bit. This method manipulates blocks, which are sub-divided. The parity bit for a 
specified block decides whether to change or not, to embed a secret bit. By finding the best position to insert a secret bit 
for each divided block, the image quality of the resulting stego-image can be improved, while maintaining low compu-
tational complexity. The experimental results show that the proposed method has an improvement with respect to a pre-
vious work. 

Keywords: Data Hiding, Quality Control, Binary Images 

1. Introduction 

Data hiding involves concealing information in a host 
signal, such as text, image, audio, or video. Binary im-
ages are two-color images, with a 0 or 1 value for each 
pixel, in which each pixel requires only one bit represen-
tation, to indicate black and white. The difficulty lies in 
the fact that changing pixel values in a binary image can 
cause irregularities that are visually very noticeable. 
Hiding data in binary images is therefore more challeng-
ing than hiding it in other formats [1]. 

There are two primary methods of data hiding in these 
images: sub-block modification and single pixel manipulation. 
The first modifies the sub-block, which is divided into a 
group of pixels. Matsui and Tanaka embedded secret data 
in ‘dithered’ images by manipulating the dithering patterns; 
they also embedded in fax images, by manipulating the 
run lengths [2]. Low et al. changed line spacing and 
character spacing to embed secret data in textual images, 
for bulk electronic publications [3,4]. These methods are 
used for some special types of binary images. The second 
approach modifies single pixel from black to white or 
vice versa: some special single pixels in the image are 
changed to embed the secret data. Koch and Zhao pro-
posed a data hiding method by forcing the ratio of black 
and white pixels in a block to be larger or smaller than 
one [5]. However, there is a difficulty with this. Only a 
limited number of bits can be embedded, since the en-
forcing method has trouble dealing with blocks that have 
a significantly low or high percentage of black pixels. 
Wu et al. embedded bits in image blocks, selected by 
calculating a characteristic value and finding a pattern [6]. 

Lie et al. partitioned the binary image into blocks of 2x2 
pixels and embedded a bit 0 or 1 in the block. This 
method can hide one bit per block by modifying 0.5 pix-
els on average [7]. Wu and Liu manipulated flappable 
pixels to enforce a specific block-based relationship in 
order to embed a significant amount of data without 
causing noticeable visual effects [8]. Venkatesan et al. 
proposed using the parity of blocks. The cover image is 
partitioned into small blocks, in which one bit informa-
tion is stored. Unfortunately, if all of the pixel values 
belong to 0 or 1, a secret bit cannot be hidden [9]. 

This paper proposes a new data hiding method for bi-
nary images, using optimized bit position and parity bit 
check with adopted block parity. This method manipulates 
sub-divided blocks. The parity bit for a specified block 
decides whether to change or not, to embed a secret bit. 
By finding the best position to insert a secret bit for each 
divided block, the image quality of the stego-image can 
be maintained with relatively low computational complexity. 

This paper is organized as follows. In Section 2, data 
hiding scheme using block parity proposed by Venkate-
san et al. is reviewed. In Section 3, our proposed data 
hiding method is described in more detail. In Section 4, 
our experimental results are presented and discussed. Our 
conclusions are presented in Section 5. 

2. Related Work 

Venkatesan et al. proposed data hiding method for binary 
images to maintain the quality of cover image. To change 
a bit close to the position which has the same value, 
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neighbor matrix was adopted. For 3x3 sub-block Bm, the 
resulted sub-block B′′m is more difficult to be detected 
than B′m. To find the location, Venkatesan et al. defined a 
neighbor matrix. 

   
Figure 1. Sub-block matrix of cover image 

 
But there is a room to improve the capacity with less dis-
tortion to the human visual system. This paper proposes a 
new data hiding method for binary images using opti-
mized bit position and parity bit check. 

3. Proposed Method 

In this section, we consider the position of data embed-
ding, and how the secret data is embedded and extracted. 
The binary image is made up of black and white. There is 
only one bit representation for each pixel, say 0 or 1. 

Let C be the cover image of WxH pixels and S be the 
n-bit secret data. For p(i,j) pixel value belonging to C 
image, a new pixel value is defined as p′ (i,j). 

3.1 Embedding Scheme 

The following steps are executed to embed secret data. 
Step 1: For a given cover image, calculate the matrix 
which stores the position of the isolated pixel. Given a 
specified pixel value p(i,j), the value of the neighboring 
four pixels for the row and column direction is compared, 
and the difference value is calculated for each 0 or 1. 
Next, the difference of the neighboring eight pixels which 
are surrounding the specified pixel is compared and cal-
culated. These are defined as NB4(i,j) and NB8(i,j) sepa-
rately, where Γ(·) is an indicator function which is taking 
value from {0,1}. 

(1) 
For example, when a cover image is given as Figure 

2, the difference of the neighboring pixels for p(2,1) are 
calculated as NB4(2,1) = 2 and NB8(2,1) = 4 respec-
tively. 

Step 2: The cover image is partitioned into MxN-size 
blocks. For a specified sub-block Bm, calculate the sum of 
the block which is given by 

               
(2)

 
Step 3: If S(Bm) is not equal to 0 or MxN, embed 1-bit 

of secret data into Bm to the following three cases: 
 Case 1: If S(Bm) mod 2 is equal to 0 and the embed-

ding bit is 1, then change the isolated pixel p(i,j) where 
NB4(i,j) value is larger than any other pixel for p(i,j) = 0 
pixel. When there exists another pixel which the value of 

 

Figure 2. Difference of the neighboring pixels 
 

the neighboring four pixels is equal, select a pixel that 
NB8(i,j) value is larger. 

Case 2: If S(Bm) mod 2 is equal to 1 and the embed-
ding bit is 0, then change the isolated pixel p(i,j) where 
NB4(i,j) value is larger than any other pixel for p(i,j) = 1 
pixel. When there exists another pixel, for which the 
value of the neighboring four pixels is equal, select a 
pixel that NB8(i,j) value is larger than. 

Case 3: If it does not belong to Case 1 and Case 2, any 
other pixel values for the block remain unchanged. 

Step 4: For the embedded block B′m which is a new 
block for Bm after embedding, calculate the sum of the 
block. When the value belongs to 0 or MxN, discard this 
block for embedding a secret bit. 

For example, NB4(i,j) and NB8(i,j) values are calcu-
lated for the 4x4 sub-block shown in Figure 3. As a result, 
NB4(0,3) = 3 and NB8(i,j) = 7 are largest value for a sub- 
block, so pixel p(0,3) is selected to embed a secret bit. 

3.2 Extracting Scheme 

The following steps are executed to recover the secret data. 
It can be directly extracted from the stego-image only. 

Step 1: For a given stego-image, partition into 
MxN-size blocks. For each block B′m, calculate the sum 
of the block which is given by 

S(B′m) = ∑ ∑ p′(k, l)
k=0  l=0

M-1 N-1

               
(3)

 
Step 2: If S(B′m) is not equal to 0 or MxN, extract 1-bit 

from B′m to the following two cases: 
Case 1: If S(B′m) mod 2 is equal to 0, the extracted bit 

is 0. 
Case 2: If S(B′m) mod 2 is equal to 1, the extracted bit 

is 1. 
Step 3: For all the embedded block B′m, stack an ex-

tracted bit. 
 

41(3,3)

32(2,3)

63(1,2)

42(1,1)

73(0,3)

42(0,2)

30(0,1)

21(0,0)

41(3,3)

32(2,3)

63(1,2)

42(1,1)

73(0,3)

42(0,2)

30(0,1)

21(0,0)

 

Figure 3. Example of data embedding process 
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Figure 4. Example of data extracting process 

 
For a sub-block B′m, the sum of block S(B′m) is equal to 

9 and finally the value of S(B′m) mod 2 = 9 mod 2 = 1. So 
the embedded bit is 1. 

4. Experimental Results 

In our experiments, four 512x512 binary images shown 
in Figure 5 were used as cover images. The secret data 
was generated by pseudo-random numbers. This study 
adopts the peak signal-to-noise ratio (PSNR) as extending 
1-bit binary value to 8-bit, and calculates capacity for the 
amount of embedded data. Our experiments used an ex-
tended eight-bit value, in which white value is extended 
to 0xFF and black to 0x00. 

Figure 6 shows the stego-images and embedded blocks 
for the Baboon image, where these compare with for 
various MxN block sizes. As the results, there are not any 
visual artifacts present. 

We found that these distortions do happen, to the edge 
areas of the image. This means that such distortions will 
be less noticeable, because changes to edge areas of bi-
nary image are generally less conspicuous to human eyes. 
 

    
(a) Baboon                        (b) Airplane 

 

    
(c) Lena                            (d) Boat 

 
Figure 5. Four cover images 

Figure 6(a) illustrates a Baboon image, size 512x512 
and it takes 13,415 bits embedded blocks, which are di-
vided into 2x2 sub-blocks. Figure 6(c) and 6(e) show the 
stego-images after embedding 11,960 bits and 8,301 bits 
respectively. Figure 6(b), 6(d) and 6(f) display the em-
bedded pixels for 2x2, 3x3 and 4x4 sub-block respec-
tively. 

Table 1 shows the capacity of the proposed method 
on the different sub-block sizes. The table shows that 
the proposed method can hide more secret data when a 
cover image changes its pixel value rapidly. For ex-
ample, the Baboon has a higher capacity than the other 
images, which contain many blocks so that all of the 
sub-block’s values are scattered uniformly and ran-
domly. As sub-block size is larger, the capacity is low 
and the PSNR value is high. This means that there is a 
trade-off between capacity and invisibility. Each 
sub-block can embed a secret bit, except a full black or 
white block. 

 

    
(a) 2x2 block             (b) Difference 

 

    
(c) 3x3 block                  (d) Difference 

 

    

(e) 4x4 block                   (f) Difference 
 

Figure 6. Embedding results: (a) (c) (e) stego-images; (b) (d) 
(f) difference images 
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Table 1 shows the comparison with other method. The 
proposed method can hide more secret data than other 
method although the PSNR value is similar for each image. 
In here, the PSNR value is adopted for comparison with 
other method. 

Figure 7 shows the stego-images after embedding se-
cret data for each 3x3 sub-blcok. In these experiments, 
the proposed method produces less distortion to the cover 
image, in spite of its higher capacity. For the stego- im-
ages shown in Figure 7(a), 7(b), 7(c) and 7(d), it can be 
embedded less than other two images since many 
sub-blocks in these images have a full 0 or 1 value, where 
discarded for embedding. 

Figure 8 shows the detailed image for result. The 
stego-images are shown in Figure 8(b), 8(c), 8(e) and 8(f) 
for 170x170 cover images. As shown in Figure 8, the 
proposed method has less distortion than the previous 
method. 

5. Conclusions 
We have proposed a data hiding method using optimized 
bit position and parity bit check for binary images. No 
reference to the original cover image was required when 
extracting the embedded secret data from the stego-image. 

 
Table 1. Comparison of embedding for 3x3 block size 

Venkatesan et al.’s The proposed method 
Cover 
Image Capacity 

(bits) 
PSNR 
(dB) 

Capacity 
(bits) 

PSNR 
(dB) 

Baboon 9,441 16.36 11,960 16.32 

Airplane 3,293 21.25 3,587 21.50 

Lena 3,657 20.45 4,433 20.51 

Boat 3,714 20.56 4,429 20.45 

 

     
(a) capacity=11,960bits            (b) capacity=3,587bits 

 

     
(c) capacity=4,433bits            (d) capacity=4,429bits 

Figure 7. Stego-images of the proposed method 

   

    (a) Original Lena image      (b) Venkatesan et al’s method 

 

   
   (c) Proposed method         (d) Original Airplane image 

 

   
(e) Venkatesan et al’s method         (f) Proposed method 

Figure 8. Detailed comparison for stego-images. 

This method manipulated blocks which were sub-divided 
into a small MxN-size block. The parity bit for a specified 
block decided whether to change or not, to embed a se-
cret bit. By finding the best position to insert a secret bit 
for each divided block, the image quality of the 
stego-image could be improved, while retaining a low 
computational complexity. Our experimental results have 
shown that the proposed method provided a better way to 
hide more secret data compared with other method with-
out making noticeable distortions. 
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ABSTRACT 
SOA is built upon and evolving from older concepts of distributed computing and modular programming, OWL-S plays 
a key role in describing behaviors of web services, which are the essential of the SOA software. Although OWL-S has 
given semantics to concepts by ontology technology, it gives no semantics to control-flow and data-flow. This paper 
presents a formal semantics framework for OWL-S sub-set, including its abstraction, syntax, static and dynamic seman-
tics by rewrite logic. Details of a consistent transformation from OWL-S SOS of control-flow to corresponding rules 
and equations, and dataflow semantics including “Precondition”, “Result” and “Binding” etc. are explained. This 
paper provides a possibility for formal verification and reliability evaluation of software based on SOA. 

Keywords: SOA, Web Services, OWL-S, Formal Semantics, Rewrite Logic, Consistent Transformation, Reliability 
Evaluation 

1. Introduction 
Service Oriented Architecture (SOA) adopts the Web 
services standards and technologies and is rapidly be-
coming a standard approach for enterprise information 
systems. We believe that there will be a heavy demand of 
reliability evaluation for the SOA software in the early 
development phase. 

Web services are the essential of the SOA software, 
because SOA offers one such architecture, it unifies 
business processes by structuring large applications as an 
ad hoc collection of smaller modules called “services”, 
Services-orientation aims at a loose coupling of services 
with operating systems, programming languages and oth-
er technologies which underlie applications. There are 
many higher level standards such as BPEL [1], WSCI, 
BPML, DAML-S (the predecessor of OWL-S), etc. 
OWL-S (Web Ontology Language for services) is a 
well-established language for the description of Web ser-
vices based on ontology, it has been recommended by 
Web-ontology Working Group at the World Wide Web 
Consortium [2]. 

In order to undergo more accurate reliability evaluation 
and prediction of software based on SOA in the early 
phase, we should give software architecture the descrip-
tion semantics for gaining more components information, 
according to this motivation, we plan to use OWL-S to 
describe the software architecture, and then use formal 
method to construct a well-defined mathematical model 
of the system described by OWL-S, once we have this 
formal model, we will compute the reliability of the 
software based on the formal model. Here, as a me-
ta-language of rewrite logic, Maude has been chosen as a 
language to give OWL-S formal semantics in a frame-

work in static and dynamic aspects. With this framework 
in hand, an OWL-S specification can be transformed into 
an easy-understand formal one only concerning syntax, 
and this transformation makes a critical contribution for 
the formal verification and reliability evaluation of 
OWL-S model using the Maude language. 

The rest of this paper is organized as follows. We will 
give an overview of related works in Section 2, the 
background of our method will be presented in Section 3 
by an overview of OWL-S, rewrite logic and Maude, 
section 4 presents the abstraction of the model to intro-
duce what we should abstract from the model. How to 
give OWL-S model the formal semantics using Maude 
in static and dynamic aspects will be presented respec-
tively in Section 5 and Section 6. Finally, we will give a 
conclusion in Section 7 and an acknowledgement in 
Section 8. 

2. Related Works 

Most of previous related works focus on model checking 
instead of providing a precise formal semantics for the 
specification. For example, [3] converts OWL-S Process 
Model using a C-Like code specification language and 
then uses BLAST to validate it by the test cases auto-
matically generated in the model checking process. [4] 
proposes a Petri Net-based operational semantics, which 
models the control flow of DAML-S (the former of 
OWL-S) Process Model, but lack of dataflow. Based on 
the work of [4,5] extends it to translate OWL-S Process 
Model using Promela, a SPIN specification language, and 
uses SPIN to do model checking. [6] presents a formal 
denotational model of OWL-S using the Object-Z(OZ) 
specification language, but it focuses on the formal model 

#Supported by the 11th Defense Five-Year plan Foundation, and Avia-
tion Fund of China 
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for the syntax and static semantics of OWL-S, and does 
not discuss the dynamic semantics. 

These researches give good examples of formal speci-
fication of OWL-S and applications, but there are some 
problems: 

(1) Some semantics is undefined: Because OWL-S is 
not a traditional language, so some properties can’t be 
expressed directly. Some papers didn’t claim this prob-
lem explicitly, but some do so, for example, in [5], “Pre-
condition” and “Effect” can’t be expressed in Promela 
and so ignored. In this paper, these properties are de-
clared as important ones for processes and defined 
clearly. 

(2) Transforming consistency: The structural opera-
tional semantics (SOS) of OWL-S hasn’t been mapped to 
the specification language directly in related researches. 
This gives less consistency assurance for the transforma-
tion. But for rewrite logic, the mapping is rather clear. On 
the other hand, the later transformation for OWL-S speci-
fication only concerns syntax. 

(3) Lack of analysis of dataflow: Among the above re-
searches, only [5] explicitly stated the dataflow, it simpli-
fies “Input” and “Output” as “Integer” and connects them 
to “channel”. On the other hand, rewrite logic used in this 
paper is much more appropriate and efficient for proper-
ties deal not only with causality of events but also with 
data types or recursive constructs. 

[6] and [7] use an algebra specification language Z. 
But the former focuses on the analysis of ontology, in-
cluding some properties verification and reasoning with-
out analysis of control flow and dataflow. The latter gives 
a good explanation for static semantics of OWL-S but 
without dynamic semantics. 

3. Background 
3.1 Introduction of OWL-S 
OWL-S is an OWL-based (Recommendation produced 
by the Web-Ontology Working Group at the World Wide 
Web Consortium) Web service ontology, which supplies 
Web service providers with a core set of constructs for 
describing the properties and capabilities of their Web 
services in unambiguous, computer interpretable form. 
OWL-S markup of Web services will facilitate the auto-
mation of Web service tasks, including automated Web 
service discovery, execution, composition and interop-
eration. 

It is the first well-researched Web Services Ontology, 
which has numerous users from industry and academe, 
and is still undergoing. Details of the latest version of 
OWL-S submission document can be referred to [7]. 

3.2 Rewrite Logic and Maude 
Rewriting logic is a computational logic that can be effi-
ciently implemented and that has good properties as a 
general and flexible logical and semantic framework, in 
which a wide range of logics and models of computation 
can be faithfully represented [8]. 

Definition 1: A rewrite theory R is a triple R = (∑, E, 
R), with: 

·(∑,E) a membership equational theory, and 
·R a set of labeled rewrite rules of the form: 

“ ⇐→ ': ttl  cond”, with “l” as a label, t, t′

kXT )(Σ∈  for some kind k, and “cond” is a con-
dition (involving the same variables X). 

In general, a rule in rewrite logic is like: 

( )
⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛
′→Λ∧⎟

⎠
⎞⎜

⎝
⎛Λ∧′=Λ⇐→ kkkjjjiii

wwsvuuttl :':  

Maude is a formal programming language based on the 
mathematical theory of rewriting logic. With Maude sys-
tem’s support, this kind of language specifications can be 
executed and model can be checked, what is more, its 
mathematic semantics can be obtained. A program in 
Maude is just a rewrite logic theory, and Maude offers a 
comprehensive toolkit for the analysis of specifications, 
such as LTL model checker, Inductive Theorem Prover 
(ITP), Maude Termination Tool, Church Rosser Checker, 
Coherence Checker, etc. 

In Maude, object-oriented systems are specified by 
object-oriented modules, defined by the keyword 
“omod ... endom”, in which classes and subclasses are 
declared. A class declaration has the form class C|a1: 
S1, ..., an: Sn ,where C is the name of the class, the ai are 
attribute identifiers, and the Si are the sorts of the corre-
sponding attributes. An object of a class C is defined as:< 
O : C | a1 : v1, ... , an : vn >, where O is the object’s 
name, and the vi are the corresponding values of object’s 
attributes, for i=1 . . . n. Objects can interact in a number 
of different ways such as messages passing, messages 
between objects can be defined by the keyword “msg”. 
Details of Maude can be referred to [9]. 

The main reasons why we choose rewrite logic to give 
the OWL-S specification the formal semantics are listed as 
follows, and more detail advantages can be referred to [10]: 
♦ Consistency in transforming: Rewrite logic is a 

flexible and expressive one that unifies algebraic de-
notational semantics and structural operational se-
mantics (SOS) in a novel way, which can be seam-
lessly transformed from OWL-S SOS into rewrite 
rules/equations [8], and suitable for describing data 
types and their relationships. On the other hand, the 
latter transforming from an OWL-S specification 
model into an algebraic one only concerns syntax. 

♦ Suitable for many logic formula expressions in 
OWL-S: In [11], it is argued that rewriting logic is 
suitable both as a logical framework in which many 
other logics can be represented, and as a semantic 
framework. 

♦ Efficiency implementation: Maude is a high per-
formance rewriting logic implementations [12]. It is 
demonstrated that the performance of the Maude 
model checker “is comparable to that of current ex-
plicit-state model checkers” such as SPIN [11]. 
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♦ Analyzing tools: It has been well established now 
that a rewrite logic specification can be benefited for 
comprehensive tool-supported formal verification 
[13]. 

4. Abstraction of the Model 
There are three methods to transform an OWL-S specifi-
cation into a rewrite logic one: 

(1) Translate every lines in OWL-S specification into 
corresponding rewrite logic ones directly. The translating 
is the same as giving semantics to OWL-S specification. 

(2) Give OWL-S (the language) rewrite logic seman-
tics for every parts of its syntax. Then the OWL-S speci-
fication itself is a rewrite logic one with semantics. None 
transformation is needed. 

(3) Abstract the main parts of OWL-S (the language), 
define syntax in rewrite logic for the sub-set and give 
semantics for the syntax. And then translate the OWL-S 
specification into a rewrite logic one by abstracting it into 
the syntax in rewrite logic. 

Method (1) is direct, but difficult to ensure the consis-
tency. Method (2) is a complete one. For example, a ser-
vice is modeled by a process in OWL-S, some tags such 
as < process: CompositeProcess rdf:ID="CP">, <proc-
ess: hasInput rdf:resource="#inputownright1"/> are 
used to give a detailed perspective within a composite 
web service. All tags should have semantics (here the 
tags are “process: CompositeProcess rdf: ID” and “proc-
ess: hasInput rdf: resource”). 

In this paper, method (3) is accepted. One reason to do 
so is that abstraction can reduce the complexity of ana-
lyzing a model; another reason is that we can go to the 
most difficult and challenge problems quickly. 

In the following section, we will explain what has been 
abstracted from OWL-S, including control flow and data 
flow. This abstraction becomes a sub-set of OWL-S. 

1) Parameters and Expressions: Parameters are the 
basis of representing expressions, conditions, formulas 
and the state of an execution. In OWL-S, parameters are 
distinguished as “ProcessVar”, “Variables” and “Re-
sultVar”, etc. They can even be identified as variables in 
SWRL. Our abstraction in this paper doesn’t distinguish 
these, but refer them all as parameters. 

Expressions can be treated as literals in OWL-S, either 
string literals or XML literals. The later case is used for 
languages whose standard encoding is in XML, such as 
SWRL or RDF. In this paper, expressions are separated 
into Arithmetic and Boolean expressions. 

2) Precondition: If a process's precondition is false, 
the consequences of performing or initiating the process 
are undefined. Otherwise, the result described in OWL-S 
for the process will affect its “world”. 

3) Input: Inputs specify the information that the proc-
ess requires for its execution. It is not contradictive with 
the definition of messages between web services, because 
a message can bundle as many inputs as required, and the 
bundling is specified by the grounding of the process 
model. 

4) Result and Output: The performance of a process 
may result in changes of the state of the world (effects), 
and the acquisition of information by the client agent 
performing it (returned to it as outputs). In OWL-S, the 
term “Result” is used to refer to a coupled output and 
effect. Having declared a result, a process model can then 
describe it in terms of four properties, in which, the “in-
Condition” property specifies the condition under which 
this result occurs, the “withOutput” and “hasEffect” 
properties then state what ensures when the condition is 
true. The “hasResultVar” property declares variables that 
are bound in the “inCondition”. 

Precondition and Result are represented as logical 
formulas in OWL-S, but when they are abstracted, Boo-
lean expression and assignment are used separately in 
this paper. 

5) Process: A Web service is regarded as a process. 
There are three different processes: Atomic process cor-
responds to the actions that a service can perform by en-
gaging it in a single interaction; composite process cor-
responds to actions that require multi-step protocols 
and/or multiple services actions; finally, simple process 
provides an abstraction mechanism to provide multiple 
views of the same process. We focus on atomic process 
and composite process here. 

6) Control structure: Composite processes are de-
composable into other (non-composite or composite) 
processes; their decomposition can be specified by using 
eight control structures provided for web services, in-
cluding Sequence, Split, Split-Join, Choice, Any-Order, 
If-Then-Else, Repeat-Until, and Repeat-While. 

7) Dataflow and Variables binding: When defining 
processes using OWL-S, there are many conditions 
where the input to one process component is obtained as 
one of the outputs of a preceding step. This is one kind of 
data flow from one step of a process to another. 

A Binding represents a flow of data to a variable, and 
it has two properties: “toVar”, the name of the variable, 
and “valueSpecifier”, a description of the value to receive. 
There are four different kinds of valueSpecifier for Bind-
ings: valueSource, valueType, valueData, and value-
Function. The widely used one “valueSource” is ad-
dressed in this paper. 

The information listed above gives an overview of how 
web services are bound together with control structures 
and dataflows. 

5. Syntax and Static Semantics in Maude 
According to the method (3) described above, we now 
need to define how to express the information abstracted 
in Section 3 in rewrite logic, namely, syntax of the 
sub-set in Maude. Because of space limited, we only ex-
plain parts of it: 

1) Parameters and Expressions: To express them, 
several rewrite logic modules have been defined. They 
are NAME, EXP and BEXP. 

To specify process variables we define a module 
named “NAME”, in which “op_._: Oid Varname-> Name 
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“is defined to be the form “process.var” as a variable 
name, while “Oid” is the name of a process, which has 
been regarded as an object identification. And a “Nam-
eList” is used to be a list of variables. 

The value of a variable is stored in a “Location” which 
is indicated by an integer. When we bind a location with 
a variable name, the variable get the value stored in that 
location. 

Arithmetic expressions (sort name is “Exp”) and Boo-
lean expressions (sort name is “BExp”) are defined sepa-
rately in module EXP and BEXP, which gives a descrip-
tion of how to use variable names to describe expres-
sions. 

2) IOPR (Input/Output/Precondition/Result), Data 
flow and variable bindings:  

“Input” and “Output” of a process are defined as 
“NameLists” which are attributions of a process. 

In OWL-S, “Precondition” and “Effects” are repre-
sented as logical formulas by other languages such as 
SWRL. Here we first simplify Precondition as “BExp” to 
be an attribution of a process class. 

“Result” is more complicated. After separate “Out-
put” as an attribution of a process, “Result” combines a 
list of “Effect”, while every Effect is simplified as a con-
ditional assignment here. The definition in Maude is 
“ op_<-_if_: Name Exp BExp -> Effect.” 

As discussed above, there are four types of binding 
“valueSpecifier”. Here we defined binding as “op fromto : 
Name Name -> Binding “ to specify “valueSource” in 
module WSTYPE. With this definition, dataflow in a 
composite web service is created. 

3) Processes and Control Structures: Atomic and 
composite web services are defined as two classes with 
different attributions. In order to distinguish defini-
tions of “ControlConstructList” and “ControlCon-
structBag” for control structure, “OList” is defined to 
represent the object list which should be executed in 
order, and “OBag” to represent there is no order for 
the objects. 

It seems very hard to express that a web service set can 
be executed in any order. But benefited with Maude op-
erator attribution “comm”, we can get this with definition 
“op_#_: OBag OBag -> OBag [ctor assoc comm id: 
noo]”. “comm” attribution means that this “op” is with 
commutative property, which makes the objects in this 
“bag” ignore the order unlike it is in “OList”. 

After defining two sorts as follows: 
 
subsort Qid < Oid < Block < BlockList. 
subsort Qid < Oid < Block < BlockBag. 

 
We define a nested control structure. For example, 

“sequence” as “op sequence: BlockList->Block [ctor]” 
and “split” as “op split : BlockBag -> Block [ctor] “. 
This separates “Block” into three cases: 

(1) Only a process. 
(2) A group of processes within one control structure 

(we refer it as a control block). 

(3) A group of processes and control blocks within one 
control structure. 

Obviously, the (3) is a nested control structure. If the 
group is order sensitive, it is a “BlockList”, otherwise, it 
is a “BlockBag”. 

Syntax of atomic web service: A class “Atomws” is 
defined in Definition 2. When an instance of atomic web 
service is created, it should be declared as an object of 
class “Atomws”. 

 
Syntax of composite web service: And a class “Com-

positews” is defined in Definition 3. We have explained 
“IOPR”, “Result”, “Precondition” and “Binding” above. 
Other attributions are: “initialized” to represent whether 
this instance object (composite web service) of the class 
has been initialized with actual values of its “IOPR”, 
“Result”, “Precondition”, “Binding” and control struc-
tures. “father” denotes which composite web service 
(instance) it belongs to. “struc” is the control structure 
with “BlockList” and “BlockBag” as its subsort. Other 
attributions are defined to be used when the composite 
one is executed, especially for the nested control struc-
tures. 

 
When an instance of composite web service is created, 

it should be declared as an object of class “Compo-
sitews”. And prepare an initial equation for itself (how to 
define an initial equation is ignored here). 

6. Dynamic Semantics in Maude 
6.1 Auxiliary Modules 
When “Precondition” of a process is true, it can be ini-
tialized and executed. It affects the “world” by various 
“Effect”. So we need to define what the “world” will be 
for a web service. Here a module of “SUPERSTATE” is 
extended with “CONFIGURATION” which already defines 
as a “soup” of floating objects and messages in Maude. 

A “Superstate” is the “world” of a process which de-
fined as “op_|_: State Configuration -> Superstate”. “State” is 
a group of variables with corresponding locations, and 
locations with corresponding values. A message is de-
fined as “msg call: Oid Oid -> Msg” for a composite web 
service to trigger its sub-process to execute. Another is 
defined as “msg tellfinish: Oid Oid -> Msg” to tell its father 
that it has finished execution. 

Definition 2: class Atomws | initialized : Bool, 
father : Oid, input : NameList,  
output : NameList, precondition : BExp, 
result : Effect . 

Definition 3: class Compositews | initialized : Bool, 
 input : NameList, output : NameList,  
precondition : BExp, result : Effect,  
binding : Binding, father : Oid,  
struc : CStruc, nest : BlockList, wait : OList, 
blockwait : NList, waitbag : OBag . 
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In module “SUPERSTATE”, assignment, evaluation of 
an arithmetic expression and a Boolean expression are 
defined, which gives semantics to how these syntax can 
be executed to affect the “world” of a process. 

An operator “k” is defined as “op k: Configuration -> Con-
figuration” to indicate that one web service is ready to be 
executed. Two operators “val” and “bval” are defined to 
evaluate expression and Boolean expression values in a state. 

A sort “NList” (natural number list) is also defined in 
“NLIST” module to give semantics of executions of a 
nested control structure, with the help of the four attribu-
tions: nest, wait, blockwait, and waitbag. 

6.2 Dynamic Semantics 
In this section, we first analyze how executions of web 
services can affect their “world”, and then by giving out 
the SOS for control structure, explain the corresponding 
rewrite logic rules or equations. 

1) Execution of a Service: 
◎Execution of an Atomic One 

As defined in OWL-S, atomic processes have no 
sub-processes and execute in a single step only if the ser-
vice is concerned and its precondition is true. The execu-
tion gives result to its “world” by “Effect”. The main 
parts for its execution semantics (Figure 1) have been 
chosen to be explained as below. 

Equation (1) asks atomic web service “ws” do initiali-
zation if its precondition “Cd” is true and hasn’t been 
initialized before. Initialization is designed as an equation 
in a module of an instance of “Atomws”. It prepares an 
initial state for this web service. 

Equation (2) explains that when an atomic web service 
“ws” gets a message from its father “F”, it is the same 
meaning that it will be executed after initialized. 
 

 
Figure 1. Semantics of execution atomic web service 

Equation (3) explains that how to execute a condition 
inside an “Effect”. Of course there are rules that explain 
how to evaluate expression inside an “Effect” (ignored 
here). 

The forth rule (4) simulates state changes by one “Ef-
fect”. And rule (5) ensure that only after all the “Effect” 
of this web service has been executed it tells its father it 
has finished, and prepares a same instance waiting for its 
“Precondition” to be true to be initialized to execute 
again. 
◎Execution of a composite process 
Composite web service changes its “world” by exe-

cuting its sub-processes according to its control struc-
tures. 

Different from atomic web service, before a composite 
one is going to be executed, it should prepare “binding” 
information. A rule below is used to explain how to do 
that. After that, “sourcedata” should be defined to affect 
the “world” by other rules. 
 

 
 

After that, composite web service will be executed 
when its precondition is true like the atomic one. The 
difference is that the sub-processes grouped in control 
structures should be executed according to semantics of 
control. How to execute these structures will be explained 
below. 

2) Sequence: The SOS of “sequence” and the corre-
sponding rewrite logic rule are showed in Figure 2. 
“BLK” is a “Block” and “BL” is a “BlockList”. Obviously, 
attribution “nest” here is used to separate the “BlockList”, 
leaves the first one in “struc” to be executed first. 

The question is how to ensure the first control block 
be executed firstly? Especially when it is a nested control 
structure-because when the most inner to be executed, the 
decomposing difference (order sensitive of BlockList and 
opposite BlockBag) should be recorded. 

As discussed above in Section 4, a “Block” has three 
cases. But all of them should ensure that this “Block” be 
executed before “BL” is going to be executed for “se-
quence”. To ensure this, two attributions “wait” and 
“blockwait” are defined. “wait” is a “OList (object list)” 
to ensure that only after the list of objects are all finished 
that this service “ws” can be executed. “blockwait” is 
defined as “NList (nature number list)”. When an order 
 

<BLK,σ> →σ'' <BL,σ''> →σ'  
<sequence (BLK; BL)σ> →σ'  
 

rl k( < ws : Compositews | father : F, struc : sequence(BLK ; 
BL), nest : BL1, wait : nilo, blockwait : BW > )   
=><ws:Compositews|father:F, struc:BLK, nest : sequence(BL) ; 
BL1, wait: nilo, blockwait : (1 BW) >  call(F, ws) . 

Figure 2. Semantics of execution sequence 

rl  st1 | (conf call(F, ws) < ws : Compositews | initialized : 
true, father : F, binding : fromto(v1 , v2) BD > ) 
=> (sourcedata(v1, v2, st1) st1) | (conf < ws : Compositews | 
father : F, binding : BD >  call(F, ws) ) . 

(1) ceq  < ws : Atomws | initialized : init-state, father : F, 
precondition : Cd >  call(F, ws)  

= ( initial( < ws : Atomws | initialized : true, father : F 
> )  call(F, ws) ) if ( not init-state) and bval(Cd, st1) . 

(2) eq st1 | (conf < ws : Atomws | initialized : true , father : 
F> call(F, ws)) = st1 |(conf k( < ws : Atomws | father : 
F > )) . 

(3) eq  st1 | (conf k(< ws : Atomws | father : F, result : (x1 
<- exp1 if cond) Eff >)) 

= st1 | (conf k(< ws : Atomws | father : F, result : (x1 <- 
exp1 if bval(cond, st1)) Eff >)) . 

(4) rl [ execute ] : 
(mem(x1, location1) loc(location1, y1) st1) | (conf k(< 
ws : Atomws | father : F , result : (x1 <- y) Eff >)) 
=> (mem(x1, location1) loc(location1, y) st1) | (conf k(< 
ws : Atomws | father : F , result : Eff >)) . 

(5) rl [finish] :  st1 |(conf k(< ws : Atomws | father : F, 
initialized : init-state , result : noEff >))   
=> st1 | (conf < ws : Atomws | father: F , initialized: 
false, result: noEff > tellfinish(F, ws)). 
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sensitive control block (here is sequence) is separated, it 
definitely asks the “Block” left in “struc” (here is BLK) 
should be finished before other “Block” left in “nest” are 
going to be executed. So we add natural number “1” into 
the “NList” (here is BW). Otherwise, “0” is added for no 
order sensitive one, such as for control structure “Split”. 
And “2” will be added when the outer control structure 
asks order but this one doesn’t. 

After separating a control structure, there are three 
cases waited to be explained of how to execute BLK. 
Case 1: BLK is a process. 

In this case, if it is a composite one, it can be separated 
recursively. If it is an atomic one (here is “A”), different 
rules should be matched according to “blockwait” (here 
is BW). The value of head of “BW” is “1” means “A” 
should be completely finished before “ws” continues, 
showed as Figure 3 rule (1). So “A” is put into “wait”, 
and “1” is added to “BW” of “ws” to indicate that this an 
order sensitive block. And then two messages are re-
leased to trigger “A” and “ws”. Of course, there should 
be a corresponding rule when “A” completes its execu-
tion (Figure 3 rule (2)). 

If head(BW)==0 and sum(BW) > 0 (rule (3)), then “2” 
is added to “BW” and “A” is added to “waitbag” (here is 
OO), this indicates that “A” need not to be executed 
firstly in this level of the control structure, but it need to 
be so in outer control structure. The corresponding rule to 
release the blocking is showed as rule (4). 

Similarly if head (BW) == 0 and sum(BW) == 0, “0” 
is added to “BW” to indicate there is no need for “A” to 
be executed firstly. 

 

 
Figure 3. Semantics of execution nested control Block 

<bexp1,σ> →false  
<repeat-while bexp1 CS1,σ> →σ 
 

<bexp1,σ> →true 
<CS1,σ> →σ'' <repeat-while bexp1 CS1,σ''> →σ' 
<repeat-while bexp1 CS1,σ> →σ' 
 

crl  k( < ws : Compositews | father : F, struc : repeat CS1 
while bexp1, nest : BL, wait : nilo > )   => 
if bexp1 
       then < ws : Compositews | father : F, struc : CS1, nest : 
(repeat CS1 while bexp1) ; BL, wait : nilo >    call(F, ws)  
       else < ws : Compositews | father : F, struc : empty, 
nest : BL, wait : nilo > call(F, ws)  
     fi. 

Figure 4. Semantics of execution Repeat-while 

Case 2 and Case 3: are similar with case1, but with re-
cursive definition. Because of space limited, we will not 
discuss them here 

3) Repeat-while: “Repeat-While” tests the condition, 
exits if it is false and does the operation if the condition is 
true, then loops. Its SOS and corresponding rewrite rule 
are showed in Figure 4. 

Actually, for the control structure itself, it is not com-
plex. The rule in Figure 4 just gives semantics of how 
this structure can be executed. The difficult is how 
“Block” can be executed inside it. 

For example, when there is simple composite web ser-
vice which contents only one atomic web service “A” 
within its repeat-while, say (k( < ws : Compositews | fa-
ther: F, struc: repeat ‘A while bexp1, nest: BL, wait: nilo 
> )), how about the execution of “A”? 

As discussed for Definition 2 and 3, before this com-
posite “ws” enters its execution “k” state, it should pre-
pare an atomic instance ‘A. If the precondition of ‘A is 
true, it can be initialized and go into “k” execution state. 
This may affect the “world” of “ws” according to the 
group rules and equations in Figure 1. After ‘A has fin-
ished its execution, rule (5) in Figure 1 prepares another 
instance ‘A waiting for its “precondition” again. If 
“bexp1” decides to execute ‘A again, execution can be 
continue, and the “Result” may turn “bexp1” to be true 
by affecting the “world” of “ws”. 

4) Repeat-until: “Repeat-until” does the operation, 
tests for the condition, exits if the condition is true, and 
otherwise loops. Its SOS and corresponding rewrite rule 
are showed in Figure 5. 

 
<CS1,σ> →σ'  <bexp1, σ' > →true 
<repeat-until bexp1 CS1,σ> →σ' 
 

<bexp1, σ''>→false   
<CS1,σ>→σ'' <repeat-until bexp1 CS1,σ''> →σ' 
<repeat-until bexp1 CS1,σ> →σ'  
 

eq  k( < ws : Compositews | father : F, struc : repeat CS1 until 
bexp1, nest : BL, wait : nilo > )  =  
k(< ws : Compositews | father : F, struc : CS1, nest : (repeat 
CS1 while not bexp1) ; BL, wait : nilo >      call(F, ws)). 

Figure 5. Semantics of execution Repeat-until 

(1)  crl : k( < ws : Compositews | father : F, struc : A , 
wait :nilo, blockwait : BW > ) 

       => < ws : Compositews | father : F, struc : empty, 
wait : A ,  

blockwait: ( 1 BW) >  call(ws, A) call(F, ws)  
 if head(BW) == 1 .   

(2)  crl k( < ws : Compositews | father : F, struc : CS1, 
nest :BL, wait : A ~ L, blockwait : BW >)    tellfin-
ish(ws, A) 

=> (call(F, ws)   < ws : Compositews | father : F, 
struc : CS1,  

nest : BL , wait : L, blockwait : BW > )   if head(BW) 
== 1 . 
(3)  crl :k( < ws : Compositews | father : F, struc : A , 

wait : nilo, blockwait : BW, waitbag : OO > ) 
=> call(ws, A) call(F, ws) < ws : Compositews | father : 
F, struc : empty, wait : nilo, blockwait : ( 2 BW), wait-
bag : A # OO >      

if head(BW) == 0 and sum(BW) > 0 . 
(4)  crl k( < ws : Compositews | father : F, struc : CS1, 

nest :BL, waitbag : A # OO, blockwait : BW >)   tell-
finish(ws, A) 

 => < ws : Compositews | father : F, struc : CS1, nest : 
BL , waitbag : OO, blockwait : BW > call(F, ws)  

       if head(BW) == 2 or sum(BW) > 0 . 
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Actually, Repeat-While may never act, whereas Re-
peat-Until always acts at least once. Other executions are 
the same. 

5) Split: The components of a “Split” process are a 
bag of process components to be executed concurrently. 
Split completes as soon as all of its component processes 
have been scheduled for execution. 

The rule below creates “Block” without order (because 
of split definition). At last these “Block”s produce atomic 
web services and messages into the “world” of “ws”. 
Benefitted with objects concurrent execution in Maude, 
all web services that meet its precondition can be exe-
cuted concurrently. 
 
rl   k( < ws : Compositews |  father : F, struc : split(BLK @ 
BB), nest : BL, wait : nilo, blockwait : BW > ) 
=> < ws : Compositews | father : F, struc : BLK, nest : 
split(BB) ; BL , wait : nilo, blockwait : (0 BW) >     call(F, 
ws). 
 

6) Split-join: Here the process consists of concurrent 
execution of a bunch of process components with barrier 
synchronization. That is, “Split-Join” completes when all 
of its components processes have completed. To do this, 
a special object named “split-join” is defined, and then 
control structure “split-join(BB)” is equal to “sequence 
(split(BB) ; 'split-join)”. 
 

7) Choice: “Choice” calls for the execution of a single 
control construct from a given bag of control constructs. 
Any of the given control constructs may be chosen for 
execution. As discussed above, any “Block” inside the 
control bag may be chosen to match BLK@BB, because of 
commutative property. This gives a choice to the control 
bag. And then “0” is added to “BW” means there is no 
need waiting for this “BLK”. 
 
rl  k( < ws : Compositews | father : F, struc : choice(BLK @ 
BB), nest : BL, wait : nilo, blockwait : BW >) 
=> < ws : Compositews | father : F, struc : BLK, nest : BL, 
wait: nilo, blockwait : (0 BW) > call(F, ws). 
 

8) Anyorder: “Anyorder” allows the process compo-
nents (specified as a bag) to be executed in some un-
specified order but not concurrently. Execution and com-
pletion of all components is required. The execution of 
processes in an Any-Order construct cannot overlap, i.e. 
atomic processes cannot be executed concurrently and 
composite processes cannot be interleaved. All compo-
nents must be executed. As with Split+Join, completion 
of all components is required. 
 
rl   k( < ws : Compositews |  father : F, struc : anyor-
der(BLK @ BB), nest : BL, wait : nilo, waitbag: OO,    
blockwait : BW > ) 
=><ws:Compositews | father:F, struc: BLK, nest : anyor-
der(BB) ; BL, wait: nilo, waitbag: OO,  blockwait : (1 BW) >  
call(F, ws). 
 

9) If-then-else: The “If-Then-Else” class is a control 
construct that has a property ifCondition, then and else 

<bexp1,σ> →true  <CS1,σ> →σ'  
< if bexp1 then CS1 else CS2,σ> →σ'  
 
 rl k( < ws : Compositews | father : F, struc : if bexp1 then CS1 
else CS2, nest : BL, wait : nilo > )   =>  
if bexp1  
       then < ws : Compositews | father : F, struc : CS1, nest : 
BL, wait : nilo > call(F, ws)  
       else < ws : Compositews | father : F, struc : CS2, nest : 
BL, wait : nilo > call(F, ws) 
     fi. 

Figure 6. Execution of if-then-else 
 

holding different aspects of the If-Then-Else. Its seman-
tics is intended to be “Test If-condition; if True do Then, 
if False do Else”. Its SOS and corresponding rewrite rule 
are showed in Figure 6. 

As discussed above, the rewrite logic rules are obvi-
ously consistent with the definition of SOS benefited 
from the great expressing capability of rewrite logic. 

7. Case Study 
Through the modules discussed above, we get a “seman-
tics-OWL-S.maude” rewrite logic theory for semantics of 
the sub-set OWL-S. With this theory in hand, a software 
requirement or design in OWL-S can be abstracted into a 
rewrite logic theory with the syntax described above by 
extending this frame. Different from other translating 
methods directly mapping an OWL-S model into another 
specification language, this way avoids explaining the 
semantics in an actual model, translating work only con-
cerns syntax mapping while semantics have been given in 
“semantics-OWL-S. maude”. 

For verifying the rewrite logic theory, we give an ex-
ample to translate the process model to a Maude program, 
and undergo simple verifications [14] on it. 

This example presented by OWL-S in Figure 7 is a 
web service based on Amazon E-Commerce Web Ser-
vices. The process is to search books on Amazon by in-
putted keyword and create a cart with selected items, it is 
composed of four atomic processes through a sequence 
control construct. 

Through the rewrite theory discussed above, we get a 
complete Maude program. Here we only display the main 
parts of the Maude program. Figure 8 is the initializing 
equation for the third atomic process “cartCreateRequest 
Process”. In this module, we should build attributes to 
express process’s IOPRs first. Two inputs and one output 
are translated name by name. Precondition and Effect in 
Result are translated to SWRL expression. 

The main process of this example is a composite proc-
ess, and the translated Maude code of initializing equa-
tion of it has been shown in Figure 9. 

Load the Maude program, and then execute the process 
by the command “rew execute-aws”, we can also search 
executing path using command “search execute-aws =>! 
S: State|C: Configuration tell finish (‘, ‘mainProcess).” If 
input a right number less than or equal to the length of 
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Figure 7. Structure of the web service process 

 
Figure 8. Initial equation of atomic process 

 
‘items’ for ‘index’, the input of third atomic process “cart 
CreateRequestProcess”, Maude will display the result in 
Figure 10. In other cases the result is like Figure 11. 

We have done more works concerning this framework, 
because of space limitation, details are ignored: 

(1) Test framework: although the directly mapping 
from OWL-S SOS to rewrite logic gives the consistency, 
some web services have been constructed to test the eight 
control structures and nested ones, including the execu-
tion of atomic web services. The results are the same as 
expected. 

(2) Model checking and analysis: several cases are 
constructed including “philosopher dining” which not 
only concern control flow but also get a deadlock because 
of data sharing in the dataflow; and “online shopping” 
which concerns an error in dataflow. These errors can be 
found by the Maude analysis tools. 

 
Figure 9. Initializing equation of composite process 

 

 
Figure 10. Executing environment module 

omod EXEC-MAINPROCESS is 
 pr MAINPROCESS . 
  
 op MainProcess : -> MainProcess' . 
 op execute-aws : -> Superstate . 
  
 eq exec-MainProcess = loc(1, nilv) loc(2, 'SubscriptionId') 
loc(3, 'AssociateTag') loc(4, nilv) loc(5, Keywords-1) loc(6, 
SearchIndex-1) loc(7, nilv) loc(8, nilv) loc(9, nilv) loc(10, 
index-1) loc(11, nilv) loc(12, nilv) loc(13, index-1)  loc(14, 
nilv) loc(15, nilv) loc(16, index-1) loc(17, nilv) loc(18,nilv) 
mem('mainProcess . 'InputSubscriptionId, 2) 
mem('MainProcess . 'InputAssociateTag, 3) 
mem('Perform_SearchReq . 'ItemSearchRequest, 4) 
mem('Perform_Req . 'Keywords, 5) 
mem('Perform_SearchReq . 'SearchIndex, 6) 
mem('Perform_Search . 'Items, 7)  
mem('Perform_Search .'OperationRequest, 8) 
mem('Perform_Search . 'Shared, 13) 
mem('Perform_Search . 'Validate, 14) mem('Perform_Search . 

'XMLEscaping, 15) mem('Perform_CreateReq . 'CartCre-
ateRequest, 9) mem('Perform_CreateReq . 'index, 10) 

mem('Perform_Create . 'Cart, 11) mem('Perform_Create . 
'OperationRequest, 12) mem('Perform_Create . 'Shared, 16) 

mem('Perform_Create . 'Validate, 17) mem('Perform_Create . 
'XMLEscaping, 18) | < 'MainProcess : MainProcess | initial-

ized : false, father : ', precondition : true > 
  call(' , 'MainProcess). 
endom 

eq initial( < WS : MainProcess | father : F, attrs> ) 
= < WS : MainProcess | initialized : true, father : F, input : ws . 
'InputAssociateTag || (ws . 'InputAssociateTag || (ws . 'InputSub-
scriptionId,output : ws . 'OutputCart, precondition : true, result : 

noEff, binding : fromto( 'Perform_Search . 'SubscriptionId, ws . 
'InputSubscriptionId)

 fromto('Perform_Search . 'AssociateTag, ws .'InputAssociateTag) 
 fromto('Perform_Search . 'Request, ws . 'ItemSearchRequest)  
 fromto('Perform_Search . 'Request, 'Perform_SearchReq . 'Item-

SearchRequest)  
 fromto('Perform_CreateReq . 'items, 'Perform_Search . 'Items) 
 fromto('Perform_Create . 'SubscriptionId, ws . 'InputSubscrip-

tionId) 
 fromto('Perform_Create . 'AssociateTag, ws . 'InputAssociateTag) 
 fromto('Perform_Create . 'Request, 'Perform_CreateReq . 'Cart-

CreateRequest) ,  
struc : sequence('Perform_SearchReq ; 'Perform_Search; 'Per-

form_CreateReq; 'Perform_Create), 
nest : null, wait : nilo, blockwait : niln, waitbag : noo > 
 < 'Perform_SearchReq : itemSearchRequestProcess | initialized : 

false, father : ws,  precondition : true >  
 < 'Perform_Search : ItemSearchProcess | initialized : false, fa-

ther : ws, precondition : ture> 
 < 'Perform_CreateReq : ItemSearchProcess | initialized : false, 

father : ws,  precondition : swrlb:length( 'Perform_CreateReq . 
'items) #>= ('Perform_CreateReq .'index) > 

 < 'Perform_Create : CartCreateProcess | initialized : false, fa-
ther : ws, precondition :  true>. 

vars ws F : Oid . 
var state : State . 
var attrs : AttributeSet . 
var conf : Configuration . 
var cartCreateRequestProcess : cartCreateRequestProcess' . 
 

eq state | conf initial(<ws : cartCreateRequestProcess | 
father : F,attrs>)call(F,ws) 
=state | conf<ws : cartCreateRequestProcess | 
initialized : true,father : F,input : ws.'index || ws.'items, 
output : ws.'cartCreateRequest, 
precondition : #not(swrlb:length(ws.'items) #< (ws.'index)), 
result:noEff>call(F,ws) . 
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Figure 11. Process can finish 

 

 
Figure 12. Process can not finish 

 

8. Conclusions 
This paper gives a formal semantics for OWL-S sub-set 
by rewrite logic, including abstraction, syntax, static and 
dynamic semantics. Compared with related researches, 
the contribution of this paper gives a translation consis-
tency and benefited with formal specification, dataflow 
can be analyzed deeply, which makes formal verification, 
and reliability evaluation of software based on SOA pos-
sible. 

The undergoing future works include: “Precondition” 
and “Effect” in SWRL format; WSDL and grounding 
information; and a more complex application analysis. 
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ABSTRACT 
With the growth of the internet and open software, there are additional software developers available from the open 
community that can participate in the development of software application systems. Aiming to leverage these resources, 
a new development model, CFI (call for implementation), is proposed. The basic idea of CFI is to publish some part of 
a software project to the open community, whole or part, in certain phases of the software development lifecycle to call 
for implementation. This paper discusses the basic concept and method for a software development process in CFI 
mode. Two different modes of CFI with different granularities are analyzed. And one of the CFI modes, fine-granular-
ity-CFI mode, is thoroughly discussed including the main methods and basic steps. To verify the ideas a pilot project, 
an online store system, is built up with the CFI development process. The online store system takes the traditional 
Model-View-Control architecture and some common technologies such as Struts, Hibernate, Spring are used. The result 
shows that this new kind of software development mode is feasible though there are many problems that are still re-
quiring further study. 

Keywords: Call for Implementation, Software Development, Open Community, Integration 

1. Introduction 

Open community, which is composed of students, pro-
gramming fans, SOHO (small office/home office), etc., is 
a virtual development resource pool [1]. With the devel-
opment of open source software, open community is now 
booming, which contributes many new ideas and solu-
tions to some frameworks and common solutions. 

Currently there are many open source software pro-
grams available in many web sites such as Apache, 
SourceForge, and many others. The Apache Software 
Foundation provides support for the Apache community 
of open-source software projects [2]. SourceForge.net 
provides free hosting to open source software develop-
ment projects with a centralized resource for managing 
projects, issues, communications, and codes [3]. Besides 
the open source software, open community provides ad-
ditional software development resources that, when 
properly compensate financially, can do the coding work 
for certain software components. For example, TOP 
CODER [4] provides a platform for the open community 
developers on which some software components are 
available for implementation. There are even small-size 
project provided on ScriptLance [5]. On SXSoft [6], a 
Chinese website, both small software components and 
small sized projects are available. And this new mode of 
development occurred only one or two years ago. 

As we can see, there already exist some practices on 
using the resource of open community for coding. 

Though currently the components that done by the open 
community developers are small size and the main tasks 
are coding, it is really a new phenomenon which inspires 
us to leverage the rich resources of the open community. 
To follow this idea and practice, some companies are 
going beyond outsourcing small components to out-
sourcing the whole project. In this whole project out-
sourcing mode, we need some new methods and tech-
nologies to manage the whole project. We call this new 
mode is Call for Implementation (CFI). Fortunately there 
are some research efforts on outsourcing [7] and open 
source software development model [8]. And there are 
also some previous research efforts and practices on CFI 
at IBM China Research Lab, where some researchers 
finished a CFI project in the popular SOA architecture 
[1,9]. 

Sponsored by IBM China Research Lab, we, Peking 
University, have been working on a joint study CFI pro-
ject, in which some methods for requirement analysis, 
designing and partitioning the project have been studied. 
This paper describes the basic ideas and methods for CFI 
and a practice that verifies the ideas in a pilot project. 

The rest of this paper is organized as follows: Section 
2 describes the basic ideas of CFI and the two different 
modes for CFI as well as some extra work which the 
project owner should take into account. Section 3 depicts 
in details the ideas, steps, and methods for one of the CFI 
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model, i.e. fine-granularity-CFI mode. Section 4 puts 
forward a pilot project finished in the fine-granularity- 
CFI mode. Section 5 concludes the paper and presents the 
future work. 

2. CFI Overview 
2.1 The Concept of CFI 
CFI is a new kind of development style that is different 
from traditional software development within an organi-
zation. Under the CFI mode, usually the owner of a cer-
tain software development project will publish some 
tasks on their website, or a specific platform, to call for 
implementation. The task here means a piece of work 
with a reasonable granularity such as a java class, a 
component, or a JSP page that can be implemented by a 
single developer. And usually a task is a package that is 
composed of different kinds of the artifacts. After finish-
ing the tasks the developers will submit them back to the 
owner. The project owner then continues the testing and 
integration work. After all the necessary work done, the 
whole system is built up. The conceptual model of CFI is 
depicted in Figure 1. 

Given this idea, we can tell the differences between 
CFI development and conventional development. In the 
normal software development lifecycle, there are the ba-
sic tasks such as requirement analysis, general design, 
detailed design, implementation, testing, and maintenance. 
Usually the process used in a certain software system 
development is one of the following models: Waterfall 
Model, Spiral model, RUP [10], etc. Whereas in the CFI 
model some extra work should be added to implement 
this new kind of development, namely, publish and sub-
mission. These two tasks can be added into certain phase 
of the process according to the policy of CFI. In the tradi-
tional process it is relatively easy to get feedbacks from 
different roles and the iterative process can be used. But 
in the CFI situation, it is hard to get any feedback and 
accordingly hard to take the iterative process. 

There are two basic modes for CFI process, coarse- 
granularity-CFI and fine-granularity-CFI mode, which 
can be seen in Figure 2 and 3. 
 

 
Figure 1. The conceptual model and process of a CFI project 

 

 

Figure 2. The coarse-granularity-CFI development process 

Figure 2 shows the coarse-granularity-CFI mode, in 
which the publisher, i.e., the project owner, just publishes 
the requirement to the open community while the devel-
oper will perform further tasks such as design, coding, 
and testing. In the coarse granularity mode, usually the 
project owner should firstly design the structure of the 
database and the architecture of the software and deter-
mine the technologies used in the project. The developers 
should work under these constraints in order to achieve a 
smoother integration among the individual tasks submit-
ted by the open community developers. For each task, the 
implementation includes the design, coding and unit test-
ing in this mode. 

Figure 3 shows the fine-granularity-CFI mode, in 
which the publisher will finish the designing work and 
publish the tasks which contain some part of the design 
artifacts. The implementation in this mode includes cod-
ing and partial unit testing. 

2.2 The Main Challenges of CFI 
As compared with the traditional software development 
process, there arise some challenges for the CFI devel-
opment process that the project owner should balance 
among them. The main objective of CFI is to leverage the 
development resources in the open community. When 
taking advantage of this potential resource, the project 
owner has to face some extra effort for testing, integra-
tion, and potential quality decline. So the following is-
sues should be taken into account in managing for CFI 
project. 
·Information concealment: When publishing the tasks 

to the public, all the information that is not related to a 
certain task should be concealed. Only the needed infor-
mation about the task itself will be published. 
·Granularity: Fine granularity means the number of 

tasks will be increased accompanied by the difficulty of 
integration test, while the coding task itself is easy to 
implement. On the other hand, relative coarse granularity 
means single task will be hard to implement while de-
creasing the difficulty of integration and testing. 
·Testing policy: Partitioning the whole project into 

parts creates another challenge: testing. And the main 
difficulty comes from the unit testing. Usually a class in a 
certain task may link with other class(es) in other task(s) 
and different tasks will be done by different people. So it 
is impossible for the classes in different tasks to run to-
gether until at the integration phase done by the project 
owner. The developer can write the unit test cases but it 
is hard to run them. 

 

 

Figure 3. The fine-granularity-CFI mode development process 
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·Integration: The codes are from different developers 
and those developers are usually not available in the in-
tegration phase. So how to ensure the code quality is an-
other big challenge, which the project owner and the core 
team have to face the challenge. 

3. The Partition Methods for CFI Project 
There are two CFI modes according to the granularity of 
tasks. Currently we are studying the fine-granularity-CFI 
mode and the corresponding partition method and rules 
for CFI development. Also some pilot projects have been 
done to verify the ideas of CFI. The study for the coarse 
granularity mode remains to be study. 

For the fine-granularity-mode, the project owner 
should firstly finish the detailed design and then partition 
the artifacts into small pieces of tasks that will be imple-
mented by different people. Suppose the designing work 
is as usual. To publish the tasks on the platform in this 
mode, we start from the design document, and focus 
mainly on the class diagram, which provides the founda-
tion for further partitioning of the whole project. With the 
relationships among classes the big picture of the project 
can be obtained. To assure that all the development tasks 
can be included into the big picture and ready for further 
partition, the GUIs of the project, e.g. JSPs, should be 
included into the big picture, which is actually an ex-
tended class diagram. 

The question now is how to partition the big picture, 
i.e. the extended class diagram, into tasks. For this pur-
pose, some rules can be introduced to help the partition. 
Next we will use an example to describe the methods. 
Figure 4 shows a very simple big picture with the Java 
Script Pages (JSPs) included as classes. This class dia-
gram follows the common Model-View-Control archi-
tecture. The nodes in the figure are classes or JSPs and 
the arcs indicate the relationship among the nodes. There 

 

 
Figure 4. The extend class diagram for CFI partition 

are four kinds of nodes, namely, JSP, Action, Business 
Service, and Data Access Object (DAO). JSP stands for 
the GUI. Action stands for the Action Servlet in the 
Struts framework. Business Service represents the classes 
that fulfill the real business processes and functions. And 
DAO is the class for accessing the database. Each node 
gets a flag that indicates its type, e.g. JSP, ACTION, 
SERVICE, or DAO. 

To split the whole picture into parts, namely tasks, 
some rules will be followed at the beginning of the parti-
tioning process by the project manager or the architect. 
There exist some basic rules: 
·A node (with certain type defined) can be placed into 

one task with the node(s) (with another type defined) 
linking to it. 
·A node (with certain type defined), although having 

relations with others nodes, can be partitioned into one 
task. 
·For the isolated nodes that have no arcs linked with 

any other nodes will be naturally in a task. 
·A node can be placed into ONLY ONE task. 
Besides these rules, when in actual situations, some 

other rules can be introduced when needed. 
For the class diagram in figure 4, let’s define the fol-

lowing rules: 
1) The nodes with type JSP and nodes with type AC-

TION that are linked together will be grouped into one 
group. 

2) The node with type SERVICE or DAO forms one 
single group. 
Conforming to these rules, the class diagram can be 
grouped into thirteen groups, i.e. tasks. They are: 
 

(P1, A1), (P2, A2, A3), (P3), (P4, A4, A5) 
(S1), (S2), (S3), (S4) 
(D1), (D2), (D3), (D4), (D5) 

 
Because both A2 and A3 are linked with P2, they are 

in the same group. Although A3 is linked with P3, P3 
itself forms a group because A3 is already in another 
group. Once all the groups are determined, they are ready 
to be published to the open community as tasks. 

Before publishing these tasks to the open community 
to call for implementation, there is still some extra work 
that should be done. For example, usually the database 
design, some common interfaces and classes, the Cas-
cading Style Sheets (CSS) of JSPs and other necessary 
building blocks need to be delivered to the open commu-
nity developers. 

4. A Pilot Project 
To verify this new development mode, we started a pilot 
project using the CFI methods. The project is to develop 
an online store application system, using the fine-granu-
larity-CFI mode. There are seven modules in this appli-
cation system and we select on of the simple modules as 
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the example to explain the CFI mode. Before this pilot 
project, a platform supporting CFI development was al-
ready developed by another team at Peking University 
under Professor Yu Lian [11]. The platform provides the 
necessary functions for the CFI development such as task 
publishing, payment, project management and so on. We 
use this platform to partition the tasks, to publish and 
receive the finished tasks, and to monitor the project. 

4.1 The Online Store Project Overview 
There are two teams involved in this project, one core 
team and one development team. The core team works on 
requirement analysis, detailed design, partitioning, pub-
lishing tasks, integration, and testing, while the develop-
ment team works on coding and unit testing. There are 
eight persons in the core team: two teachers act as project 
managers, one senior graduate student as the architect 
and five junior graduate students as designers. A total of 
45 students are in the development team that works on 
coding and unit testing. The 45 students here simulate the 
open community developers. Currently the integration is 
finished and next work is to test the system. 

The time table is as follows: 
·Oct. 15-Nov. 15, Requirement Collection, 
·Nov. 19-Dec. 10, Detailed Design, 
·Dec. 11-Dec. 12, Partition and Publishing, 
·Dec. 13-Dec. 21, Coding and Unit Testing, 
·Dec. 24-Dec. 29, Integration 
·Feb. 18-.Mar. 30, Testing 

There are seven modules in this online store applica-
tion system, i.e. Customer Management, Shopping Cart, 

Sales, Procurement, Inventory Management, Consign-
ment, and System Management. The system adopts the 
Model-View-Controller architecture and is developed in 
Java. The development toolkit is Rational Software Ar-
chitect, Rational Application Developer 6.0 and the 
server is WebSphere Application Server 6.0. The main 
technologies are Struts, Hibernate, Spring, JUnit, etc. 

4.2 An Example for Partition 
Let’s take the procurement module as an example to 
demonstrate the partitioning process in CFI. Procurement 
module is a simple module that is responsible for the 
procurement of the merchandise to be sold on the online 
store. This module follows a standard procurement proc-
ess, including creating a purchase requisition, examining 
and approves a purchase requisition, creating a purchase 
order, examining and approving a purchase order, getting 
manifest, and warehousing. The class diagram is shown 
in Figure 5. There are thirteen JSPs, seven Actions, three 
business services and three DAO class in the extended 
class diagram. 
 
Rules used 
There are four rules used in this pilot project. 

1) Every business service will be in a single group 
2) Every DAO class will be in a single group 
3) A JSP and its linked Actions will be grouped to-

gether. 
4) If one action class has more than one linked JSPs 

then this action class will be grouped with one of the 
JSPs randomly. 

 

 

Figure 5. The extended class diagram for procurement module   
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The partition result 
According to the rules the procurement module was di-
vided into 16 groups, i.e. 16 tasks, see table 1. The three 
business services are grouped as single tasks according to 
rule No. 1, see task No. 14, 15, and 16. All the other JSPs 
and Actions are divided into the other 13 groups. 

From Figure 5 we can see that ArrivalOrderAdd_ Ac-
tion links with both ArrivalOrderAdd.JSP and Arri-
valOrderItemAdd.JSP. According to rule No. 4, they are 
placed in group 12 and 13 respectively. 

The DAOs in Figure 5 can be generated automatically 
by the Hibernate tool so they are not included in the tasks. 
That means they are finished by the core team. Also there 
still some other classes those were not included in the 
tasks and hence not published to the open community. 

Before publishing the tasks on the platform, two extra 
efforts should be made. One is to package the right parts 
of design document with the tasks, which will help the 
developers to understand the design. Another is to build 
up the project framework and the some components, such 
as DAOs mentioned above, will be provided in the de-
velopment toolkit, i.e. Rational Application Developer. 
The components in the project include the package and 
class name, the jar files that are imported into the project, 
some common interfaces and tools, and so on. This 
would provide all the developers the same working envi-
ronment. 

Additionally, the database design should be finished by 
the core team before the publishing or at least before the 
integration phase. 

4.3 Analysis of the Practice 
Compared with the traditional software development 
process, the CFI mode does have following different 
characteristics. 
 
Integration 
The integration is done by the core team. Before publish-
ing the tasks the framework of the project is already built 
so the integration is relatively easy. Integration is simply 
put all the code on the right place, i.e. right package and 
right directories. The code may be finished by the open 
community developers or by the core team members. 
 

Table 1. The partition result 

1 Purchase 
0rderAppmve JSP 9 

Request 0rderModify JSP
Request 0rder 

Modify_Action 

2 Request 0rderModify JSP Re-
quest OmderModify_ Action 10 Request 0rdzer List JSP 

3 Purchase 0rderList JSP 11 Purchase 0rderSearch JSP 
Purchase 0rderList_ Action

4 Request 0rderSearch JSP Re-
quest 0rderList_Action 12 Arriwal 0rderItmAdd JSP 

5 SupplierAssign JSP 13 Arriva0rderAdd JSP 
Arrival0rderAdd_Action 

6 Request0rderAdd JSP 14 Reques0rder_Service 

7 Reques0rderAppnove JSP 15 Purchase0rder_Service 

8 Purchase0rderAdd.JSP 
Purchase0rderAdd_Action 16 Arrival0rder_Service 

The configuration file used in the project, namely 
Spring and Hibernate configuration files, shall not be 
open to all the developers for the purpose of information 
concealment. But usually there exist one configuration 
file for the whole project. In this project we cut the file 
into pieces according to different tasks’ needs. This 
raised the extra work for cutting the file and reuniting the 
pieces into one integrated file. 
 
Testing 
The developers have finished the coding and, accordingly, 
have written the test cases for unit test using JUnit meth-
ods. But mostly unit test cases cannot run until the inte-
gration is finished because every single developer can 
only get a task, which may have to call other interfaces 
that will be implemented by other developers. Although 
they can use surrogate(s) to help finish the testing, it must 
be retested after integration. The core team will continue 
to complete the test wok. During this period, it will be 
lucky if we can find the developers to correct any errors, 
which we suppose won’t do it because they have been 
already paid. Even if we are lucky, we can find the right 
persons, it is still hard to correct some errors which have 
relationships with other modules. 
 
Code quality 
Usually the code style is hard to control. The project 
owner may define the code style for the project. But it is 
hard to ensure all the open community developers abide 
by it well. Because the unit test can not be complete be-
fore the integration it is also difficult to ensure the quality  
of the code. 

The code quality is deeply depended on the skill and 
experience of the programmer. This is a risk for the suc-
cess of the project. 

Surely the quality of the design document will impact 
the quality the code. And the partitioning work adds extra 
difficulty to the design documents. 

5. Conclusions 
This paper analyzes the basic ideas of Call for Imple-
mentation, which can help an enterprise to leverage the 
resources in the open community. The basic methods for 
CFI are introduced. Especially the partition method for 
dividing the class diagram into tasks is introduced. Based 
on this new idea and corresponding methods, a pilot pro-
ject has been developed in the so called fine- granular-
ity-CFI mode aiming to verify the methods. 

From the pilot project we have found some interesting 
points that differentiate CFI from traditional software 
development. Some extra work is needed for the CFI 
development such as partitioning the design work, pub-
lishing the tasks, integrating the artifacts, and preparing 
the project framework. 

1) In CFI mode, the coding work is finished by the 
open community programmers while the unit test will be 
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done by the core team. And there arise the potential risk 
of lowered quality and even more workload for correct-
ing the errors. 

2) Iterative development is regarded as a useful proc-
ess. But in CFI mode it is hard to send any feedback to 
the developers. So it is hard to use this kind of process. 

3) In CFI mode every task is a group of classes that 
may have some natural relationships with other task(s). 
So the information of the project is hard to be concealed. 
The developers must know the interfaces that this task 
calls. If someone purposely collects all the tasks in some 
way then he will discover the functions, interfaces, and 
even the architecture of the project. 

4) Based on the previous practice we find two useful 
principles for partitioning, which we believe can im-
prove the quality of the code. One is that the nodes in 
the extended class diagram that fall into one use case 
will be divided into one task. In this way the whole 
business process of a certain function will be encapsu-
late into one task so it will be done by one single pro-
grammer. This eliminates the communication among 
different programmers and hence improves the quality 
of the code. The other is that the controller classes in 
terms of Model- View-Control, namely the main proc-
ess, shall be assigned to the core team. This will help 
conceal the business process and also improve the qual-
ity of the code. 

Still some issues are not covered in this pilot project 
such as the information concealment and quality assur-
ance, which need further study and practice. Or you can 

 

find some valuable information and analysis in paper [9]. 
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ABSTRACT 
Three-tier knowledge management system based on .NET architecture is designed according to requirement specifica-
tion, characteristics of and relationship between enterprise electronic archives and knowledge management. This sys-
tem using three-tier design based on factory pattern has good encapsulation and portability, with clearer and more 
concise structure. It degrades the costs of system development and maintenance and upgrades system’s high reusability 
and development efficiency. 
 
Keywords: Knowledge Management, .NET, Three-Tier Architecture, Design Based on Factory Pattern 

1. Introduction 

With the advent of the era of knowledge economy and 
increasing competition among enterprises, more and 
more enterprises are aware of the importance of the 
knowledge management to their development [1]. How to 
refine business knowledge in complex external and in-
ternal information, to effectively manage the acquisition, 
production and proliferation process of all kinds of enter-
prise knowledge, and to enhance knowledge-based capa-
bilities, is the key to business survival. Broadly speaking, 
knowledge management is a positive approach to manage 
and optimize the enterprise’s knowledge resources [2]. 
The goal of knowledge management is to pass on the 
most appropriate knowledge to the most appropriate per-
son at the most appropriate time. It can give managers 
great support to make the best decisions [3]. At present, 
domestic researches on the enterprise knowledge man-
agement focus more on the theoretics than the practice 
[4]. Therefore, it is of great practical significance to de-
sign a set of easy-to-use and easy-to-promote knowledge 
management system, making use of the existing and 
somewhat general information technology, for promoting 
knowledge management in its application and develop-
ment for the enterprise. 

This paper researches and analyzes knowledge man-
agement in-depth theoretically and practically, using Mi-
crosoft .NET technology platform, to design and develop 
knowledge management system solutions suitable for 
enterprise applications, in the hope of promoting the 
widespread and in-depth use of knowledge management 
in enterprise applications. 
 
2. Design for Three-Tier Knowledge Man-

agement System Based on .NET 

The architecture design for this system is shown in 
Figure 1. 

2.1 System Architecture Design 
This system uses .NET platform based B/S three-tier ar-
chitecture. B/S structure can lower the configuration re-
quirements for the client. Three-tier architecture is a new 
method of programming, divided into the presentation 
tier, the business logic tier and the data access tier [5]. An 
advantage of three-tier architecture is its separation of 
data and format, with which programs can be easily ex-
panded and modified to improve the coding reusability, 
once the business requirements are changed. 

The presentation tier, using ASP.NET dynamic Web 
pages/sites techniques, provides users with the interop-
erability of the Web access interface, improving the pre- 
compiled operating mechanism, enhancing the security 
and guaranteeing good performance for the system. 

The business logic tier contains almost all the proc-
essing functions of system business logic, which is a 
bridge between the data access tier and the presenta-
tion tier. Thus, the robustness, flexibility, reusability, 
scalability and maintainability of the software system, 
to a large extent, depend on the design of business 
logic tier [5]. In this paper, the business logic tier 
based on .NET platform encapsulates components such 
as the approval flow, business entities, statistical 
analysis, etc. 

The data access tier offers centralized visits to the da-
tabase to ensure good encapsulation and maintainability [6]. 
The business logic tier interacts with the database 
through the data access tier to avoid directly relying on 
the database. The data access tier, synthesizing the factory 



Three-Tier Knowledge Management System Based on .NET                              41 

Copyright © 2009 SciRes                                                                                 JSEA 

 

 
Figure 1. Architecture of knowledge management system 

 

 
Figure 2. Data access tier based on factory pattern 

 
design pattern and the reflex mechanism on .NET plat-
form, makes itself more flexible, as shown in Figure 2. It 
really fulfills the characteristic that the data tier is unre-
lated to the upper tiers. That is, whatever data storage is 
using, MS SQL Server database, Oracle or XML docu-
ments, as long as the data is accessed through a certain 
interface, there is no need to revise other upper tiers and 
to recompile the whole system. 

2.2 System Function Design 
Overall flow of three-tier knowledge management system 
based on .NET is as shown in Figure 3. Four main func-
tional modules are briefly illustrated as follows. 

1) Document management: It mainly includes two func-
tions of the basic information management and appended 
documents management, which requires business personnel 

of all departments to upload internally- generated docu-
ments into the knowledge management system in time. 

2) Archives management: It includes four sub-modules 
of archiving management, expiration identification, de-
partmental archives management and corporate archives 
management. 

·Archiving management includes three functions of 
archiving application, archiving processing and ar-
chiving approval. 

·Expiration identification includes three functions of 
expiration reminding, documents destruction and 
documents postponement. 

·Departmental archives management module is to 
display, using views, the archiving application in-
formation to be processed by the departmental 
knowledge administrators and the archives informa-
tion submitted to the corporate knowledge adminis-
trators for approval, including two schedule views of 
above-mentioned information. Departmental admin-
istrators have access to viewing. 

·Corporate archives management is to display, mainly 
using views, the archives information required to be 
approved by the corporate knowledge administrators 
and the archives information already approved by them. 
Corporate administrators have access to viewing. 
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Figure 3. Overall flow of knowledge management system 

 
3) Full-text retrieval: It mainly provides two func-

tions of fuzzy retrieval and advanced retrieval. For both 
search modes, we have to consider the searchers’ ac-
cess to files. Files, to which searchers have no access, 
should not be included in the search results. Advanced 
retrieval function is to rapidly integrate related infor-
mation scattered in various heterogeneous systems and 
then present it to users, according to the meanings of 
domain knowledge possessed by the information re-
sources. The implementation of this search function is 
based on Conceptual Set C and Attribute Set A in the 
ontology =(N,F,C,A,R,R), accurate relationship be-
tween them and comprehensive setup of the ontology 
[7]. 

4) System management: It is mainly composed of five 
sub-modules such as classified catalog management, file 
storage settings, access management, log management, 
and full-text retrieval management. 
 

3. System Implementation 
 

As for three-tier architecture based system, there are three 
main assemblies-KMS. Web. dll for the presentation tier, 
KMS. BLL. dll for the business logic tier, and KMS. 
DAL. dll for the data access tier. And else there are three 
assisted assemblies-entity class KMS. Model. dll, public 
class KMS. Utility. dll, and class factory KMS. DAFactory. 
dll [8]. 

In order to implement real separation of data tier and 
other upper tiers, class factory design pattern and reflex 
mechanism design are integrated to fulfill the data access 
tier [8]. Using factory pattern + reflex mechanism + cach-
ing mechanism, dynamic creating different object inter-
faces to data tier is implemented. 

1) Define an interface and a basic method used to ac-
cess users’ information [9]. 

 

namespace KMS.IDAL 
{ 

           public interface IKMAdmin 

           { 
            /// add new data 
           void Add(Maticsoft.Model.KMAdmin model); 
           } 

} 
 

IDAL interface project is only a statement of a series 
of methods, while specific implementation details will be 
accomplished by data access project. 

2) Compile corresponding data access project for Sql 
database 
 

namespace KMS.SQLServerDAL 
{ 

          public class KMAdmin : IKMAdmin 
          { 
            public KMAdmin() 
            { } 
            /// add new data 
            public void Add(KMS.Model.KMAdmin model) 
            { 
               // ellipsis 
            } 
          } 

} 
 

Data access project SQLServerDAL fulfills “add”, 
“modify” and “delete” functions for records in connec-
tion with the Sql database. 

3) Create a class factory “DALFactory” to identify 
which database users choose when they are building ap-
plications. 

DALFactory read the database identification information 
from the system configuration file “web.config” to provide 
users with a unified interface, making users worry less 
about it. 

When the Sql database is used, information identifiers in 
configuration files are as follows: 

<add key = "DAL" value = "KMS.SQLServerDAL"> 
DALFactory project will select the corresponding data-

base according to the database identification information.    
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private static readonly string AssemblyPath = ConfigurationManager.AppSettings["DAL"]; 

         /// <summary> 
         /// create an object or obtain from cache memory 
         /// </summary> 
         public static object CreateObject(string AssemblyPath, string ClassNamespace) 
         { 
             object objType = DataCache.GetCache(ClassNamespace);// read from cache memory 
             if (objType == null) 
             { 
                 try 
                 { 
                     objType = Assembly.Load(AssemblyPath).CreateInstance(ClassNamespace);// generate reflection 
                     DataCache.SetCache(ClassNamespace, objType);// write cache memory 
                 } 
                 catch 
                 { } 
              } 
              return objType; 
         } 
         /// <summary> 
         /// create data access interface of KMAdmin 
         /// </summary> 
         public static KMS.IDAL.IKMAdmin CreateKMAdmin() 
         { 
             string ClassNamespace = AssemblyPath + ". KMAdmin"; 
             object objType = CreateObject(AssemblyPath, ClassNamespace); 
             return (Maticsoft.IDAL.IKMAdmin)objType; 
   } 
 

The system encapsulates the processing of the lower 
tiers into the project and provides interfaces to the logic 
tier, so that it can be directly called. 

4) Examples for calling interface of the logic tier. 
 

namespace KMS.BLL 
{ 

    public class KMAdmin 
      { 
       private readonly IKMAdmin dal = DataAccess.CreateKMAdmin(); 
       public KMAdmin() 
          { } 
          /// add new data 
          public void Add(KMS.Model.KMAdmin model) 
          { 
          dal.Add(model); 
          } 
       } 

} 
 
In this way, the encapsulation and universality are ful-

filled well. 

4. Conclusions 

Three-tier knowledge management system using .NET 
architecture design has good reusability, encapsulation 
and scalability. Compiled programs are of high security 
and efficiency. Separation of interface and programs 
makes the structure clear, which is easy to maintain. 
Through the design for every module in the knowledge 
management system, giving support to current archives 
management work is fulfilled. It combines archives 

management with knowledge management to promote 
internal knowledge sharing. 
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ABSTRACT 

Network RTK (Real-Time Kinematic) is a technology that is based on GPS (Global Positioning System) or more gener-
ally on GNSS (Global Navigation Satellite System) measurements to achieve centimeter-level accuracy positioning in 
real-time. Reference station placement is an important problem in the design and deployment of network RTK systems 
as it directly affects the quality of the positioning service and the cost of the network RTK systems. This paper identifies 
a new reference station placement for network RTK, namely QoS-aware regional network RTK reference station 
placement problem, and proposes an algorithm for the new reference station placement problem. The algorithm can 
always produce a reference station placement solution that completely covers the region of network RTK. 

Keywords: Reference Station, Placement, Regional Network RTK, QoS 

1. Introduction 

Network RTK (Real-Time Kinematic) is a technology 
that is based on GPS (Global Positioning System) or 
more generally on GNSS (Global Navigation Satellite 
System) measurements to achieve centimeter-level accu-
racy positioning in real-time. It involves a network of 
reference stations that are used to take and transmit their 
raw GPS or GNSS measurements [1,2,3,4]. 

The success of network RTK in recent years has re-
sulted in the establishment of network RTK positioning 
services to anyone who is willing to pay for them. In 
order to provide network RTK services to an area, such 
as a state or a country, many reference stations must be 
set up and maintained. However, setting-up and main-
taining reference stations is costly, typically tens of 
thousands of Australian dollars each with annual op-
erational cost of approximately 10% of the reference 
station cost. Therefore, it is desirable to minimize the 
total number of reference stations without compromis-
ing the QoS of network RTK. However, the reference 
station placement problem has not drawn enough atten-
tion from the community, and little research has been 
done. 

In our preliminary research, we have identified a sig-
nificant reference station placement problem, namely 
location-oriented reference station placement problem, 
and proposed an effective and efficient algorithm for the 
reference station placement problem [5]. That reference 
station placement problem is described as: Given a set of 
potential locations where reference stations can be set up 
and the locations of the users, select reference station 
locations among the potential reference station locations 

such that the total number of reference stations is mini-
mum subject to a constraint, that is, the maximal distance 
between any user to the closest reference station does not 
exceed a parameter maxD . This maximum distance con-

straint must be satisfied in order to guarantee the accu-
racy of the positioning services. 

Recently, we identified and proposed an algorithm for 
an area-oriented reference station placement problem for 
network RTK [6]. Given a service area that a network 
RTK needs to cover, the area-oriented reference station 
placement problem strives to find a reference placement 
such that the service area is completely covered by the 
reference stations. The major deficiency of the algorithm 
is that it cannot provide a reference placement solution 
that can guarantee to provide QoS because the algorithm 
cannot guarantee to generate a reference station place-
ment solution that completely covers the service area 
although in most cases it does. As a result, those users 
who are located in an area where is not covered by the 
reference stations may not receive quality positioning 
service. 

In this paper we propose a new reference station 
placement problem, namely, QoS-aware regional network 
RTK reference station problem, and extend the area-ori-
ented reference station placement problem to guarantee to 
generate a reference station placement solution that cov-
ers the whole service area. The proposed algorithm has 
been implemented and tested by simulation. Experimen-
tal results show that the algorithm is efficient and effec-
tive. 
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The remaining paper is organized as follows. Section 2 
formulates the QoS-aware regional network RTK refer-
ence station placement problem. Section 3 discusses re-
lated work. Section 4 presents our approach to the new 
reference station placement problem in detail. The simu-
lation results are presented in Section 5. Finally we con-
clude the proposed approach in Section 6. 

2. Problem Formulation 
Given an area and the maximal distance constraint from 
any user to its closest reference station, the QoS-aware 
regional network RTK reference station placement prob-
lem is to find locations on the area such that all the users 
at any location within the area can receive real-time cen-
timeter accuracy positioning services. 

In order to guarantee a user can get the real-time cen-
timeter accuracy positioning services, it must be guaran-
teed that the maximum distance between the user to its 
closest reference station is less than or equals to the 
maximum distance constraint. Because the user can be 
distributed at any position on the area, the maximum dis-
tance constraint implies that the maximum distance be-
tween any position in the area and its closest reference 
station must not exceed the maximum distance constraint. 
Thus, the QoS-aware network RTK reference station 
placement is formulated as: 

Given an area A and the maximal distance constraint 
Dmax, find a set of reference stations { }nrrrR ,,, 21 …=  

such that R  is minimum, subject to 

Ayxp pp ∈=∀ ),( , ( ) Ryxr iii ∈=∃ , , where, and 

maxrprp D)yy()xx( ≤−+− 22 . The constraint guar-

antees that the QoS, or the accuracy of positioning ser-
vices, is satisfied. 

3. Related Work 

In our preliminary research on network RTK, we have 
identified a so-called location-oriented reference station 
placement problem. The location-oriented reference sta-
tion placement problem is stated as below: 

Given a set of reference station candidates 
{ }nrrrR ,,, 21 …= , a set of users { }m21 ,,, uuuU …= , and 

the maximal distance between any user and its closest refer-
ence station maxD , the location-oriented reference stations 

placement problem is to find RR ⊆0 , such that 0R  is 

minimal, subject to U)y,x(u iii ∈=∀ , ( ) Ryxr jjj ∈=∃ ,  and 

max
22 )()( Dyyxx jiji ≤−+− , where mi ≤≤1  and 

nj ≤≤1 . 

The location-oriented reference stations placement 
problem can be represented in a so-called graph 

),( EVG = , where RUV U= . An edge ( ) Evv ∈21, , if 

and only if ( ) Uyxv ∈= 111 , , ( ) Ryxv ∈= 222 , , and 

maxD)yy()xx( ≤−+− 2
21

2
21 , where ( )11, yx  and 

( )22, yx  represent the location of v1 and the location of 

2v , respectively. Therefore, the location-oriented refer-

ence station placement problem can be transformed into 
the following graph-theoretic problem: 

Given a RTK graph ( )EVG ,= , where RUV U= , 

find RR ⊆0 , such as that 0VV = , where 

( ){ }00 &, RrEvrvV ∈∈= . 

A RTK graph can be represented by an m×n adja-
cency matrix nmijaA ×= ][ , where 
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=
otherwise
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  For example, for the RTK graph shown in Figure 1. 
The adjacent matrix 
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The location-oriented reference stations placement 
problem is a constrained version of the problem of find-
ing a minimum dominating set of an arbitrary graph, 
which is an NP-hard [7]. 

It is conjectured that this reference stations placement 
problem is also NP-hard. Thus, we proposed a heuristic 
algorithm in [5]. 

The heuristic algorithm starts with an initial refer-
ence station placement that uses all the reference sta-
tion candidates. Then, the number of reference station 
candidates is gradually reduced by iteratively removing 
redundant reference stations. A reference station is re-
dundant if all the users that can be covered by the ref-
erence station can also be covered by other reference 
stations. A user is said to be covered by a reference 
station if the distance between the user and the refer-
ence station does not exceed maxD . A redundant refer-

ence station ir  can be identified in the matrix repre-

sentation by checking if there is a second non-zero en-

try in the thj  column of the matrix. Algorithm III is 

the high-level description of the location-oriented ref-
erence station placement algorithm. 

 

 

Figure 1. A RTK graph 
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Algorithm 1: Location-oriented placement algorithm 
Require: Locations of reference station candidates, loca-
tions of users and the maximal distance allowed between 
a user and its reference station maxD  

Ensure: Return the location of reference stations 
generate its RTK graph ( )EVG ,= ; 

for each reference station candidate Rr ∈  do 
if r is redundant then 

remove it from R; 
remove its associated edges from E; 

end if 
end for 
Output the location of the reference station candi-
dates left in R. 
 

It has been proved in [5] that the computational com-
plexity of the algorithm is ( )mnO ∗3 , where m is the 
number of reference station candidates and n represents 
the number of users. Details about the algorithm analysis 
can be found in [5]. 

4. Approach 

The QoS-aware network RTK reference station place-
ment problem is a continuous optimization problem and 
it is difficult to be tackled directly. Thus, we transform 
the QoS-aware network RTK reference station placement 
problem into the location-oriented reference station 
placement problem discussed in the Related Work, and 
use the location-oriented reference station placement al-
gorithm to tackle the QoS-aware network RTK reference 
station placement problem. 

In the following, we will discuss how to transform the 
QoS-aware network RTK reference station placement 
problem into the location-oriented reference station 
placement problem. Then, we will present an algorithm 
for the QoS-aware network RTK reference station 
placement problem, and then we analyses the optimality 
and efficiency of the new algorithm. 

4.1 Transformation 

The QoS-aware network RTK reference station place-
ment problem is a continuous optimization problem, 
where the locations of reference stations are on a con-
tinuous two-dimensional region. Thus, it is difficult to be 
handled directly as its search space is infinite. However, 
the continuous optimization problem can be transformed 
into the location-oriented reference station placement 
problem using the following procedure. 

First of all, a two-dimensional grid graph is generated to 
completely cover the whole region of the network RTK A. 
This idea is illustrated in Figure 2. In the figure, the filled 
enclosed area represents the network RTK service area A. 

Then, we select those grid nodes on or outside the 
boundary such that the area of the polygon formed by con-
necting those grid nodes is minimal, but can completely 
cover the network RTK service area A. Figure 3 shows 
such a polygon based on the grid graph shown in Figure 2. 

 

Figure 2. A grid graph that completelly covers the network 
RTK service area A 

 

 
Figure 3. A minimal polygon that completelly covers the 
network RTK service area A 

And then, we create a sub-graph of the grid graph by 
selecting all the grid nodes and arcs enclosed by the 
polygon. Figure 4 shows the sub-graph generated from 
the grid graph and the polygon shown in Figure 3. 

In order to make use of the location-oriented reference 
station placement algorithm discussed in the Related 
Work section, we need to create dummy users and initial 
reference stations (reference station candidates). The se-
lection of users and initial reference stations is very im-
portant because if they are not well chosen, then the loca-
tion-oriented reference station placement algorithm may 
not produce a solution that can completely cover the 
whole service area of the regional network RTK. Thus, in 
the following, we will introduce rules for selecting 
dummy users and initial reference stations. We will prove 
that by selecting dummy users and initial reference sta-
tions it is guaranteed that the algorithm can always pro-
duce a solution that can completely cover the given ser-
vice area of the regional network RTK. 

Given a grid graph ( )EVG ,= , all the nodes whose 

degree is greater than one are selected as reference sta-
tions and on each edge we create three dummy users: one 
at each end of the edge and one at the middle of the edge. 
The rules for selecting initial reference stations and the 
rules for selecting dummy users are illustrated in Figure 5 
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and Figure 6, respectively. It will be proven in the paper 
that by selecting reference station candidates and user 
positions using the above rules, our algorithm can always 
produce a reference placement solution that can 100% 
covers the given service area A. 

Using the rules, we can create a set of initial reference 
stations { }nrrrR ,,, 21 …=  and a set of users 

{ }m21 u,,u,uU …= , and have transformed the QoS-aware 

regional network RTK reference station problem into the 
location-oriented reference station placement problem. 

4.2 Algorithm Description 

Once we have transformed the QoS-aware regional net-
work RTK reference station placement problem into the 
location-oriented reference station placement problem, 
we can make use of the ideas of the location-oriented 
reference station placement algorithm presented in the 
Related Work section to tackle the QoS-aware regional 
network RTK reference station placement problem. Al-
gorithm 2 gives a high-level description of the algorithm 
for the QoS-aware regional network RTK reference sta-
tion placement problem. 
 
Algorithm 2: QoS-aware regional network RTK place-
ment station placement algorithm 
 

 

Figure 4. The subgraph enclosed by the minimal polygon 
 

 

Figure 5. Initial reference stations selection rule 

 

 

Figure 6. Dummy users selection rule 

Require: Network RTK service area A and the maximal 
distance allowed between a user and its reference station 

maxD . 

Ensure: Return the location of reference stations 
generate a grid graph of grid size g; 
generate the minimal polygon covering the network 
RTK service area A; 
generate the sub-graph enclosed by the minimal 
polygon; 
use the rules to create reference station candidate set 
R and user set U; 
generate its RTK graph ( )ERUG ,U= ; 

for each reference station candidate Rr ∈  do 
if  r is redundant then 

remove it from R; 
remove its associated edges from E; 

end if 
end for 
Output the location of the reference station candi-
dates left in R. 

4.3 Algorithm Analysis 

This subsection provides theoretic analysis of the algo-
rithm for the QoS-aware regional network RTK reference 
station placement problem presented in the previous sub-
section. 

Lemma 1: Algorithm 2 always produces a reference 
placement station placement solution in which every 
generated user is covered by at least one of the reference 
stations. 

Proof: Algorithm 2 starts with generating a set of users 
and a set of reference stations, and then iteratively re-
duces redundant reference stations. It can be guaranteed 
by the rules for identifying users and initial reference 
stations that every generated user can be covered by at 
least reference station initially, and that during the itera-
tive process of reducing redundant reference stations only 
redundant reference stations are removed, which means 
all the users that is covered by a removed redundant ref-
erence station can also be covered by another reference 
station. Thus, after removing all the redundant reference 
stations, every generated user is covered by at least one 
of the reference stations. 

Theorem 1: Given an area A and the maximum dis-
tance constraint maxD . algorithm 2 always produces a 

reference station placement solution that completely cov-
ers A. 

Proof: The given area A is enclosed by a polygon. If 
we can prove that the polygon is completely covered by 
the reference station placement solution produced by Al-
gorithm 2, then we have proved that the given area A is 
completely covered by the solution. In addition, it has 
been proved in Lemma 1 that Algorithm 2 can always 
produce a solution that covers all the dummy users. Thus, 
all we need to prove in the following is that when all the 
dummy users are covered, the polygon is 100% covered. 
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The area of the enclosing polygon is composed of two 
basic types of two-dimensional areas, squares and isos-
celes right triangles. For each of the squares as shown in 
Figure 7, it will be completely covered by the solution 
because in order to cover all the eight user position on the 
square as shown in Figure 6 at least two diagonal ref-
erence station candidates must be selected. When any 
two of the diagonal candidates on a square are selected, 
the whole area of the square will be covered. Note that 
the coverage of the reference station is always the length 
of the square. Thus, it can be concluded that all the 
square areas will be covered by the solution. Figure 7 
illustrates the idea. In the figure, two diagonal candidates 
A and C are selected. The shadow circles display the 
coverage of the reference stations at candidate A and 
candidate C. 

For each of the isosceles right triangles as shown in 
Figure 8, it will also be completely covered by the solu-
tion because according to the reference station candidate 
and user selection rules, the only possibility to cover all 
the three users on the line from A to B is to select the 
reference station candidate at position A, and when that 
reference candidate is selected, the isosceles right triangle 
ABC will be completely covered by the reference station. 
This is illustrated in Figure 8. 

The quality of solutions obtained by the algorithm and 
the computation time of the algorithm are both dependent 

 

 

Figure 7. The square case 

 

 

Figure 8. The isosceles right triangle case 

on the grid size g, which is an important parameter used 
by the algorithm. In the following section, we present our 
empirical study results on the impact of g on the optimal-
ity and performance of the algorithm. 

5. Experiment 

The proposed algorithm has been implemented in Mi-
crosoft Visual C#. In order to test the optimality and per-
formance of the algorithm, we used the implemented al-
gorithm to find a reference station placement solution for 
the network RTK area shown in Figure 2. The value of 

maxD . was fixed to 140km, but the values used for the 

gird size g varied from 10 to 140 with an increment of 10. 
All experiments were conducted on desktop computers 
with an Intel Core 2 Duo 6300 CPU (1.86GHz) and 2 GB 
of RAM. Table I records the experimental results. 

Figure 9 shows the trend of the quality of the solutions 
obtained by the algorithm when the grid size increases. It 
can be seen from the figure that the grid size used by the 
algorithm directly affects the quality of the solutions ob-
tained by the algorithm, and that the smaller the grid size 
the better solution the algorithm produces. For example, 
when the grid size is 20 the solution produced by the al-
gorithm needs only 23 reference stations. However, when 
the grid size increases to 140 the solution generated by 
the algorithm needs 34 reference stations. 

Figure 10 shows the trend of the computation time of 
the algorithm when the grid size increases. It can be seen 
from the figure that the computation time of the algo-
rithm decreases dramatically when the grid size increase. 
For example, when the grid size is 20 the computation 
time is 47.81 seconds. When the grid size increases to 
140 the computation time is only 0.02 seconds. 

The experimental results reveal that the smaller the 
grid size is, the better the quality of the solution is. How-
ever, the computation time increases very quickly when 
the grid size decreases. Figure 11 displays the result for 
the area-oriented station placement problem obtained by 
the implemented algorithm when the grid size g=20. In 
the figure, the small filled squares represent reference 
stations and the circles are the coverage of the corre-
sponding reference stations. 

 
Table 1. Experimental results on the impact of g on the 
optimality and computation time of the algorithm 

Grid Size 
(g) 

Reference Station 
Number 

Time 
(second) 

20 23 47.81 

40 26 2.32 

60 27 0.45 

80 28 0.15 

100 31 0.06 

120 33 0.03 

140 34 0.02 
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6. Conclusions 

This paper has identified a new network RTK reference 
station placement problem, namely QoS-aware regional 
network RTK reference station placement problem, and 
has proposed an effective algorithm for the problem. 

The basic idea behind the algorithm is to transform the 
QoS-aware regional network RTK reference station 
placement problem, which is basically a continuous area- 
oriented reference station placement problem, into an 
existing discrete location-oriented reference station 
placement problem and make use of the existing algo-
rithm for the location-oriented reference station place-
ment problem to solve the challenging area-oriented ref-
erence station placement problem. The transformation 
process and the algorithm for the QoS-aware regional 
network RTK reference station placement problem have 
been discussed in detail in this paper. 

The most challenging job in tackling the continuous 
area-oriented reference station placement problem is to 
guarantee the reference station placement solution can 
completely cover the region of the network RTK. It has 
been proved in this paper that our proposed algorithm can 
always produce a reference station placement solution 
that can 100% cover the service area of a regional net-
work RTK. 

 

 

Figure 9. The impact of grid size on the optimality of the 
algorithm 

 

 

Figure 10. The impact of grid size on the computation time 
of the algorithm 

 

Figure 11. An area-oriented reference station placement 
solution 

 
The grid size g is an important control parameter in the 

transformation as it affects the optimality and perform-
ance of the algorithm. Generally, the smaller g’s is, the 
better the solution is. However, when g’s value becomes 
small, the computation time increases dramatically. A 
potential solution to this problem is parallel implementa-
tions of the algorithm. 
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ABSTRACT 
In this paper, we analyze the survivability of Mobile Ad Hoc Network systemically and give a detailed description of the 
survivability issues related to the MANET. We begin our work with analyzing the requirements of survivability of ad 
hoc network, and then we classify the impacts that affect survivability into three categories: dynamic topology, faults 
and attacks. The impacts of these factors are analyzed individually. A simulation environment for the MANET towards 
survivability is designed and implemented as well. Experiments that under the requirements and the impacts we de-
clared are done based on this environment. 

Keywords: Ad hoc, Survivability, GTNeTS, Simulation 

1. Introduction 

A mobile ad-hoc network (MANET) is a kind of 
self-organized wireless network with a collection of mo-
bile hosts that is multi-hop instead of using any fixed 
infrastructure or centralized management [1,2,3]. There 
are a lot of potential applications of MANET in both ci-
vilian and military areas. For instance, it can be applied 
in disaster communications, used as the back-up network 
of traditional mobile communication networks and used 
to build tactical network, etc. With the characteristic of 
MANET like: dynamic topology, no infrastructure or 
trust institution and limited power resources, research on 
survivability of MANET is becoming an academic hot-
spot. 

The concept of survivability was first presented by 
Barnes in 1993. After that, Knight, K.Sullivan, R. J. Elli-
son and many research institutes have done lots of effort 
on issues of survivability. To be brief, survivability is the 
capability of a system to provide essential services under 
attacks, failures or accidents. At present, many researches 
of MANET survivability put emphasis on designing new 
survivable routing protocols for specific problems [4,5]. 
However, there is few integrated and systematic analysis 
in the MANET survivability area [6]. On the other hand, 
research institutions usually use simulation approaches 
for experimental verification on MANET. However, the 
existing MANET simulators are mainly constructed for 
the purpose of experimenting performance or protocol of 
MANET [7]. Attributions related to MANET survivabil-
ity are absent in the simulator structure. Additionally, 
threats like faults and attacks can not to be brought in to 

those simulators easily to verify MANET survivability 
issues. 

For the above reasons, this paper presents a systematic 
analysis of MANET towards survivability. It describes 
how various impacts affect the survivability of MANET 
in details. Meanwhile, a simulation environment is designed 
and implemented for MANET towards survivability, 
which incorporates not only the attributions related to 
MANET survivability but also fault events and attack 
events against MANET. Users can draw many kinds of 
scenarios of MANET to test survivability issues under 
this simulation environment. 

2. Analysis of Survivability of MANET 

2.1 Definition of Survivability 

Barnes presented the conception of “Survivability” for 
the first time in 1993, but until now, there is no all- 
acceptant definition of Survivability. The most influ-
encing definition is presented by a research group of 
CMU/SEI, who define survivability as the capability of 
a system to fulfill its mission in a timely manner, in the 
presence of attacks, failures, or accidents [8]. Many 
other researchers define survivability from different 
perspective: In the area of software engineering, 
Deutsch defined surviva- bility as the degree to which 
essential functions are still available even though some 
part of the system is down [9]. Ellison et al. introduced 
the following definition: survivability is the ability of a 
network computing system to provide essential services 
in the presence of attacks and failures, and recover full 
services in a timely manner [10]. Researchers like Moi-
tra [11], Jha [12], and Wilson [13] also defined the sur-
vivability similarly. 

This work was supported by three projects: the National 863 Project
-Research on high level description of network survivability model and
its validation simulation platform under Grant No.2007AA01Z407, The
Co-Funding Project of Beijing Municipal education Commission under
Grant No.JD100060630 and National Foundation Research Project. 
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The definitions above well describe the meaning of 
survivability in natural language, but attributions towards 
survivability are not embodied, especially those of the 
MANET. Compared with the descriptive definition, a 
formal description can give a more rigorous definition of 
survivability of MANET. 

2.2 Definition of Survivability of MANET 
After analyzing the definitions listed above, we find that 
the essence of survivability is the ability of providing 
essential system-wide service. Papers [6,14,15] presented 
that the essential service a mobile ad hoc network must 
provide is the communication service. That is to say, in 
the context of MANET, the essential service is primarily 
pivotal to a fundamental requirement: establishing a 
connection between any two nodes in an ad hoc network 
at any instant. So the survivability issue depends on how 
well an ad hoc network demands the requirement. On the 
other hand, the threads mobile ad hoc network must face 
to are as follows: 

1) Dynamic topology influence. Nodes in an MANET 
can move arbitrarily. Consequently, network topology 
may change rapidly and randomly. 

2) Faults that may happen in nodes and links. For in-
stance, a node can shutdown itself for certain reasons, 
and a link may be influenced by an obstacle. 

3) Every layer of ad hoc network architecture may be 
under attack. The Wormhole, Blackhole attacks aim at 
the network layer, jamming and eavesdropping attacks 
aim at the physical layer, and SYN flooding attacks aims 
at the transport layer, to name a few. 

With the above analysis we can define the survivability 
of a mobile ad hoc network as, the ability of establishing 
a communication service between any two nodes in the 
network at any instant under the impact of dynamic to-
pology, faults and attacks. 

2.3 Detailed Description of Survivability of MANET 
Based on the definition of survivability of MANET 
above, the system of MANET towards survivability is-
sues can be abstracted into three members: mobile ad hoc 
network, the impacts which can affect the survivability of 
the mobile ad hoc network, and the essential service that 
a mobile ad hoc network must provide. It can be de-
scribed as follows. Then, we will analyze them in detail 

SurvivalAdhoc={ADHOC,SERVICE,IMPACT}    (1) 

The mobile ad hoc network is composed of a number 
of nodes with certain attributions related to the surviv-
ability and directed links. We consider the node obtaining 
following attributions: IP address, location, radio range, 
state (transmit, receive, idle and down), power, protocol 
type and, mobility type. All these attributions are related 
to the survivability of MANET. It can also be described 
as follows: 

ADHOC::={NODE,LINK}             (2) 
NODE::={node1,node2,…noden}           (3) 

LINK::={<nodei,nodej>|nodei,nodej∈NODE}    (4) 
node=(ip,id,location,R,state,power, 
protocoltype,mobilitytype)                     (5) 
The essential service of a mobile ad hoc network is to 

establish a communication service between any two 
nodes in the network at any instant. The ad hoc network 
establishes a connection by two steps. First, connections 
between any two adjacent nodes are provided by the link 
layer and physical layer, and then such connections are 
extended by the network layer form one-hop to multi- 
hops. That is to say: for an ad hoc network with N nodes, 
there need to be a directional path (Nodei, Nodej….Nodel, 
Nodm,) between any two nodes. And the path must meet 
the following requirements: 

1) The distance between any two nodes in neighbors, 
Nodei and Nodei+1, is less than the transmission range of 
Nodei. 

2) Any node in this path must possess a routing entry 
that sets the target node as the destination node, and the 
next hop is the succeeding node. 

The impacts affecting the ad hoc network survivability 
are dynamic topology, faults and attacks. The essence of 
all these three factors is to destroy the path between two 
nodes so that the network is disconnected. Thus, the fac-
tors are described as follows: 

:: { | ( ) ( )
( ), }

IMPACT a DynamicToplogy a Fault a
Attack a a Actions

= ∨
            ∨ ∈

  (6) 

The factor of dynamic topology is caused by the ac-
tions such as mobility of nodes. It can result in the loca-
tion changed of the node, and lead to the distance re-
quirement of link layer connection dissatisfied. The in-
fluence of dynamic topology is that the new distance of 
two nods in neighbor may be larger than the transmission 
range of the first node, so that the path is destroyed. If 
there is no other path between the destination node and 
target node, they can’t afford the communication service. 

Faults are considered to include node faults and link 
faults [14]. Node faults are the actions that cause the 
state of the nodes changed to down. If the state of a 
node is changed to down, the transmission range will be 
changed to 0, which will make the path dissatisfy the 
requirement. Link faults are introduced by obstacles 
between nodes, or by signals fading effect which may 
influence the transmission range of nodes. It can be de-
scribed as follows: 

( ) ( ) ( ),Fault a Node a Link a a Actions→ ∨ ∈         (7) 

Attacks of MANET are usually classified by network 
layers. The attack aiming at the application layer is more 
or less the same as the wired network. Its main object is 
to disrupt the application service, and worm is an in-
stance. Attacks to the transportation layer are the actions 
to disrupt the transportation layer protocols, like SYN 
flooding. The attacks to the network layer are the actions 
that destroy the routing and forwarding processes in ad 
hoc network [16]. The attacks to link layer are the actions 
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which destroy the connection of adjacent nodes. The at-
tacks to physical layer are actions to jam, intercept or to 
eavesdrop the wireless channel. The description of at-
tacks to network survivability is: 

( ) ( ) ( )

( ) ( ) ( )

Attack a PhysicalAttack a LinkAttack a

NetworkAttack a TranspAttack a ApplicationAttack a

→ ∨

∨ ∨ ∨

   (8) 
3. Simulation Environment 
Existing simulators are not well-equipped to serve our 
purpose. Hence, we design a survivability-based simulation 
environment of MANET to test how those factors influ-
ence the network. 

3.1 Characteristics of Simulation Environment 
While designing the simulation environment, we concern 
the following factors: 
·Towards Survivability: The users can configure the pa-

rameters freely, such as node amount, mobility model, radio 
range, and power of node, which may affect MANET sur-
vivability. Fault events and attack events can be added to 
simulate scenarios towards survivability thoroughly. 
·Expandability: Users can easily expand the simulation 

environment by adding new protocols of various layers, 
modules, attack events and fault events. For this reason, 
MANET towards survivability description language is 
designed and a language translator is implemented for it. 
Users can add new protocols, functions, faults and attacks 
through appending new keywords. 
·Introduce Fault-event and Attack-event: Based on the 

definition and description of MANET survivability, faults 

and attacks are described, modeled and simulated to 
support MANET survivability verification. 
·Data Acquisition Interface: One of the most important 

purposes of simulation is collecting data for further 
analysis from simulation process. Thus, data acquisition 
interface is incorporated in the simulation environment 
and users are allowed to configure what kind of result to 
be collected. 

Based on the analysis above, simulation environment 
includes description language of MANET towards sur-
vivability and its interpreter. Then, we choose Georgia 
Tech Network Simulator (GTNetS) [17] as the underly-
ing network simulation platform. 

3.2 Simulation Environment Architecture 

The system architecture is as shown in Figure 1: 
·Graphic Configuration Interface: MANET properties, 

attack-events and fault-events information are configured 
by users through graphic user interface (GUI) and then be 
saved in the configuration file. 

·Event interpretation: it analyzes and interpreters the 
configuration file, executes corresponding events by 
calling functions from event class library. The event class 
library consists of fault class library and attack class li-
brary, each of which is built up by specific classes. Cur-
rently, there are node fault classes, link fault classes in 
fault class library. And the attack class library contains 
energy-consuming attack class, signal interference attack 
class, black hole attack class, SYNflooding attack class 
and Worn attack class. All these classes are used by re-
ceiving parameters from the interpreter and calling sup-
port functions from GTNetS. 

 

 
Figure 1. Simulation environment architecture   
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·Network configuration interpretation: it interprets the 

network configure file and makes function calls from 
GTNetS to construct simulation of MANET. All these 
network properties are supported: energy-consumption 
modal, AODV and DSR routing protocol, Random 
Waypoint, Random Walk and Random Direction mobil-
ity models, data transfer service, node information and 
topology information. 

·Data Collection Module: it displays the simulation 
process graphically. After that, it parses the collected data 
that users care about, including total data transferred 
amount, average connectivity node-pairs and so on, then 
saves data into the result data file. 

4. Experiments on MANET Survivability 
Analysis 

4.1 Related Definition 
For the simulation test of the definition of MANET sur-
vivability, the capability to provide connectivity service 
under various threats, terms that used in this paper are as 
follows: 

Average Connectivity Efficiency [6] (E): It means the 
ratio of connected node pairs to all the node pairs within 
an N-node MANET in a certain period. In such MANET, 
each link between two nodes is directed, which means 
node pair (i,j) is different from node pair (j,i). The value 
of (E) reflects the capability of a MANET to provide 
connectivity service at a certain time. It reaches 100% 
when all the node pairs in the network can be connected. 

(%)

( . )*100
1

*

Average Connectivity Efficiency

T
no of connected node pairs

i
T Number Of Node pairs

   =

∑
=      

−

 
(9) 

4.2 Experiment of Influences of Dynamic Topology 
We choose number of node, radio range of node and mo-
bility speed of node as the variables in this experiment. 
We would like to figure out that how the dynamic topol-
ogy influences the survivability of MANET. 

We carry out the experiment in a 1000×1000 bounded 
squared topology, and Parameters used in the test of the 
influences on MANET survivability of dynamic topology 
are as follows: 
·Simulation time:300 
·Node amount:20-80 
·Radio range of each node:50-250 
·Mobile way of node: Random Walk, 10-20 
·Routing protocol of each node :AODV 
·Bandwidth of each link:1Mb 
From the results we can easily find out that when the 

radio range increases, the connectivity efficiency increases. 

Howeverm, its effect to the connectivity efficiency is not 
obvious when the radio range invreases to a certain 
level.As a result, when choosing the radio range, we 
should consider its effort to the connectivity efficiency 
and its cost to the power consumption. 

When the moving speed of node increases, the topol-
ogy is more instable, which means the node will be easier 
to move out of other nodes’ transmission range, so that 
the connectivity efficiency decreases. 

A larger number of nodes mean a higher node density. 
So from the results we can see in a bounded area, large 
number of nodes will contribute to the connectivity effi-
ciency. 

4.3 Experiment of Influence of Faults and Attacks 
There are node faults and link faults. When node faults 
happen, nodes can shut down themselves randomly. 
When link faults happen, it can be emerging obstacles 
that affect the links. This paper assumes that only one 
fault happens at one time, and ignores the mobility attri-
bution of the nodes, so that the topology is stable when 
dealing with the influences of faults. 

 
 

 

 

 

 

Figure 2. Average connectivity efficiency vs. transmission 
range for different number of node when speed =10 

 
 

 

 

 

 

 

Figure 3. Average connectivity efficiency vs. transmission 
range for different number of node when speed =15 

 

 

 

 

 

 
 

Figure 4. Average connectivity efficiency vs. transmission 
range for different number of node when speed =20 
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Figure 5. Average connectivity efficiency vs. different event 
number per minute 

 
In this paper, attacks of network layer, data-link layer 

and physical layer are the three types of attacks that are 
included in the experiment. Energy consumption attacks, 
for network layer attack testing, and jamming attacks, for 
physical layer attack testing, are selected as examples to 
test the influences on MANET survivability under attacks. 
Node mobility is not considered either. 

We make the simulation in a 1000*1000 bounded 
square area under different event frequency, which means 
we set different number of event that happen per minute. 
For every minute we choose these events randomly. 

Parameters used in the experiment of the influences on 
MANET survivability of faults or attacks are as follows: 

·Simulation time:300 
·Average fault/attack amount per minute:3-20 
·Node amount:100 
·Radio range of each node:100 
·Mobile way of each node: quite 
·Routing protocol of each node: AODV 
·Bandwidth of each link:1Mb 
From the results we can find out that when event fre-

quency of faults or attacks increases, more nodes can’t 
provide stable services for routing and forwarding, and 
the connectivity efficiency decreases. 

5. Conclusions and Future Work 
In this paper, we systematically analyzed MANET sur-
vivability and the impacts that affect it. Based on this, we 
designed and implemented the simulation environment. 
The simulation environment represents characteristics of 
MANET towards survivability and events that impact 
survivability of MANET like fault events and attack 
events. We then tested the influences of the above- men-
tioned impacts under the simulation environment. Users 
can also configure new topologies, attacks and faults to 
test MANET survivability in this simulation environment 
using their own scenario. In our current research, the in-
fluences of each factor were tested independently. That 
means, future work shall be done to present 
cross-analysis of the influences of these impacts. 
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ABSTRACT 
The paper provides a semantic vector retrieval model for desktop documents based on the ontology. Comparing with 
traditional vector space model, the semantic model using semantic and ontology technology to solve several problems 
that traditional model could not overcome such as the shortcomings of weight computing based on statistical method, 
the expression of semantic relations between different keywords, the description of document semantic vectors and the 
similarity calculating, etc. Finally, the experimental results show that the retrieval ability of our new model has signifi-
cant improvement both on recall and precision. 

Keywords: Semantic Desktop, Information Retrieval, Ontology, Vector Retrieval Model 

1. Introduction 

As an important branch of the semantic Web [1] technol-
ogy, the semantic desktop indicates the development direc-
tion of desktop management technology in the future [2]. In 
order to implement semantic desktop retrieval, a certain 
information retrieval model is required, and it is an im-
portant research topic of information retrieval. At present, 
researchers provide a variety of information retrieval 
model from different angles such as probabilistic retrieval 
model, fuzzy retrieval model, and vector space retrieval 
model (VSM) [3]. According to them, the vector space 
model is the most effective one to express the structure of 
documents. 

The main advantage of traditional vector space model 
is its simplicity, which could describe unstructured 
documents with the form of vectors, making it possible 
to use various mathematic methods to be dealt with. There-
fore, we consider using ontology-based semantic informa-
tion management methods to improve traditional vector 
space model, creating a semantic vector space model. 

2. Traditional Vector Space Model 

In the vector space model, the characteristic item t  
(also known as the index item) is the basic language unit 
appearing in document d , which could represent some 
character of the document. The weight of characteristic item 
is ikω , which reflects the ability of characteristic item 

kt  describing document d . The characteristic item fre-
quency iktf  and the inverse document frequency kidf  
are used to calculate the value of ikω  with the formula 

that =×= kikik idftfω  )1)/((log 2 +× kik nNtf , Where 

iktf  is the frequency of characteristic item kt  in docu-
ment id , and N is the number of documents, kn  is the 
number of documents that involved the characteristic 
item kt . From this formula, we can see that the value of 

ikω  increases with iktf  and decreases with kn . 
The distance between two document vectors is repre-

sented by similarity. The similarity between document 
id  and jd  is defined as the cosine of the angle between 

two vectors: 
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During the procedure of query matching, the Boolean 
model could be used to realize the vector conversion of 
query condition QS . 
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The information retrieval algorithm based on the 
aforementioned basic knowledge is as follows: 

1) Creating characteristic item database: Input the 
characteristic item of documents set, and creating char-
acteristic item database; 

2) Creating document information base: Input the con-
tent of documents into database, and creating the docu-
ment information database; 
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3) Creating document vector database: For each record in 
document information base, computing its characteristic 
item weight by formula introduced before, and founding 
its corresponding document vector; 

4) Document query: The user input query condition. 
Then, acquire eligible document vector by Boolean 
model, computing the similarity between the query con-
dition and each document by Formula (1); 

5) Output the ranking result: According to the similari-
ties computed in step 4), output the query result. 

3. The Features of New Model 
Though the semantic vector space model draws on some 
thinking of traditional vector space model, it make some 
useful improvements based on the specific features of 
semantic information expression. The main features of 
semantic vector space model include: 

1) The elements and dimension of semantic vector 
space are different from traditional one. In semantic vec-
tor space model, the document characteristic item se-
quence is not represented by the keywords as usual but 
the concepts extracted from documents. These concepts 
contain rich meaning in the ontology. At the same time, 
for each concept in the concept space, there is a corre-
sponding list to describe. The list represents a vector in the 
property space. Therefore, each semantic vector in this 
model is composed of a 2D vector. So, the description ca-
pacity of semantic model is better than the traditional one. 

2) The method for determining each item’s weight is 
different between semantic vector space model and tradi-
tional one. In the semantic model, the weight of an item 
is related to not only the frequency of a keyword, but also 
the description of corresponding concept involved in the 
document. In addition, the TFIDF function in traditional 
model cannot accurately reflect the distribution of items 
in the documentation set. In semantic vector space model, 
the items in different position of a document will be set 
with different weights. For example, the items appearing 
in the title of one document will be heavier than the ones 
appearing in the abstract. 

3) The two models use different algorithm to compute 
the similarity. In the semantic vector space model, the 
comparability and relativity between two concepts are 
fully taken into account. For example, in traditional vec-
tor space model, the words “People”, “Person”, and 
“Human” are totally different concepts, but these words 
could be conclude as one concept according to corre-
sponding structures or relationships. 

4) Besides the differences introduced above, the most 
important feature of semantic model is the using of on-
tology as a carrier of information. Comparing with tradi-
tional text retrieval methods, the new model involved the 
semantic information in the ontology. 

4. Ontology Creating 
Except for the differences introduced in last section, an 
important character of SVM is the usage of ontology as 
an information carrier. 

The ontology could be seen as a specification of con-
ceptualizations, it defines a group of concepts. Commonly, 
ontology could be divided into general ontology such as 
WordNet [4] and domain ontology that describe concepts 
in some special domain. In this paper, we only focus on 
ontologies in computer science domain. 

4.1 The Relationships in the Ontology 
In the ontology, concepts link themselves with other 
concepts through relationships. In the hierarchical structure 
graph of ontology, each edge represents a relationship. 
Three most common relationships are “Is-A”, “Part-Of” 
and “Entity Relationship” [5]. 

1) Is-A Relationship: It describes the relationship of 
Generalization. For example, “Entity Extraction” Is-A 
“Information Extraction”; 

2) Part-Of Relationship: It describes the containing re-
lationship between concepts. For example, the “CPU” is 
a Part-Of “Computer”; 

3) Entity Relationship: It describes the member rela-
tionship between a concept and its individual object. For 
example, “T. Berners-Lee” is an entity of concept “au-
thor”. 

4.2 The Structure in the Ontology 
According to the basic principles of ontology and the 
ACM Topic Hierarchy [6], we create ontology to describe 
the terms about computer science, called “CmpOnto”. 
Then, the ontology “SwetoDblp_2” is created through the 
extension of SwetoDblp [7] on the aspect of research 
field and keywords. The segment of ontology CmpOnto 
is as follows: 
 
<owl:Class 
rdf:about="http://www.acm.org/class/1998/acm#H.3"> 
  <rdfs:label>INFORMATION STORAGE AND  
RETRIEVAL</rdfs:label> 
  <rdfs:subClassOf 
rdf:resource="http://www.acm.org/class/1998/acm#H"/> 
</owl:Class> 
    ... 
<owl:Class 
rdf:about="http://www.acm.org/class/1998/acm#H.3.3"> 
  <rdfs:label>Information Search and Retrieval</rdfs:label> 
  <rdfs:subClassOf 
rdf:resource="http://www.acm.org/class/1998/acm#H.3"/> 
  <owl:disjointWith> 
<owl:Class 
rdf:ID="http://www.acm.org/class/1998/acm#H.3.1"> 
 <owl:Class 
rdf:ID="http://www.acm.org/class/1998/acm#H.3.2"> 
   ... 
  </owl:disjointWith> 
</owl:Class> 
The segment of ontology SwetoDblp_2 is as follows: 
<owl:Class 
rdf:about="http://lsdis.cs.uga.edu/projects/semdis/opus#Article"
> 
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  <rdfs:label>Article</rdfs:label> 
  <rdfs:subClassOf 
rdf:resource="http://lsdis.cs.uga.edu/projects/semdis/opus#Publ
ication"/> 
  <rdfs:comment>An article from a journal or maga-
zine.</rdfs:comment> 
  <owl:equivalentClass 
rdf:resource="http://knowledgeweb.semanticweb.org/semanticp
ortal/OWL/Documentation_Ontology.owl#Article_in_Journal" 
/> 
<owl:equivalentClass 
rdf:resource="http://sw-portal.deri.org/ontologies/swportal#Arti
cle" /> 
 <owl:equivalentClass 
rdf:resource="http://purl.org/net/nknouf/ns/bibtex#Article" /> 
</owl:Class> 
   ... 
<owl:ObjectProperty 
rdf:about="http://lsdis.cs.uga.edu/projects/semdis/opus#at_univ
ersity"> 
 <rdfs:comment>Indicates that a publication originates or is 
related to a specific University.</rdfs:comment> 
 <rdfs:label>at university</rdfs:label> 
 <rdfs:range 
rdf:resource="http://lsdis.cs.uga.edu/projects/semdis/opus#Univ
ersity"/> 
 <rdfs:domain 
rdf:resource="http://lsdis.cs.uga.edu/projects/semdis/opus#Publ
ication"/> 
</owl:ObjectProperty> 
 

5. Computing the Semantic Similarity 

During the procedure of information retrieval based on 
semantic similarity, the concepts and properties in the 
vector are processed respectively. Considering the rela-
tivity between different conceptual entities and compara-
ble properties, the method for measuring the concept 
similarity and the property similarity are introduced. Fi-
nally, the semantic similarity algorithm was provided.  

5.1 The Concept Similarity 

Ontology uses hierarchical tree structure to describe the 
logical relationship between concepts, which is the se-
mantic basis for our retrieval algorithm. Since there is 
certain relativity between different concepts, we use 
concept similarity to describe and measure it in order to 
improve the precision of retrieval. Before computing the 
concept similarity, we give 3 definitions for different 
kinds of relationship between concepts as following: 

Definition 1: The homology concepts. In the hierarchical 
tree structure of ontology, concept A and concept B are 
homology concepts if the node of concept A is the an-
cestor node of concept B. Call A is the nearest root con-
cept of B, notes as R(A,B); The distance between A and B 
is )()(),( AdepBdepBAd −= , where )(Cdep  is the 
depth of node C in the hierarchical tree structure. 

Definition 2: The non-homologous concepts. In the hi-
erarchical tree structure of ontology, concept A and con-
cept B are non-homology concepts if concept A is neither 
the ancestor node nor the descendant node of concept B; 
If R is the nearest ancestor node of both A and B, Call R 
is the nearest root concept of A and B, notes as R (A, B); 
The distance between A and B is =),( BAd  

),(),( RBdRAd +   
Definition 3: The semantic related concepts. Concept 

C is the semantic related concept of A and B, if and only 
if C satisfy the following conditions: If concept A and B 
are homology concepts, C exists in the sub-trees with 
root of A but not exists in the sub-trees with root of B; if 
concept A and B are non-homology concepts, C exists in 
the sub-trees with root of R, but not exits in the sub-trees 
with root of A or B. 

Figure 1 shows details of the relationships described 
above. According to these definitions, the structure simi-
larity between concept A and concept B is: 

⎪
⎪
⎪
⎪
⎪

⎩

⎪
⎪
⎪
⎪
⎪

⎨

⎧

=

≠

+
××

+
−

≠

××
+

−

=

              .0  if   1,

concepts; homology  -non  are   BA, and ,0    if

,
1

1

concepts;  homology     are   BA, and 0 if
1

1

              

  

 d(A,  B)  

d(A,  B)
son(R)

  son(B)son(A)  
d(A,  B)
β)

B))  dep(R(A,  
α(

,d(A,B)  

 ,
son(A)
son(B)

d(A,  B)
β)

B))  dep(R(A,  
α(

'Sim(A, B) 

 
(2) 

where son(C) present the total number of nodes in sub- 
tree with the root of concept C. The parameter α and βis 
used to adjust the weight of dep(R(A,B)) and ),( BAd , 
whose range is (0, 1), and setting by filed experts. 

According to formula given above, the concept simi-
larity decreases with the distance between concepts. At 
the same time, for two concepts, the deeper the nearest 
root they have, the more common properties they should 
have, and the more similar they should be. Further more, 
the number of nodes in the sub-tree and semantic related 
concepts are also important factors during the computing 
of similarity. 
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Figure 1. Three patterns of concepts 
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Finally, the formula defines that the similarity between 
the same concepts is 1, and the distance between them is 0. 

5.2 The Property Similarity 
Each concept in the ontology may have several different 
entities, the main difference among these entities rest with 
their property values. Further more, different concepts may 
have same properties. Therefore, not only the concept 
similarity but also the property similarity should be con-
sidered during the computing of similarity between two 
entities. For the property similarity measuring, we have 
definition as following: 

Definition 4: Suppose I is the entity of concept C, the 
value of its property Pi is pi, i=1,2,...,n. Use I=C[P] to 
present this entity, where P is the property vector 
(p1,p2,…, pn). 

Only the common properties need to process when 
computing the similarity between property vector 
P=(p1,p2,...,pm) and ),...,,( 21 nqqqQ = . 

At first, transform the property vectors P and Q into 
common property vectors ),....,,( 21 rpppP ′′′=′  and 

),...,,( 21 rqqqQ ′′′=′ . Then, according to the properties de-
fined in the ontology and the similarity of property value, 
the property similarity of vector P and Q is given: 

),(.
2
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where iμ  and iγ  are weights of property ip′  and iq′  
respectively in their property vector, which are preset in 
the ontology; ),( iii qpSim ′′  is the similarity of property 
values, which is preset by field expert in the ontology. 
For example, the similarity between property value “Data 
mining” and “Information Retrieval” is 0.7, and that be-
tween “Data mining” and “Network” is 0.1. The range of 

),( QPSimp  is [0,1]. 

5.3 The Semantic Similarity 
After computing the concept similarity of semantic vector 
and the property similarity of conceptual entity, we can 
get the final semantic similarity of semantic vector. 

Suppose ])[],...,[( 111 mm PAPAV =  and 2V = 
])[],...,[( 11 nn QBQB  are two semantic vectors. The se-

mantic similarity between 1V  and 2V  is: 
=),( 21 VVSimV  
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where ω  is the weight of concept similarity, and its 
range is [0, 1]. 

Now, the main retrieval algorithm is as follows: 
Begin 
1) Initialize the documentation set, then load the user 

query vector 1V  and deciding its document clustering; 
2) Load the semantic index file of documents, initializing 

the semantic vector 2V ; 

3) For each vector in the document clustering includes 
1V . if current vector has never been processed then con-

tinue; else, process the next vector; 
4) Compute all the concept similarity between concepts 

in 1V  and 2V ; 
5) Compute all the property similarity between concepts 

in 1V  and 2V ; 
6) Compute the semantic similarity between 1V  and 

2V , insert 2V  into list S with descending order; 
7) Output top n items in list S as retrieval results; 

End. 

6. Experiment and Analysis 
In order to verify the effectiveness of our method, we 
design a prototype system and chose 100 abstracts 
downloading from DBLP as retrieval target document. In 
this prototype system, we use ontologies CmpOnto and 
SwetoDblp_2 introduced in Section 4. 

In the experiment, the depth of ontology concept tree is 
5, the range of )),(( BARdep  in Formula (2) is [1,5], 
and the value of ),( BAd  is an integer from 1 to 10; 
both the value of weight α  and β  is 0.5; the iμ  and 

iγ  are parameters preset in the ontology, which could be 
gained by statistical method. The value of ω  in For-
mula (4) will make influence on the retrieval results 
ranking. In order to choose properω , we implement pri-
mary experiment for analysis and choosing 0.8 as the 
optimal value of ω . 

The first step of experiment is document pretreatment. 
Each document is described by a semantic eigenvector 

2V  including 1 to 4 conceptual entities. We can find that 
the average precision of retrieval increase from 60% to 
80% according to the increase of concepts in 2V . The 
corresponding results are shown in Table 1. 

   
 
 
 
 
 
 
 
 
 
 
 

Figure 2. The influence of concepts in V2 on the precision 
 

Table 1. The influence of concepts in V2 on the precision 
V2

V1 1C 2C 3C 4C 

1 C 0.619 0.711 0.759 0.802 
2 C 0.625 0.716 0.752 0.796 
3 C 0.630 0.711 0.771 0.803 
4 C 0.633 0.724 0.763 0.797 
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Figure 3. The influence of properties in V1 on the precision 
 

Table 2. The influence of properties in V1 on the precision 
V1 

V2 
1C 2C 3C 4C 

1 P 0.513 0.621 0.675 0.721 
2 P 0.662 0.764 0.804 0.859 
3 P 0.649 0.741 0.785 0.821 
4 P 0.637 0.739 0.781 0.811 

 
Table 3. The comparing of different retrieval models 

Precision 
Documents Keywords Retrieval Semantic Re-

trieval 

5 74.2% 88.3% 
10 66.5% 82.5% 
15 58.4% 75.5% 
20 50.3% 71.2% 
25 43.9% 65.8% 
30 37.7% 58.5% 
35 34.3% 50.4% 
40 27.4% 47.2% 
45 21.6% 42.9% 
50 19.4% 36.3% 

Average 43.37% 61.86% 
 
Figure 2 could reflect the relationship between the 

number of concepts in 2V  and the precision of query 
more directly. 

Further more, statistical results show that the number 
of properties in the conceptual entity could also make 
influence on the precision. When the number of proper-
ties is 2, the effects go best. If a concept has too many 
properties, some proper target will be missed because of 
so many restrictive conditions. The corresponding results 
are shown in Table 2. 

The Figure 3 is corresponding to Table 2. 
 

In addition, we compare our new model with tradi-
tional VSM model based on keywords. The number of 
documents and the precision of retrieval are shown in 
Table 3. The average precision of semantic retrieval is 
61.86%, but only 43.37% by traditional method in the 
same documentation set. According to the experimental 
data and analysis above, we know that the ontology could 
play a positive role in upgrading the precision of retrieval. 
 
7. Conclusions 
This paper provides a semantic retrieval model based on 
the ontology for desktop documents. Comparing with 
traditional vector space model, the new model using se-
mantic and ontology technology to solve a series of 
problems that traditional model could not overcome. The 
experimental results prove the effectiveness of this new 
model. 

In addition, the individual analyses for retrieval results 
tell us that there is little distinction in result ranking by 
different retrieval methods. The main reason for precision 
upgrading is that the semantic retrieval method could 
reduce the similarity of incorrect results, so that the cor-
rect result could be ranked in the front position. There-
fore, how to re-rank and optimize the retrieval results is 
an important task, and it is our main item in the next 
stage. 

REFERENCES 
[1] B. Lee, Hendler, and Lassila, “The semantic web,” Scientific 

American, Vol. 34, pp. 34-43, 2001. 
[2] S. Decker and M. Frank, “The social semantic desktop,” 

WWW 2004 Workshop Application Design, Development 
and Implementation Issues in the Semantic Web, 2004. 

[3] I. R. Silva, J. N. Souza, and K. S. Santos, “Dependence 
among terms in vector space model,” Database Enginee- 
ring and Applications Symposium, pp. 97-102, 2004. 

[4] G. A. Millet, “Wordnet: An electronic lexical database,” 
Communications of the ACM, 38(11): pp. 39-41, 1995. 

[5] G. Asian and D. McLeod, “Semantic heterogeneity reso-
lution in federated database by metadata implan- tation 
and stepwise evolution,” The VLDB Journal, the Interna-
tional Journal on Very Large Databases, Vol. 18, pp. 
22-31, 1999. 

[6] ACM Topic: http://www.acm.org/class/. 
[7] B. Aleman-Meza, F. Hakimpour, I. B. Arpinar, and A. P. 

Sheth, “SwetoDblp ontology of Computer Science publications,” 
Web Semantics: Science, Services and Agents on the 
World, pp. 151-155, 2007. 

 

0.5

0.55

0.6

0.65

0.7

0.75

0.8

0.85

0.9

1P 2P 3P 4P

The number of properties

1C

2C

3C

4C

precision

The number of properties 
1P       2P       3P       4P 

1 C

precision 
0.9

0.85
 

0.8

0.75

0.7

0.65

0.6

0.55

0.5

2 C

3 C

4 C



J. Software Engineering & Applications, 2009, 2:60-65 
Published Online April 2009 in SciRes (www.SciRP.org/journal/jsea) 

Copyright © 2009 SciRes                                                                                JSEA 

FEL-H Robust Control Real-Time Scheduling 
Bing Du1, Chun Ruan2 
 
1School of Electrical and Information Engineering, University of Sydney, Australia, 2School of Computing and Mathematics, Uni-
versity of Western Sydney, Australia 
Email: bing@ee.usyd.edu.au, c.ruan@uws.edu.au 
 
Received January 26th, 2009; revised February 28th, 2009; accepted March 25th, 2009.

ABSTRACT 
The existing scheduling algorithms cannot adequately support modern embedded real-time applications. An important 
challenge for future research is how to model and introduce control mechanisms to real-time systems to improve 
real-time performance, and to allow the system to adapt to changes in the environment, the workload, or to changes in 
the system architecture due to failures. In this paper, we pursue this goal by formulating and simulating new real-time 
scheduling models that enable us to easily analyse feedback scheduling with various constraints, overload and distur-
bance, and by designing a robust, adaptive scheduler that responds gracefully to overload with robust H∞ and feedback 
error learning control. 
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1. Introduction 

Feedback control is a powerful tool to make real-time 
scheduling robust towards external and internal distur-
bances and uncertainties. Feedback techniques were 
originally proposed in time sharing systems and have 
been successively applied to real-time and multimedia 
systems. Seto et al. [1] proposed integrating computer- 
control and real-time system design so that the perform-
ance of a task is a function of its sampling frequency, and 
identified an optimization problem to find a set of opti-
mal task periods. Lu et al. [2] proposed a feedback 
scheduler based on earliest-deadline first scheduling 
(EDF), PID controller, and a more theoretically founded 
approach. Using a PID controller is often apposite in 
many industrial applications and in feedback control 
scheduling, but robustness is not guaranteed. Papers [3] 
integrated feedback control with model-based prediction 
to anticipate and correct future delay fluctuation. [4] 
proposed measuring, quantifying, adapting and bounding 
miss ratio and average system utilisation. These tech-
niques addressed feedback priority-based scheduling lit-
erature to ensure that no deadlines are missed. Cervin et 
al. [5] combined feedback with feedforward to allow the 
scheduler to compensate for resource changing before 
any overload occurred. Their techniques are tailored to 
computing systems that may be modelled as sets of digi-
tal control loops. 

However, no theoretical analysis has been provided 
about how to model a real-time computing system that 
includes the effects of the sampling rate, the jitter, actua-
tion, plant uncertainty and nonlinearity, and how to de-
sign a robust real-time controller to optimise soft real- 
time system performance. The main obstacle that pre-
vents control theories from being applied effectively in 

computing systems is how to construct a computing 
model that works in open and unpredictable environ-
ments. On the other hand, existing feedback scheduling 
approaches find it difficult to guarantee robust perform-
ance properties, as they only use a simplistic maximum 
constant model and “classical” proportional-integral- 
derivative PID to design a complex real-time scheduling 
system. In many cases, the PID controller design tech-
niques are a satisfactory solution. It seems unnecessary to 
apply more powerful tools. However, when the schedul-
ing system dynamics are complex and poorly modeled, or 
when the performance specifications are particularly 
stringent, no solution is forthcoming. 

This paper aims at introducing advanced modern con-
trol theory to analyze and design real-time systems. The 
goal of our research is to investigate a real-time schedul-
ing model that can be applied easily to different real-time 
systems, and proposes a new control scheduling algo-
rithm that is more effective than PID feedback scheduling. 
We present a two-tank system that is used to simulate a 
dynamic real-time scheduling model and FEL-H (Feed-
back error learning and H∞ control) scheduling. The 
main contributions of this paper are as follows: 

1) We use modern control theory as a theoretical foun-
dation to analyze and design adaptive real-time schedul-
ing. In contrast with most of the existing feedback sched-
uling algorithms that use an ad-hoc manner or PID algo-
rithms, we employ H∞ and FEL control theory as a rig-
orous methodology to achieve faster response speed and 
more robust performance guarantees in unpredictable 
environments. 

2) Traditional real-time scheduling theories depend on 
accurate a priori knowledge of the system workload pa-
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rameters. Existing feedback scheduling algorithms cannot 
respond quickly to workload or model changes and 
guarantee robust system performance. Our scheduling 
algorithm, based on feedback error learning control, al-
ways tracks the scheduling system accurately and quickly. 
This feature is especially valuable for performance- criti-
cal systems such as on online trading, stock, e-business 
servers and defense applications. We also consider how 
to obtain an optimal sampling period and compensate for 
jitter that is usually not taken into account in existing 
feedback scheduling. Our H feedback control design 
methodology provides robust and analytical performance 
guarantees for open systems, despite workload uncertain-
ties. 

3) Unlike traditional physical electrical and me-
chanical control systems that have a finite set of ordi-
nary differential equations as a design model, the dy-
namics of real-time computing systems are too com-
plicated to capture the essential features of the sched-
uling systems. We propose new H∞-norm performance 
indexes that include the effects of inputs and distur-
bances on error and control signals. A two-tank system 
is analysed to simulate a dynamic scheduling model. 
This model enables us to model and analyse feedback 
scheduling with various constraints, overload and dis-
turbance more exactly and easily. Furthermore, our new 
robust FEL-H feedback scheduling integrates H∞ ro-
bust optimal control theory, feedback error learning 
control theory and scheduling theories that do not re-
quire precise system model parameters. 

4) The existing simulators are available only for a few 
schedulers and task models, and do not support new 
scheduling policies, such as H∞-norm feedback schedul-
ing. Our feedback control scheduling simulator (FCSS) 
allows us to explore various approaches of feedback con-
trol real-time scheduling and constraints. 

The rest of the paper is organised as follows. We pre-
sent FEL-H scheduling architecture in Section 2. Section 
3 gives how to model a FEL-H real-time scheduling sys-
tem. In Section 4, we show the robust FEL-H feedback 
scheduling design. Experiment is discussed in Section 5. 
The paper is concluded, and suggestions for future work 
are presented in Section 6. 

2. FEL-H Scheduling Architecture 
To apply control theory methodology to scheduling, the 
controller should not only stabilize the nominal real-time 
kernel, but also meet performance specifications for all 
possible real-time kernels defined by the uncertainty. A 
typical FEL-H control scheduling architecture is com-
posed of a feedforward controller Q, feedback controller 
K, task actuator, QoS actuator, EDF scheduler and CPU 
(as illustrated in Figure 1). The CPU, EDF scheduler, 
QoS actuator and task actuator can be treated as a basic 
scheduling model P. The objective of the control is to 
minimise the errors between the reference utilisation, 
deadline miss ratio, and system output utilisation U and 
deadline miss ratio M. 

The objective of the control is to minimise the errors 
between the reference utilisation, deadline miss ratio, and 
system output utilisation and deadline miss ratio. An H ∞ 
controller attempts to keep the CPU utilization U at a 
high level, avoid overload, distribute the computing re-
sources, and maintain the number of missed deadlines as 
low as possible. It computes the amount of CPU load that 
is added into or reduced from the system. An FEL con-
troller will respond rapidly to nonlinear saturation, keep 
errors near 0 and pull U to return to a linear range. The 
task actuator controls the amount of workload into the 
system, and the QoS actuator adjusts the workload inside 
the system, so that the system accepts as many tasks as 
possible while minimising the deadline-miss ratio of all 
the submitted tasks. 

The sensor monitors and measures the controlled vari-
ables and sends the M(k) and U(k) back to the controller. 

The feedforward controller, which contains tunable 
parameters, controls the utilisation to respond quickly to 
workload changes. The H∞ feedback controller enables 
the scheduling system to guarantee robust system per-
formance and to compensate for model error. The output 
of the H∞ controller regulates and trains the inverse 
scheduling dynamics model on-line. Therefore, the 
FEL-H scheduling controller captures, trains and con-
trols at the same time. The EDF scheduler schedules the 
accepted tasks according to the EDF policy, which can 
achieve a deadline miss ratio of 0% if requested utilisa-
tion is less than 100%. The FEL-H controller is a con-
trol computation algorithm to be executed in every 
sampling period h. A set of tasks will share the CPU. 
These tasks are control tasks or scheduling tasks. They 
perform sampling, control computation and actuation. 
The deadline-miss ratio and CPU utilisation reference 
are Mr and Ur. The robust requirement is introduced 
into the design by imposing individual weighting func-
tions on the uncertainties, external disturbances, and the 
performance specifications. 

The Task actuator decides which workload will   be 
allowed into the system and which will be denied. 
Whether the system should admit or reject requests de-
pends on the task’s request utilisation. If the requested 
utilisation of the incoming task results in a total CPU 
requirement of all tasks less than Ur = 90%, the task will 
be admitted, otherwise it will be rejected. 
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Figure 1. Architecture of FEL-H control scheduling 
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The task actuator may further adjust to admit more 
workload if the QoS actuator degrades the QoS level. It 
can also reject more workload if the QoS actuator up-
grades the QoS level. 

In the QoS control scheme, each task has different re-
source requirements for each discrete quality level. The 
system maintains a single value that represents the qual-
ity level of the overall system and is called the “QoS 
level”. The QoS level determines how to allocate re-
sources to each task. If the QoS level downgrades, the 
resource allocations of some tasks are decreased. Al-
though many QoS control policies are proposed, they are 
not suited for real-time systems that need to keep the 
timing constraints. We use a table containing the resource 
requirements of all tasks [8]. Resource allocations for 
tasks and total resource utilisation can be obtained from 
the table. The QoS table allows the system designer to 
specify a QoS control policy. The QoS actuator changes 
the requested utilisation in the system by adjusting the 
service levels of accepted tasks. It will return the portion 
of tasks not accommodated to the task actuator. 

The FEL-H architecture can use different real-time 
scheduling policies (such as EDF or Rate/Deadline 
Monotonic) as basic schedulers to schedule admitted 
tasks. There are significant different performance refer-
ences for different basic scheduler policies when we de-
sign the FEL-H scheduling system. 

3. Modeling a FEL-H Real-Time Scheduling 
System 

To implement robust scheduling, our research [6,7,9] 
proposes a two-tank system model to emulate a schedul-
ing system (Figure 2). The progress of a task request 
queue is similar to a fluid flow into a multi-tank system. 
They have the same dynamics due to their intrinsic queu-
ing structure. The system output is the utilisation that is 
mapped to the liquid level h in tank 2 and input is repre-
sented by admitted task R that is mapped to the flow u 
into tank 1. 

The tasks accepted by the CPU are simulated as liquid 
flowing into the CPU, and the tasks completed by the 
CPU are viewed as liquid flowing out of the CPU. The 
CPU can be viewed as a liquid tank that inputs liquid 
(accepting tasks) and outputs liquid (completing tasks). 
The tasks submitted to a real-time scheduling system are 
viewed as liquid that wants to flow into a real-time 
scheduling system. They may not be equal to the tasks 
accepted by the CPU. The task actuator decides whether 
to accept or reject submitted tasks. Therefore, submitted 
tasks cannot flow directly into the CPU tank. It is impos-
sible to represent tasks accepted by the task actuator and 
tasks accepted by the CUP if we only use one tank. The 
tasks that are accepted by the task actuator are simulated 
as liquid flowing into the real-time scheduling system. 
The QoS actuator will decide whether this liquid can flow 
into the CPU tank or not. The part of the liquid that flows 
into the CPU tank represents the tasks accepted by the 
CPU. The other part, which does not flow into the CPU 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. Two-tank system model of a scheduling system 
 

tank, will stay in the real-time scheduling system. This 
part of the real-time scheduling system can be simu-
lated as another tank. The heights of the liquid levels of 
the two tanks are coupled together and interact. They 
are a complex nonlinear, time-varying and multivari-
able system that is an approximate abstraction of the 
real-time scheduling system. The two-tank system 
model is sufficiently accurate to simulate and analyse a 
real-time scheduling system, as our experiments will 
show. 

Level 2 and level 1 in tank2 and tank1 represent re-
quested utilization and CPU utilization as shown in Fig-
ure 2. Our goal is to design a controller that regulates the 
CPU utilisation, keeping it at 90%. This is mapped to 
design a controller so that the level in tank 2 is regulated 
to the reference value by the task actuator and the QoS 
actuator. The transfer function of the scheduling system 
can be written as follows: 
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The time constants 1T  and 2T  are related to per-
formance reference points and the QoS actuator that are 
mapped to the level in the tanks, Φ the outlet’s 
cross-sectional area and the cross-sectional area of the 
tanks. 

4. Design of FEL-H Real-Time Scheduling 

We introduce the usual form and generic H∞ block dia-
gram to represent the scheduling systems shown in Fig-
ure 3. The FEL-H controller should make the system sta-
ble, and satisfy the steady state and transient state per-
formance specifications. The system output comprises the 
controlled variable miss ratio M(k) and utilisation U(k). 
The input signals to the scheduling system include the 
performance reference and disturbance input. The per- 
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Figure 3. FEL-H Scheduling Controller 
 
formance references Mr and Ur use a step signal. The 

 

internal overload that adds the total requested utilisation 
by the admitted tasks’ CPU utilisation variation is mod-
elled as a disturbance L. A step load is used as distur-
bance because it represents severe load variations. The 
stabilising H∞ controller minimises the transfer function 
matrix mapping to. This ensures scheduling-system per-
formance-tracking and workload disturbance attenuation 
by keeping small. 

The H∞ controller of scheduling systems can be de-
scribed as the central controller (2) (3) (4) (as shown in 
Figure 3): 

ξ(k+1)=Aξ(k)+B1η(k)+B2u(k)−ULy(y(k)−C2ξ(k)−D21η(k)) 
(2) 

u(k)=F u ξ(k)                 (3) 

η(k)=F w ξ(k)                 (4) 

The FEL controller Q will further minimize as (5). 
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5. Experiment 
We developed a simulation environment to evaluate the 
performance of our FEL-H scheduling algorithms. The 
controllers can be designed by using MATLAB tools. 
Our robust FEL-H scheduling will still achieve perform-
ance specifications even with uncertain model parameters 
and unpredictable operating environments. This lets our 
FEL-H scheduling be directly applied to different sys-
tems and it does not need re-design for every system. We 
can compute the prefilter, feedback error learning con-
troller and H∞ controller parameters. The sampling pe-
riod T is 0.5 sec. The results of the FEL controller pa-
rameters are listed in Table 1. 

The H∞ controller can be derived. 

ξ(k+1)= ⎥
⎦

⎤
⎢
⎣

⎡
39.284.1
71.445.3

ξ(k)+ ⎥
⎦

⎤
⎢
⎣

⎡
72.1
34.2

η(k)       (4) 

u(k)= [ ]59.031.2− ξ(k)–1.73η(k)           (5) 

η(k)=y(k)– [ ]36.285.7 ξ(k)                 (6) 

The utilisation reference should be less than the nomi-
nal threshold of the EDF scheduling policy, so that the 
utilisation error will not remain at 0 when the system is 
overloaded. Otherwise, the system will stay in overload. 
The theoretical bound is 100% for EDF and the periodic 
task set. We set the utilisation reference Ur=90%. The 
miss ratio reference will change, since different ap- plica-
tions have different requirements and tolerances to 
missed deadlines. For example, the stock-trading transac- 

 
Table 1. FEL Controller Parameters 

w1 w2 w3 kw f1 f2 c1 c2 d1 d2

8 16 1 18.43 5.26 5.75 3.59 2.41 7.37 9.82

tions have more strict timing constraints than usual online 
trading. The miss ratio reference is chosen as Mr=2.5% 
in our experiment. 

A set of tasks arrives suddenly with a total CPU utili-
sation of 150% at the highest QoS level. The workload 
increases from zero to 150% overload. All experiment 
algorithms use the same EDF scheduling policies and 
table-based QoS optimisation algorithm. Every simula-
tion experiment is repeated 22 times to ensure the evalua-
tion is accurate. We describe the experiment’s results for 
EDF scheduling, PID feedback scheduling, H∞ control 
scheduling, FEL scheduling and FEL-H scheduling algo-
rithms in response to a new arrival 150% overload, and 
compare the results. Then, we present the performance 
evaluation of these algorithms in response to the distur-
bance of the system’s internal parameters. 

In this section, we present the five different algorithms 
in response to a 150% overload (as shown in Figure 4). 

EDF scheduling has a miss ratio that is too high and fails 
to provide performance guarantees. The PID controller 
cannot provide satisfying robust performance guarantees 
and because the overshoot of miss ratio and average miss 
ratio are too high, and the durations of the settling time and 
rise time of U(k) are too long, H∞ feedback can provide 
very robust performance for system uncertainty, but the 
response time is too slow. FEL scheduling has the fastest 
rise time, but the overshoot and average miss ratio are 
higher than for PID and H∞ scheduling. It cannot provide 
robust performance guarantees for model uncertainty. 
FEL-H scheduling can provide the desired robust perform-
ance guarantees that consist of fast rise time and settling 
time, low average miss ratio and high CPU utilisation, as it 
can obtain a fast response from the FEL controller and 
more robustness from the H∞ controller. 
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Figure 4. EDF, PID, H∞, FEL and FEL-H scheduling 

Five different algorithms are in response to that the 
model parameters of the scheduling system are changed 
by 30%, while the new overload is 150%. (as shown in 
Figure 5). This case can be used to simulate the robust-
ness of the feedback scheduling algorithms, and to dem-
onstrate whether our scheduling algorithms can be ap-
plied to different real-time scheduling applications with-
out needing to change the parameters of the controllers. 
Only the FEL-H scheduling can remain in the steady state 
while the utilisation U(k) remains close to 90%, and the 
miss ratio M(k) remains at 0 through running. 

 

 

 

 

 
Figure 5. EDF, PID, H∞, FEL and FEL-H scheduling with 
disturbance 
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6. Conclusions 
In this paper, we integrates H∞ control theory and feed-
back error learning control theory to model and deal with 
feedback real-time scheduling with uncertainty and 
nonlinearity. Our mechanism provides a systematic and 
theoretic platform for investigating how to deal with un-
certainty and additive disturbances for real-time systems. 
The FEL-H scheduling algorithms can provide robust 
stability, low deadline miss ratio for real-time system 
uncertainty parameters and disturbance when the work-
load changes dramatically. Further work will improve the 
feedback scheduling scheme so that heterogeneous mod-
elling and design of real-time and embedded system can 
be integrated. We will apply our FEL-H control scheduler 
to a realistic real-time system. 
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