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ABSTRACT 

As permanent magnet motors and generators produce torque, vibration occurs through the small air gap due to the 
alternating magnetic forces created by the rotating permanent magnets and the current switching of the coils. The 
magnetic force can be calculated from the flux density by finite element methods and the Maxwell stress tensor in cy-
lindrical coordinates. In this paper the magnetic flux density, the magnetic force and the torque of a real three dimen-
sional brushless DC motor are simulated using Maxwell 3 D V 11.1. 

Keywords: Brushless DC Motor, Finite Element Analysis, Maxwell 3 D V 11.1 

1. Introduction 

Magnetic force analysis is important in determining not 
only the torque as the output of motor, but also the source 
of vibration in machine itself. Vibration is induced in 
permanent magnet DC motors and generators as shown in 
Figure 1, by traveling magnetic forces. Neodymium and 
other rare earths have greater retentivity, coercive force 
and maximum energy product than traditional ferrite 
magnets. Therefore, since the magnetic force increases 
approximately with the square of magnetic flux, the 
forces arising from designs using rare earth magnets are 
significantly greater than those from conventional magnet 
designs. These problems are particularly serious when the 
forcing frequencies match one or more of the structural 
resonant frequencies in the machine. 

The analysis of magnetic force has been addressed by a 
number of investigators. Initially, papers mainly focused 
on the calculation of the torque as the output of motor. 
Marinescu et al. [1] and Mizia et al. [2] compared the 
several different methods to calculate the torque. Their 
efforts resulted in torque calculation at several different 
locations based on the quasi-static magnetic field, which 
were verified by experiments. The problem of magneti-
cally generated vibration has been addressed by other 
investigators. Boules [3] analytically predicted the flux 
density in permanent magnet machine. Sabonnadiere et al. 
[4] calculated the magnetic force using the finite element 
method, while Lefevre et al. [5] did so with finite differ-
ence method along with determining the dynamic reac-
tion with FEM. Rahman [6] and Jang [7] showed that the 
driving frequencies may be characterized by Fourier de-
composition of the magnetic traction, and demonstrated 
that the vibration levels could be reduced by proper 

shaping of the magnet. In addition Jang and Lieu [8] 
showed that the composition of the frequency spectrum 
can be shifted to higher frequencies to reduce the overall 
transmission to the base system. The transmissibility of 
the higher frequencies are low except when the structural 
resonance occurs. Vibration reduction could be effected 
by interlacing higher energy magnets and slightly chang-
ing the magnetic orientations at the pole transitions or by 
the interlocking of the magnets. In recent papers 
[9,10,11], the two dimensional finite element analysis of 
brushless DC motor has been reported, but three dimen-
sional finite element analysis of brushless DC motor has 
not been reported in details. 

In this paper, the characteristics of torque and magnetic 
force acting on the rotor are analyzed as the rotation of 
the rotor. The magnetic force in the motor with three 
poles and six teeth were calculated from the flux density 
by finite element methods and the Maxwell stress tensor. 
The component and the characteristics of the magnetic 
force and magnetic torque in a small air gap were ana-
lyzed with the introduction of cylindrical coordinate. 

2. Magnetic Force and Torque 

The magnetic field generated by a brushless DC motor is 
governed by the set of Maxwell’s equations. Introducing 
the scalar potential into the Maxwell equations, with 
some mathematics, gives a single partial differential 
equation for the scalar potential. 

0=∇−∇∇ S
TT Hµφµ              (1) 

The field intensity due to the current in the winding 
and the permanent magnet may always be calculated di-
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rectly by the Biot-Savart law and the magnetic dipole 
moment per unit volume, respectively. This equation, like 
the Poisson's equation for electrostatic fields can be 
solved using finite element method. Maxwell 3D V11.1 a 
FEM solver for magnetic field was used to calculate the 
scalar potential φ  and the magnetic field intensityH . 

A non uniform distributed force per unit area at the in-
terface between two materials is calculated by use of the 
Maxwell stress tensor. Since the strain imposed on the 
material due to magnetostriction is small enough to ne-
glect changes in the density, it can be assumed that the 
change of permeability is negligible. Thus in tensor nota-
tion we have: 

)
2

1
(

1
kkijjiij BBBB σ

µ
σ −=            (2) 

where ijσ  is the Maxwell stress tensor. iB  is the mag-

netic flux density which is obtained by the multiplication 
of permeability to the magnetic flux density. From the 
expression given by Woodson and Melcher [12] for an 
interface between two materials a and b, the tractionif , is 

given by: 

j
b

ij
a

iji nf )( σσ −=                  (3) 

The normal and the tangential traction can be decom-
posed as follows: 

ji
b

ij
a

ijn nnf )( σσ −=                 (4) 

nfnfff nit ××=−= 22
        (5) 

Since ironair µµ 〈〈 , the magnetic traction can be simpli-

fied with the introduction of the cylindrical coordinate on 
the rotor. Along the air gap, the normal and the tangential 
traction for tooth face are as follows: 

)(
2

1 222
zr

air

a
rrr BBBf −−=≈ θµ

σ       (6) 
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a
r

1=≈                  (7) 

But for tooth side which is perpendicular to the air gap 
the normal and the tangential traction have the following 
form: 
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2

1 222
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a BBBf −−=≈ θθθθ µ
σ       (8) 

θθ µ
σ BBf r

air

a
rr

1=≈                   (9) 

The torque produced for one position can easily be de-
rived from the integration of the shear force along the 
small air gap with the fact the field distribution inside a 
closed surface in air remain unchanged if the external 
sources are removed and replaced by currents and poles 
on the surface: 

Ω×= ∫ dfRT θ                       (10) 

3. Modeling 

The finite element method has a solid theoretical 
foundation. It is based on mathematical theorems that 
guarantee an asymptotic increase of the accuracy of the 
field calculation towards the exact solution as the size of 
the finite elements used in the solution process decreases. 
For time domain solutions the spatial discretization of the 
problem must be refined in a manner coordinated with 
the time steps of the calculation according to estimated 
time constants of the solution (such as magnetic diffusion 
time constant). Maxwell 3D V11.1 solves the electro-
magnetic field problems by solving Maxwell’s equations 
in a finite region of space with appropriate boundary 
conditions and-when necessary-with user-specified initial 
conditions in order to obtain a solution with guaranteed 
uniqueness. In order to obtain the set of algebraic equa-
tions to be solved, the geometry of the problem is discre-
tized automatically into tetrahedral elements. All the 
model solids are meshed automatically by the mesher. 
The assembly of all tetrahedra is referred to as the finite 
element mesh of the model or simply the mesh. Inside 
each tetrahedron, the unknowns characteristic for the field 
being calculated are represented as polynomials of sec-
ond order. Thus, in regions with rapid spatial field varia-
tion, the mesh density needs to be increased for good 
solution accuracy (see also adaptive mesh refinement). 

Solving an electromagnetic field problem is always 
based on solving Maxwell’s equations. However the 
process of obtaining the solution is typically based on 
solving a second order consequence of Maxwell’s 
equations with the consideration of applicable constitutive 
equations. At the same time-as a rule-a subset of complete 
Maxwell’s equations is considered according to characteristic 
aspects of the application. Thus for reasons of efficiency of 
the solution, applications are classified as electrostatic, 
magnetostatic, frequency domain or time domain and as a 
consequence a specific type of solver is used in each case. 
This allows the users to obtain the solution with the desired 
accuracy but always within the limits of the fundamental 
assumptions made when the application was classified 
along the lines of the above mentioned criteria. The guide 
lines that can be used to correctly identify the type of 
solution to use are mentioned in the following paragraphs. 
The unknowns for each type of solution can be different, 
depending on the formulation. 

The solution process for 3D transient applications 
poses several challenges not apparent for other solver 
types. For instance, the behavior of fields is more 
complex than it is for static or steady-state applications, 
and a special finite element mesh structure is required in 
order for the software to accurately represent the physics. 
For 3D transient applications, the behavior of the fields is 
more complex than it is for static or steady-state 
applications. A diffusion of the magnetic field into the 
materials occurs in 3D transient situations. The distribution 
of the magnetic field inside objects typically has a 
number of spatial harmonics, which usually means the 
time step used in the analysis should be less 7 (sometimes 
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much less) than the magnetic diffusion time constant. 
These time constants depend upon the geometry of 
objects and also upon their respective material 
properties. Since eddy currents are usually considered in 
conductive objects, a special finite element mesh 
structure is required in order to accurately capture the 
physics. In general, a careful planning of the (manual) 
meshing process is required in order to achieve an 
accurate solution with the available hardware resources. 
The three dimensional view of the Brushless DC motor 
is shown in Figure 1. 

4. Simulation Results 
It is assumed that the square voltages with amplitude of 
311 V and frequency of 60 Hz are applied to the 
brushless DC motor as shown in Figure 2. The brush-
less DC motor is simulated in the interval of 0 to 0.02 
seconds with 0.002s of time step. The magnitude of 
flux density in times of 0.004s, 0.006s, 0.008s, 0.01s, 
0.012s, 0.014s, 0.016s, 0.018s and 0.02s are shown in 
Figures 3-11. Also, the diagrams of the torque and the 
force in the z, y and x directions are shown in Figures 
12-17 respectively. 

 

 

Figure 1. Three dimensional brushless DC motor 
 

 
Figure 2. Input voltage waveforms and stator excitation inverter 

 

Figure 3. Magnetic flux density in 0.004 s 
 

 

Figure 4. Magnetic flux density in 0.006 s 
 

 

Figure 5. Magnetic flux density in 0.008 s 
 

 

Figure 6. Magnetic flux density in 0.01 s 
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Figure 7. Magnetic flux density in 0.012 s 

 

 
Figure 8. Magnetic flux density in 0.014 s 

 

 
Figure 9. Magnetic flux density in 0.016 s 

 

 

Figure 10. Magnetic flux density in 0.018 s 

 

Figure 11. Magnetic flux density in 0.02 s 
 

 
Figure 12. Torque in z-direction 

 

 
Figure 13. Torque in y-direction 

 

 
Figure 14. Torque in x-direction 
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Figure 15. Force in z-direction 

 

 
Figure 16. Force in y-direction 

 

 
Figure 17. Force in x-direction 

 
5. Conclusions 

A method for the analysis of the magnetic force and the 
torque in a brushless DC motor has been presented from 
the finite element method and Maxwell stress tensor, so 
that the characteristics of the magnetic force and the 
torque can be predictable. Shear force existing in a small 
air gap produces the torque. The permanent magnet and 
the teeth geometry produces the reluctant torque, which 
increases the magnetic field of the teeth corner with the 

 
 

direction to move the rotor to the equilibrium position. 
The commutating torque is produced by the interaction of 
the permanent magnet and the current which increases 
the magnetic field concentration of the teeth corner in the 
moving direction and decreases it in the opposite direc-
tion and the simulation software has analyzed nicely the 
performance of the brushless DC motor in the transient 
state. 
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ABSTRACT 

In order to solve the problems including pipe corrosion, scaling and microbial growth, which severely threat safe op-
eration of circulating cooling water system, this paper proposes ion exchange softening and alkalization process to 
solve these problems and carries out a series of studies to study the feasibility of ion exchange softening and alkaliza-
tion process in the simulation process of circulating cooling water system. The studies include product water quality of 
ion exchange softening and alkalization process, effect on the performance of carbon steel and brass, and the inhibition 
that suppresses microbial growth. The results indicate that ion exchange softening and alkalization process is feasible 
to prevent the circulating cooling water system from scaling, pipe corrosion, and microbial growth without any other 
chemicals. Thus circulating cooling water system can achieve zerodischarge of wastewater. 

Keywords: Ion Exchange Softening and Alkalization, Circulating Cooling Water, Zerodischarge 

1. Introduction 

Circulating cooling water system is widely used in indus-
trial process and central air conditioning system because 
of its high water conversation efficiency and rejection of 
thermal pollution of receiving water compared to once- 
through cooling water system [1]. However, circulating 
cooling water system has three major problems including 
pipe corrosion, scaling and microbial growth. 

Generally speaking, the general method to solve the 
three problems is to add chemicals such as scale inhibitor, 
corrosion inhibitor, and microorganism inhibitors, which 
can effectively control pipe corrosion, scaling and micro-
bial growth to the circulating cooling water, but the 
prevalent method brings some disadvantages including 
the discharge and disposal of harmful chemicals and 
high operation cost. Currently the researches on devel-
oping the environment-friendly chemicals with syner-
gistic effects and high efficiency become a hotspot 
[2,3]. At the same time, the physical methods such as 
high frequency electromagnetic, electrostatic, and ul-
trasonic treatment, are also developing. However, nei-
ther chemical methods nor physical methods can abso-
lutely solve these problems without any harmful impact 
on the water environment. 

In order to solve these tough problems, this paper puts 
forward an innovative process, ion exchange softening 
and alkalization process, to transform the hardness and 
the corrosive anions into sodium bicarbonate to maintain 
the pH value of sodium bicarbonate solution in the fixed 
range and protect the circulating cooling water system 
from scaling, pipe corrosion and microbial growth. 

2. Principle of Ion Exchange Softening and 
Alkalization Process 

2.1 Discription of Ion Exchange Softening and 
Alkalization Process for Circulating Cooling 
Water System 

Figure 1 shows the schematic diagram of the facility for 
circulating cooling water system consisting of ion ex-
change system, a circulating water loop and a cooling 
tower. Ion exchange softening and alkalization process is 
used for circulating cooling water softening and alkaliza-
tion treatment. Sodium form strong acidic resin and bi-
carbonate form strong basic resin are used to remove the 
hardness and corrosive anions including sulfate and chlo-
ride, transform the ions into sodium bicarbonate, and 
alkalinize product water of ion exchanger. The circulat-
ing loop and cooling tower are used to simulate the op-
eration of circulating cooling water system. 

2.2 Ion Exchange Softening and Alkalization System 

Ion exchange softening and alkalization process uses ion 
exchange resin as a method for water softening and alka-
lization treatment. During the ion exchange process, 
strong acidic sodium form ion exchange resin is used as 
softener to remove divalent cations, especially hardness 
including calcium ion and magnesium ion. Then the ef-
fluent of the cation exchanger in sodium form passes 
through the anion exchanger in bicarbonate form, so the 
effluent of ion exchanger mainly contains sodium ion, 
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bicarbonate ion and the other ions including calcium ion, 
magnesium ion, chloride ion, sulfate ion are trace. The 
general bicarbonate-chloride anion exchange reaction and 
sodium-calcium or sodium-magnesium cation exchange 
reaction are shown below. 

2+ +
22RNa+Ca R Ca+2Na→            (1) 

2+ +
22RNa+Mg R Mg+2Na→           (2) 

3 3RHCO +Cl RCl+HCO− −→            (3) 

2.3 The Open Equilibrium State of Carbonation 
Solution 

In circulating cooling water system, circulating cooling 
water exchanges heat with the atmosphere in cooling 
tower and it is vaporized partly and concentrated. Carbon 
dioxide gas in the atmosphere contacts with cooling wa-
ter fully. When concentration of dissolved carbon dioxide 
is in line with Henry’s law which is applicable to carbon 
dioxide equilibrium between atmosphere and liquid, the 
aqueous and atmosphere phases reach the equilibrium 
state after the spray cooling process in the cooling tower, 
Henry’s law is expressed in Equation 4. 

2 2CO H COC = K P⋅                 (4) 

The carbonate system controls the pH value of solution. 
The chemical species of solution that compose the carbon-
ate system include gaseous carbon dioxide, aqueous carbon 
dioxide, carbonic acid, bicarbonate and carbonate. The 
presence of carbonate, bicarbonate, and hydroxyl ions ac-
counts for essentially all of the alkalinity, so the alkalinity 
greatly influences the equilibrium pH value of the carbonate 
solution. The relation between equilibrium pH value in the-
ory and total alkalinity in solution is expressed in Equation 5. 

2 2 2

2
w CO 1 w CO 1 CO 1 2( ) ( ) 8

pH lg
2

K C K K C K B C K K

B

+ ⋅ + + ⋅ + ⋅ ⋅ ⋅ ⋅
= −

⋅
 (5) 

The equilibrium pH values of the solutions with dif-
ferent alkalinities at different temperatures are showed in 
Figure 2. Figure 2 indicates that the equilibrium pH value 
of solutions rises as the alkalinity and temperature rise. 

 
 
 

 
 

 
 
 
 
 
 
 
 
 
 

Figure 1. Schematic of ion exchange softening and alkalization 
for circulating cooling water system 
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Figure 2. The relation between pH value and total alkalinity 

2.4 Principle of Anti-Scale Corrosion Inhibition 
and Suppression of Microbial Growth 

Ion exchange softening and alkalization process removes 
the hardness mainly including calcium ion and magne-
sium ion, and the corrosive anions such as sulfate and 
chloride, transforms the ions into sodium bicarbonate and 
maintains the pH value of sodium bicarbonate solution in 
the fixed range, so the process can effectively prevent the 
circulating cooling water system from scaling. From the 
Pourbaix diagram, we can learn that iron and copper can 
form a passive and compact oxide coating on the surface 
of metal pipe in the pH value range from 8.9 to 13.0 and 
from 8.6 to 10.0, respectively. And for copper pipe, it can 
form a protective passive coating in the optimal pH value 
range from 7.60 to 8.95 at low conductivity [4]. So it’s 
possible to control the pH value of solution to prevent the 
metal from corrosion. 

To continue to grow properly, an organism in the cir-
culating cooling water must have a source of carbon and 
energy. In addition, elements such as nitrogen, phospho-
rus, and trace elements including sulfur, potassium, cal-
cium, and magnesium must be available. Ion exchange 
softening and alkalization process cuts off the nutrition 
sources such as nitrogen and phosphorus which are es-
sential for cell synthesis of microorganism. So, the ion 
exchange process can suppress microbial growth for cir-
culating cooling water system. 

3. Experimental Studies 

3.1 Effluent Quality of Ion Exchange Softening 
and Alkalization Process 

The raw water which comes from Yangtze River in China 
firstly passes through strong acidic sodium form ion ex-
change resin for softening to remove the hardness, and 
then the effluent of the cation exchanger in sodium form 
passes through the anion exchanger in bicarbonate form 
for the removal of corrosive anions such as sulfate and 
chloride. The qualities analysises of the raw water and 
effluent of ion exchanger are shown in Table 1. Table 1 
indicates that the ion exchange process can removes all of 
the hardness and corrosive anions and transforms the ions 
into sodium bicarbonate. However, the pH value falls 
from 7.5 to 6.8. 

Steam 

Feed 
water 

makeup water Wind 

Ion exchange 
Softening and 
alkalinization 
treatment system 

Cooling water tank Discharge 

Circulating pump Cooling water 

Condensate Steam 

Heat exchanger 
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3.2 Test Results of Carbonate Equilibrium 

The equilibrium pH value of bicarbonate solution is in-
fluenced by the total alkalinity of solution, and the equi-
librium pH value of solution rises as the alkalinity rises, 
so it is feasible to control the pH value by adjusting the 
alkalinity of solution. The relation between theoretical 
and measured equilibrium pH value in different alkalin-
ities is showed in Figure 3. Figure 3 illustrates that the 
measured pH value approximates to the theoretical equi-
librium pH value. Therefore, the carbonate solution is 
able to obtain gas-liquid equilibrium state. 

3.3 Pilot Test of Circulating Cooling Water System 

The pilot test flow sheet of ion exchange softening and 
alkalization treatment tor circulating cooling water sys-
tem are illustrated in Figure 4. In the study of circulating 
cooling water system, part of circulating water after ion 
exchange softening and alkalization treatment sprays, the 
other part of circulating cooling water goes back to cool-
ing water tank by bypass. In the circulating cooling water 
system, when the cooling water sprays and contacts with 
 

Table 1. Quality analysis of the raw water and effluent 
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Figure 3. The comparison of measured pH value and theoretical 
pH value in different alkalinity 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. Schematic of the assimilation of circulating cooling 
water system 

carbon dioxide gas in the atmosphere fully, the pH value 
of cooling water is increasing until carbonate solution 
obtains the gas-liquid equilibrium. The relation between 
concentration of hydrogen ion of circulating cooling wa-
ter and the duration, T , of aeration is showed in Equa-
tion 6. 
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The variation trends of the measured pH value of cir-
culating water are showed in Figure 5. Figure 5 indicates 
that the value of circulating water rises as the duration of 
aeration increases, and measured pH value shows the 
same variation tends as the theoretical value. When the 
spray flow rate is 400 L/h and the volume of circulating 
water is 175.6 L. It takes 2 hour for the circulating water 
to keep pH value stable regardless of the initial pH value 
and total alkalinity of circulating water. So for an open 
circulating cooling water system, the pH value can be 
controlled accurately, it takes the fixed time for circulat-
ing water to maintain the pH value stable, and the theo-
retical mathematic model can be adopted to predict the 
pH value of circulating cooling water system. 

3.4 Corrosion Test of Iron and Brass in Open 
Carbonate Equilibrium System 

In order to studies anti-corrosion performance of carbon 
steel and brass in equilibrium carbonate solution with 
different alkalinities, the corrosion tests are carried out. 
During the tests, static weight loss measurement and 
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Table 5. Tendency of the variation of the pH value of solution 
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Ca2+ 
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- 

(mol/L) 
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electrochemical methods including polarization curve and 
Electrochemical Impedance Spectroscopy (EIS) are 
adopted. In order to study the performance of passive 
coating formation of brass, the kinetics experiments of 
passive coating formation are conducted. Figure 6 shows 
the corrosion rate of brass by weight loss measurement. 
Figure 7 illustrates the corrosion current density of car-
bon steel and brass in carbonate solution with different 
alkalinities. Figure 8 shows Nyquist Plots of carbon steel 
in carbonate solution with different alkalinities. Figure 9 
and Figure 10 show Bode Plots and Nyquist Plots of ki-
netics of passive coating formation of brass, respectively. 

Figure 6 indicates that corrosion rate of brass in bicar-
bonate solution with different alkalinities is below 5.0E-3 
mm/a, and it means that the bicarbonate solution has 
good performance on corrosion inhibition. Figure 7 indi-
cates that the corrosion current density of brass rises as 
the alkalinity of bicarbonate solution rises when the alka-
linity is below 3.0E-2 mol/L, and brass has the lowest 
corrosion current rate when the alkalinity is 3.0E-2 mol/L. 
Figure 7 and Figure 8 show the same result that when the 
alkalinity of carbonate solution is 3.0E-2 mol/L, carbon 
steel has the lowest corrosion current density. Figure 9 
and Figure 10 illustrate that firstly the surface of brass 
forms the compact oxide coating consisting of cuprous 
oxide, and then the cuprous oxide is transformed into 
copper oxide by oxidation, when the oxide coating con-
sisting of cuprous oxide forms, it can maintain stable and 
prevent the brass from corrosion. 
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Figure 6. Corrosion rate of brass in bicarbonate solution 
with different alkalinities 
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Figure 7. Corrosion current density of carbon steel and 
brass in bicarbonate solution with different alkalinities 

3.5 Microbial Growth Test 

Ion exchange softening and alkalization process can re-
move calcium ion, magnesium ion, trace elements and 
other nutrition resource such as inorganic nitrogen and 
phosphorus which are essential for microbial growth. 
However, the circulating cooling water after softening 
and alkalization treatment provides carbon resource for 
the microorganism. So it is necessary to study the influ-
ence factors of microorganism. 
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Figure 8. Nyquist plots of carbon steel in carbonate solution 
with different alkalinities 
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Figure 9. Nyquist Plots of kinetics of passive coating formation 
of brass in bicarbonate solution with different alkalinities 
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Table 2. Microbial growth test in different conditions 

Item 
Number 

Alkalinity 
(mol/L) 

Glucose 
(g/L) 

Protein 
(g/L) 

NH4Cl 
(g/L) 

K2HPO4 

(g/L) 

CaCl2 

(g/L) 
Multiple of microbial growth 

Decrement of 
CODCr (mg/L) 

1 3.3 10 5 0 1 10.76 1840 
2 16.5 10 5 0 1 0 18.34 3600 
3 33.0 10 5 0 1 0 14.94 4800 
4 49.5 10 5 0 1 0 13.34 8160 
5 16.5 10 0 3 1 0 3.27 1680 
6 16.5 10 0 0 0 0 5.87 1440 
7 16.5 0 5 0 1 0 6.25 1920 
8 16.5 5 0 3 1 0 6.02 1520 
9 16.5 0 0 3 1 0 0.71 880 
10 16.5 10 5 0 1 1.5 24.33 6720 
11 16.5 10 5 0 1 3.0 17.48 6080 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The test studies the factors including alkalinity, nitro-

gen, phosphorus, hardness, organic matter. Table 2 shows 
the test results of the microbial growth test. 

Table 2 illustrates that organic matter is the main factor 
that controls the microbial growth, and the absence of 
calcium ion, magnesium ion, nitrogen, phosphorus also 
can suppress the microbial growth. Content of inorganic 
carbon has no obvious effect on microbial growth. 

4. Conclusions 

Ion exchange softening and alkalization process can re-
move hardness and corrosive anions dissolved in circu-
lating cooling water, transform all the ions into sodium 
bicarbonate, and alkalize the circulating cooling water.. 
So the process can effectively prevent the circulating 
cooling water system from scaling. 

The pH value of circulating water after spraying can 
greatly approximate to the theoretical value. Corrosion 
test illustrates that carbon steel and brass can reach the 
lowest corrosion rate in the bicarbonate solution with 
total alkalinity of 3.0E-2 mol/L. To optimize the opera-
tion condition of circulating cooling water system and 
maintain the alkalinity of circulating cooling water is an 

crucial way to prevent the circulating cooling water sys-
tem from corrosion. And maintain the alkalinity of car-
bonate solution in the level of 3.0E-2 mol/L, the concen-
tration factor of circulating cooling water system can 
reach up to 15, ion exchange softening and alkalization 
process can improve the cooling water usage efficiency. 

Microbial growth test indicates that orangic matter is 
the main factor to influence the microbial growth, and the 
absence of other nutrition source such as calcium ion, 
magnesium ion, nitrogen, phosphorus also can affect the 
microbial growth. And ion exchange softening and alka-
lization process can remove most of organic matter and 
maintain the low content of organic matters and effec-
tively suppress the microbial growth. 

Therefore, ion exchange softening and alkalization 
process is a feasible and effective method to solve the 
problems of pipe corrosion, scaling, and microbial 
growth, improve usage efficiency of cooling water, 
achieve zerodischarge of wastewater and converse water 
resource. 
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Nomenclature 

2COC    concentration of CO2 in carbonate solution,
 
mol/L

 
wK     equilibrium constant for water 

1K      coefficient of first order dissociation of H2CO3 

2K      coefficient of second order dissociation of H2CO3 

HK      Henry coefficient, atm-1 

B        total alkalinity of carbonate solution, mol/L 
A        renewing speed of gas-liquid mass transfer area, m2/h 

GK      coefficient of gas transfer, (atm·m2)/mol 

Q       flux of spraying, L/h
 

V       volume of circulating cooling water, L 

ipH    initial pH value of carbonate solution 

2COP   partial pressure of carbon dioxide in atmosphere, atm. 

C     initial concentration of CO2 in carbonate solution,
 
mol/L 

D  concentration of CO2 in carbonate solution at any fixed pH 
value,

 
mol/L 



J. Electromagnetic Analysis & Applications, 2009, 1: 11-14 
Published Online March 2009 in SciRes (www.SciRP.org/journal/jemaa) 

Copyright © 2009 SciRes                                                                               JEMAA 

1

Reduction of Cogging Torque in Permanent 
Magnet Flux-Switching Machines 

Yu Wang1, Jianxin Shen1*, Weizhong Fei2, Zongxi Fang1 
 

1College of Electrical Engineering, Zhejiang University, Hangzhou, 310027, China, 2Department of Aerospace Power and Sensors, 
Defence College of Management and Technology, Cranfield University, Shrivenham SN6 8LA, United Kingdom. 
Email: wangyu88207028@163.com 
 
Received January 18th, 2009; revised February 5th, 2009; accepted February 20th, 2009.

ABSTRACT 

Permanent magnet flux-switching machine (PMFSM) is a relatively new structure. Available literatures mainly focused 
on its general design procedure and performance analysis. In this paper, Finite Element Method (FEM) is taken to ana-
lyze various design techniques to reduce the cogging torque in a prototype 12/10-pole PMFSM. 

Keywords: Permanent Magnet, Flux-Switching Machines, FEM 

1. Introduction 

The permanent magnet flux-switching (PMFSM) ma-
chine is a relatively new type of electric motor. It has 
both windings and magnets in stator and it is a combina-
tion of switched reluctance motor (SRM) and the induc-
tor alternator [1]. Recent research has revealed that the 
PMFSM has the advantages of high power/torque density, 
high efficiency, and high flux-weakening capability. 
However, the available papers mainly focused on general 
design procedure [2,3,4,5,6], and performance analysis 
[7,8,9,10]. Due to the unique structure, the cogging 
torque in the PMFSM which results from the interaction 
of the stator permanent magnets with the rotor teeth is 
relatively high comparing with other types of PM motors, 
producing vibration and acoustic noise and deteriorating 
motor performance. 

In this paper, FEM is taken to analyze various design 
techniques to reduce the cogging torque in a prototype 
12/10-pole PMFSM. 

2. Factors Influencing Cogging Torque 

2.1 Motor Model 

Figure 1 shows the cross-section of a 3-phase 12/10-pole 
PMFSM. It has 10 poles teeth on rotor which is the same 
as a SRM rotor, and 12 poles on stator. Each stator pole 
has two iron teeth with a magnet sandwiched between 
them. The magnets are tangentially magnetized with op-
posite direction in any adjacent magnets. Moreover, each 
stator pole is wound around with a concentrated coil, and 
each phase has 4 coils. Table I gives the specification of 
the PMFSM studied in this paper. 

2.2 Cogging Torque Calculation 

Cogging torque is due to energy variation within a motor 

as the rotor rotates, even if there is no current in windings. 
Since the energy variation in magnets and iron is negligi-
ble compared to that in air, cogging torque for a conven-
tional inner-rotor surface-mounted PM brushless motor 
can be expressed as follows [11]: 
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where Ls, 0µ , Rs, Rm, α  are the stack length, air per-

meability, stator bore radius, magnet outer radius and 
rotation angle of rotor, respectively; GnNL, BnNL are the 
corresponding Fourier coefficients of relative airgap 
permeance function and flux density function; NL is the 
least common multiple of the number of magnets and 
the number of slots. The fundamental cycle of the cog-
ging torque is 2π/NL. 
 

 

Figure 1. Topology of PMFSM 



12                    Reduction of Cogging Torque in Permanent Magnet Flux-Switching Machines 

Copyright © 2009 SciRes                                                                               JEMAA 

Table 1. Specification of the PMFSM 

Item Value 

Stator pole/rotor pole 12/10 

Stator outer diameter 100mm 

Rotor outer diameter 58.8mm 

Airgap 0.6mm 

Magnet thickness 4.2mm 

Axial length 90mm 

 
Though, Equation (1) was originally derived for the 

PM brushless motor, it has value of reference for the 
PMFSM. It reveals that the cogging torque can be re-
duced by controlling NL, GnNL, BnNL. Therefore, various 
design techniques can be applied. 

3. Method of Reducing Cogging Torque 

3.1 Rotor Tooth-Notching 

Figure 2 shows the tooth-notching on the rotor. This 
changes the airgap between the rotor and stator, which 
can effectively control the airgap permeance function. 
Cogging torque can be reduced by applying proper num-
ber and depth of notches. Especially, two tooth-notches 
allocated on the 1/3 position of the rotor tooth is the most 
effective, as verified by FEA results. 

3.2 Rotor Tooth-Chamfering 

Figure 3 shows the chamfered rotor teeth. This also 
modifies the airgap permeance function. It makes sure 
that the flux in the airgap can vary much more smoothly. 
FEA shows that proper chamfer radius of arc can reduce 
the cogging torque significantly. 

3.3 Rotor Teeth-Pairing 

Figure 4 shows the rotor teeth pairing technique to reduce 
the cogging torque. The cogging torque waveform varies 
with the rotor tooth width βr. By the way of example, if 
the width of all rotor teeth is βr =8o, the cogging torque 
has almost the same waveform as the case when the 
width of all rotor teeth is βr =11o, but opposite phase. 
Therefore, two types of rotor teeth with different width of 
βr =8o and βr =11o, are alternatively employed, as shown 
in Figure 4. The overall cogging torque can thus be sig-
nificantly reduced, as verified by FEA results. Conse-
quently, significant reduction of the cogging torque is 
observed. 

Another way of realizing rotor teeth-pairing is to axi-
ally device the rotor stack into two parts. The width of all 
teeth in the first pant is r=11o, whilst that in the second 
part is r=8o. The cogging torque produced on these two 
parts will kill each other, such that the overall cogging 
torque will be reduced effectively. This method will not 
be mentioned in the next section. 

3.4 Rotor-Skewing 

Skewing is the most common method to reduce the cog-
ging torque in PM machines. In the PMFSM, the stator 

has magnets, whilst the rotor is composed entirely of 
laminations. Therefore, skewing rotor is much more 
convenient in the PMFSM. In this paper, the rotor is 
skewed by one cogging torque cycle, viz. 6 mech-degrees. 
Finite Element Analysis (FEA) shows that rotor skewing 
can reduce the cogging torque by 95%. However, rotor- 
skewing also decreases the rotor saliency, and thus re-
duces the back-EMF and electromagnetic torque. 

3.5 Magnet Thickness Optimization 

It was originally recommended in [2] that the magnet 
thickness should be the same as that of stator teeth. 
However, FEA shows that it is essential to optimize the 
magnet thickness to reduce the cogging torque. Generally, 
thinner magnets will lead to lower cogging torque, but 
also result in lower airgap field and electromagnetic 
torque. 
 

 

Figure 2. Rotor Tooth-Notching 
 

 

Figure 3. Rotor Tooth-Chamfering 
 

 
Figure 4. Rotor Teeth-Pairing 
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4. Effectiveness Analysis with FEM 

In the preceding section, five design methods of reducing 
the cogging torque, as well as their pros and cons, have 
been presented. It is noted that the back-EMF may de-
crease when these methods are applied, therefore, the 
back-EMF variation should also be examined. 

Figure 5 and Table 2 show the cogging torque reduc-
tion of the 12/10-pole PMFSM with various design 
methods. Compared with the case of the original model, 
the cogging torque can be reduced by 95% with the rotor- 
skewing technique, and by 80% or more with the rotor 
teeth-pairing, rotor tooth-notching and rotor tooth- 
chamfering techniques. Using thinner magnets can also 
decrease the cogging torque, by 64%, though it is not 
sufficiently effective. 

Figure 6 shows the back-EMF waveforms with half a 
cycle. It is seen that the back-EMF with rotor-skewing by 
6 mech-deg is almost sinusoidal, and its amplitude de-
creases by 5% compared with that of the original model. 
The back-EMF with rotor tooth-notching contains more 
harmonics which can deteriorate the motor performance, 
and its amplitude is reduced by 12% due to the increase 
of the equivalent airgap length. Moreover, the airgap 
field with rotor tooth-chamfering or thinner magnets is 
smoother than that in the original model, thus, the 
back-EMF waveforms are also close to sine-wave. How-
ever, the rotor tooth-chamfering will decrease the back- 
EMF, also because of the larger airgap. Furthermore, it is 
interesting to notice that the back-EMF amplitude with 

 

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0 1.5 3 4.5 6
Rotor Position (mech-deg)

C
og

gi
ng

 T
or

qu
e(

N
.m

)

Original model
Rotor-skewing by 6°
Rotor tooth-notching
Rotor tooth-charmfering
Rotor teeth-pairing
Thinner magnets

 

Figure 5. Cogging torque reduction with various methods 
 

Table 2. Effectiveness of cogging torque reduction of vari-
ous methods 

Design Methods 
Cogging Torque 

(Peak-to-Peak) (Nm) 
Percentage to 

Original 

Original 1.12 100% 

Rotor tooth-notching 0.19 17% 

Rotor 
tooth-chamfering 

0.23 20% 

Rotor teeth-pairing 0.15 13% 

Rotor-skewing by 6 
mech-deg 

0.056 5% 

Thinner magnets 0.40 36% 

width, which is the same as the magnet width and the 
stator tooth width as well as the stator slot opening width  
the rotor teeth-pairing technique increases by 4%. This 
further proves that the originally proposed rotor tooth [2], 
might be unsuitable. Hence, optimization of rotor tooth 
width is usually essential [6]. 

On the other hand, the PMFSM can be driven as a 
sine-wave permanent magnet synchronous motor (PMSM). 
Thus, the effective component of the back-EMF is the 
fundamental. Clearly, even if the amplitude of the phase 
back-EMF is high, its fundamental might not be essen-
tially high due to the influence of harmonics. Therefore, 
the electromagnetic torque (EM-torque) produced with 
sine-wave armature currents are investigated. As can be 
seen in Figure 7, there exist ripples in the EM-torque, 
partly because of the harmonics in the back-EMF, and 
mainly because of the motor saliency and non-sinusoidal 
variation of winding inductance. The average EM-torque, 
as well as the back-EMF amplitude, is all listed in Table 
3. It is seen that the rotor-skewing technique and thinner 
magnets technique will keep the average EM-torque al-
most the same, the rotor tooth- notching technique and 
rotor tooth-chamfering techniques which increase the 
equivalent airgap length will reduce the average EM 
torque, whilst the rotor teeth-pairing technique can in 
contrast enhance the EM torque. 
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Figure 6. Back-EMF variation with various methods 
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Table 3. Comparison of back-EMF and average torque with 
various methods 

Design Methods 
Back-EMF amplitude 

(V) 
Average EM-Torque 

(N.m) 

Original 31.3 1.38 

Rotor-skewing by 6 
mech-deg 

29.7 1.37 

Rotor tooth-notching 27.6 1.26 
Rotor tooth-cham-
fering 

28.1 1.23 

Rotor teeth-pairing 32.5 1.42 

Thinner magnets 30.6 1.39 

 
5. Conclusions 

Five design methods are presented to reduce the cogging 
torque in the permanent magnet flux-switching machine. 
FEM is taken to analyze the effects of these methods, 
including the cogging torque reduction and the back- 
EMF variation. It is proved that the rotor-skewing tech-
nique is the most effective to reduce the cogging torque 
and can keep the average EM-torque almost unchanged. 
Moreover, the rotor teeth-pairing technique can also re-
duce the cogging torque significantly, and meanwhile 
enhance the EM-torque by some degrees. These two 
methods are generally preferable. 
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ABSTRACT 

Application of Distributed Generation (DG) to supply the demands of a diverse customer base plays a vital role in the 
renewable energy environment. Various DG technologies are being integrated into power systems to provide alterna-
tives to energy sources and to improve reliability of the system. Power Evacuation from these remotely located DG’s 
remains a major concern for the power utilities these days. The main cause of concern regarding evacuation is con-
sumption of reactive power for excitation by Induction Generators (IG) used in wind power production which affects 
the power system in variety of ways. This paper deals with the issues related to reactive power consumption by Induc-
tion generators during power evacuation. Induction generator based wind turbine model using MATLAB/SIMULINK is 
simulated and its impact on the grid is observed. The simulated results are analyzed and validated with the real time 
results for the system considered. A wind farm is also modeled and simulations are carried out to study the various im-
pacts it has on the grid & nearby wind turbines during Islanding and system event especially on 3-Phase to ground 
fault. 

Keywords: Distributed Generation (DG), Grid, Wind Turbines, Induction Generator, Islanding, Power Evacuation, 
Point of Common Connection 3 Phase to Ground Fault 

1. Introduction 

Wind is one of the most important resources found in 
nature’s bounty totally free of cost and without any 
hazardous effects. Perhaps that is why, in this hour of 
energy crisis,the entire human race has diverted its 
attention to wind energy as a suitable alternative to the 
conventional sources of energy we have been using for 
more than a century. 

Having an insight into the statistics concerning 
installed wind power capacity,we see that the total 
capacity as of today is 93,849MW (2008). India stands 
fourth in wind power commissioning with an installed 
capacity of 7844.5MW (2008). But Germany with a 
capacity of 22,247MW (2008) shows that the distance to 
be covered is still huge. Of course, it instills a hope that 
the future will be bright with no reliance on conventional 
sources of energy and wind energy forming a large chunk 
of the installed capacity. 

There are two types of utility-scale wind turbines, 
fixed- and variable-speed. Fixed-speed wind turbines 
operate at a near constant rotor speed at all times and are 
directly connected to the power grid [1]. Fixed speed 
wind turbine which is used here for analysis operates 
within a very small range (around 5% of the nominal 
value) and in general they use a fixed shunt capacitor to 
provide reactive power compensation [2]. 

1.1 Islanding 

A phenomenon which generally occurs in a network with 
Wind Generation in which a portion of the distribution 
network becomes Electrically Isolated from utility grid 
due to transmission system events & after disconnection, 
wind generator maintains supply to local loads. Islanding 
can be categorized as Intentional Island and Unintentional 
Island. Islanding is a condition in which local Distribution 
Generation systems continue to supply stable real power 
and reactive power to the local loads at a sustained voltage 
and frequency while the main Energy system is de-ener-
gized. An islanding condition creates a safety hazard and 
may cause damage to power generation and power supply 
facilities as a result of unsynchronized re-closure [3]. In 
general, after loss of the main source, the DG has to take 
charge of the remaining network and the connected loads; 
therefore, the loading condition of the DG is suddenly 
changed after islanding. Since the distribution networks 
generally include single-phase loads, it will be highly pos-
sible that the islanding changes the load balance of DG [4]. 

1.2 Intentional Island 

Planned islanding is often called Intentional Islanding. 
This condition arises when a portion of the network is 
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separated from the rest of the network for the sake of 
system reliability & maintaining the safety of the network. 
Utility personnel monitor the islanded system continu-
ously & it poses no problem for the utility. 

During the occurrence of a system outage, when sev-
eral groups of generators can go out of-step with each 
other, it may be desirable to have selected islands where 
there is a minimal mismatch between load and generation. 
Switching operations carried out to split the system into 
such self-sufficient regions is called intentional islanding. 

1.3 Unintentional Island 

Sudden and unpredicted islanding is termed as uninten-
tional islanding which mainly results due to the failure of 
anti-islanding techniques resulting in electrical isolation 
of an energized portion [5]. The energized portion will 
continue to supply power to the loads present in the island 
affecting the safety concerns for the utility personnel. 

A section of the grid having balanced load and gen-
eration may become isolated from the rest of the grid 
by a sudden opening of a switch or a circuit breaker 
that causes the disconnection of the feeder from the 
grid. A common form of disconnection would typically 
arise from a momentary ground fault on the feeder, 
which is detected by the feeder ground relay and results 

in tripping of the feeder circuit breaker. Such an event 
is described in Figure 1. The single line to ground fault 
shown in the Figure1 is assumed to be transient in na-
ture [6]. This fault could cause operation of utility 
breaker shown as a disconnection point suggested by 
the given Figure 1. 

However, the transient fault may be undetectable by 
the DG and cause to exist after opening of the utility 
breaker. In this scenario, an unintentional island is 
formed after opening of the utility breaker. After dis-
connection from the grid, this island may be initially 
deficient in active and reactive power. The deficiency 
of active power is balanced by the release of kinetic 
energy from the rotating machinery connected to the 
system, and hence reduction in system frequency [6]. 
The deficiency of reactive power is mainly balanced by 
the export of reactive power from the embedded syn-
chronous generator .An islanding event, such as de-
scribed in this section, can be conveniently illustrated by 
a frequency and voltage versus time graph of Figure 2. 

1.4 Implications of Inadvertent Islanding 

Inadvertent islanding presents a number of safety, com-
mercial, power quality, and system integrity problems [7]. 
In summary, the major issues are: 

 

Figure 1. Ground fault disconnection 

 
Figure 2. Voltage and frequency response 
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1) Line worker safety can be threatened by DG sources 

feeding a system after primary sources have been 
opened and tagged out. 

2) Public safety can be compromised as the utility does 
not have the capability of de-energizing downed lines. 

3) The voltage and frequency provided to other customers 
connected to the island are out of the utility’s control, yet 
the utility remains responsible to those customers. 

4) Protection systems on the island are likely to be unco-
ordinated, due to the drastic change in short circuit cur-
rent availability. 

5) The islanded system may be inadequately grounded by 
the DG interconnection. 

6) Utility breakers or circuit reclosers are likely to re-
connect the island to the greater utility system when 
out of phase. 

2. System Configuration 

The parameters used for the simulation of the above model 
of an Induction Generator based wind turbine are as follows: 

2.1 Induction Generator 

A 3-phase squirrel cage induction generator with a nomi-
nal power of 843KVA, 690V (φ-φ), 50 HZ is used for the 
above system with the parameters shown in Table 1. 
 

Table 1. Induction generator parameters 

Parameter Unit  
Stator Resistance R1 0.0045 Ω 
Stator Leakage Reactance X1 0.0513 Ω 
Magnetizing Reactance Xh 2.2633 Ω 
Rotor Reactance(referred to Stator) X’2 0.066 Ω 
Rotor Resistance( referred to Stator) R’2 0.004 Ω 
Magnetizing Resistance Rfe 83.3 Ω 

 

2.2 Three Phase Transformer 

A Yg/ ∆ (D1) configuration of three phase (2-winding) 
transformer is used with a nominal power of 1MVA with 
following primary/Secondary Windings given in Table 2. 
Parameters used for the simulation of three phase PI sec-
tion Line was given in Table 3. 

2.3 Grid 

A three-phase source with internal R-L impedance is 
used to implement a grid which is connected to the wind 
Generator through a T-Line & Transformer. The three 
phase Short-circuit Level at base voltage of 33KV is 
25MVA with X/R ratio of 10. 

2.4 Load 

A 3-Phase resistive load of 675KW is used which is con-
nected at the terminals of wind turbine. Simple wind farm 
based on fixed speed wind turbines is connected to a grid 
through a T-Line at Point of Common Connection (PCC). 

 
Table 2. WG transformer parameters 

Parameters Primary Winding Secondary Winding 
Voltage (φ-φ) rms(KV) 33 0.690 
Resistance(R) pu 0.0125 0.039 
Inductance(L) pu 0.0125 0.039 

 
Table 3 Parameters for PI section transmission line 

Parameters Positive Sequence Zero Sequence 
Resistance(Ω/Km) 0.1153 0.413 
Inductance(mH/Km) 1.05 3.32 

Capacitance(µF/Km) 11.33 5.01 

 

  
Figure 3. System configuration in SIMULINK 
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Figure 4. Outline of grid connected wind farm 
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Figure 5. Wind farm connected to grid using SIMULINK 
 
The second module of the paper deals with the Imple-
mentation of a Wind Farm & its Impact on Grid during 
Islanding which can be categorized as: 

1) Wind Farm Configuration in SIMULINK. 
2) Impact on Grid during Disconnection of a Wind 

Generator. 

2.5 Wind Farm Configuration 

A Wind Farm with three Identical Wind Turbines con-
nected together to form a Wind farm of capacity 2.25MW 
is shown in the Figure 5. 

In implementing a wind farm connected to a grid 
through a PCC needs a separate step-up Transformer at 
the PCC which is finally connected to the grid via Pi sec-
tion T-Line. The difference between a single wind Tur-
bine connected to a grid & a wind farm connected to grid 
can be seen by an additional Transformer’s & Individual 
short transmission lines connecting each Generator to 

PCC with their parameters mentioned below. 

2.6 Transformer 

With nominal power 10MVA a 33/66KV transformer 
with same parameters specified before. 

2.7 T-Line 

Short transmission lines connecting Individual Wind 
generators are of length 1 Km each with same parameters 
specified before. 

The Islanding of a Wind turbine model is shown in 
Figure 6 using SIMULINK. The Impact of Disconnection 
of one of WG from the rest of the network is imple-
mented here by Inserting a 3-phase breaker in series with 
the same WG & PCC in which switching of all the three 
phases from closed to open condition takes place after 1.5 
Sec of operation of WG. 

 

Figure 6. Islanding of a simulated wind turbine model 
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Figure 7. Network layout used for simulation [8] 
 

The parameters for the Breaker are Transition Time: 
1.5 Sec, Breaker Resistance: 0.001 Ω, Snubber Resis-
tance: 0.000001 Ω, Snubber Capacitance: ∞.  

Figure 7 is implemented in SIMULINK to Simulate 
Unintentional Islanding Condition. 

2.8 Induction Generator 

A 3-phase squirrel cage induction generator with a 
nominal power of 1.66MVA, 575V (φ-φ), 60 HZ is used 
for the above system with the parameters shown in Ta-
ble 4. 

A grounding Transformer is used to create a grounding 
point at the secondary side (∆) of grid 47MVA trans-
former with Xo=4.7 Ω [8]. 
 

Table 4. Parameters for induction generator [8] 
Parameter Unit  

Stator Resistance R1 0.004843 pu 
Stator Leakage inductance L1 0.1248 pu 
Magnetizing Inductance Lm 6.7 pu 
Rotor inductance ref to Stator L’2 0.1791 pu 
Rotor Resistance ref to Stator R’2 0.004347 pu 

 

Table 5. Three phase transformer parameters [8] 
3-Phase 4MVA transformer 

(Yg/Yn) 
47MVA grid side trans-

former Yg/∆(D1) 

Parameters Primary 
Winding 

Secondary 
Winding 

Primary 
Winding 

Secondary 
Winding 

Voltage (φ-φ) 
rms(KV) 33 0.575 132 33 

Resistance(R) pu 0.025/30 0.025/30 0.08/30 0.08/30 
Inductance(L) pu 0.025 0.025 0.08 0.08 

 

 

Figure 8. Simulated model for unwanted islanding    
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2.9 Grid 

A three-phase ideal voltage source along with a 3-phase 
mutual inductance block is used a grid with a capacity of 
2500MVA&Xo/X1=3 [8]. 

3. Case Studies and Results 

3.1 Normal Condition without any Compensation 

For a Wind Farm of 2.25 MW under normal working 
condition, following results were obtained. 

The waveform of P & Q at the Wind Generator termi-
nals is shown in Figure 9. The waveform of P & Q at the 
Grid terminals are shown in Figure 10.The waveform of 
V, I, P & Q at the load terminals are shown in Figure 
11.The loading conditions without any reactive power 
compensation are Load= (750+360j)*3, C1=C2=C3=0. 

It is found that the requirement of reactive power by 
Induction generators without compensation is fulfilled by 
the grid which results in large deviation from the standard 
voltage values. 

3.2 Islanding Condition 

Following results were obtained under Islanding condi-
tion. The waveform of P & Q at the Wind Generator ter-
minals are shown in Figure 12.The Frequency Response 
at the Wind Generator Terminal is shown in Figure 
13.The waveform of V, I, P & Q at the Grid terminal are 
shown in Figure 14.The waveform of V, I, P & Q at the 
Load terminal are shown in Figure 15. 

3.3 Unintentional Islanding Condition 

Following results were obtained under Unintentional 

Islanding condition where Islanding can be detected by 
conventional method. 

For PG=1.5MW, QG=-750 KVAR, PL=1.2MW, QL=20 
KVAR, QC=250KVAR. 

The waveform of V, I, P & Q at islanded Wind Gen-
erator terminals are shown in Figure 16. 

Table No. 6 shows the simulated results of the Voltage 
at Generator Terminal for the clearing time. And Table 7 
shows the IEEE Standards for Interconnection system 
response to abnormal voltages. 

From the waveform as df/dt=1.19 HZ/Sec, ∆f =2.38HZ, 
f’ = f-∆f = 57.62Hz. 

It is found that Islanding can be detected by the Con-
ventional methods based on local parameters. Thereafter 
Islanding can be prevented in accordance with IEEE 
1547 standards. 

 
Table 6. Voltages at WG terminal (PL=1.2MW) 

4 SEC 6 SEC 

0.961 pu 0.46 pu 

 

Table 7. IEEE 1547 standard (for voltage) 

Voltage Range (% of Base Voltage) Clearing Time 

50≤V≤88 2 Sec 
 

 

Table 8. IEEE 1547 standard (for frequency) 

WG size Frequency range Clearing Time 

＞30KW ＜(59.8-57) Adjustable 0.16s to 0.3s 
 

 
 

 

Figure 9. P & Q waveform at WG terminals 

 

Figure 10. P & Q waveform at grid terminals 
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Figure 11. V, I, P & Q waveform at load end 

 
Figure 12. P & Q waveform at WG terminal during disconnection of one WG 

 
Figure 13. Frequency response at WG terminal 

 
Figure 14. V, I, P & Q waveform at grid end 

 
Figure 15. V, I, P & Q waveform at load terminal 
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Figure 16. V, I, P, Q waveform at islanded WG end (PL=1.2 MW) 

 
 
 
 
 
 
 
 
 
 

Figure 17. Waveform of V, I, P, Q at Grid terminal during 3 phase fault at t= 1 sec 
 
 
 
 
 
 
 
 
 

 
Figure 18. Waveform of P, Q at grid terminals during 3 phase fault at t=1 sec (wind farm capacity= 4.5MW, grid =25MVA) 

 
 
 
 
 
 
 
 
 
 
 

Figure 19 Waveform of P, Q at grid terminals during 3 phase fault at t=1 sec (wind farm capacity=4.5MW, grid=50MVA) 

 
Table 8 shows the IEEE Standards for Interconnection 

system response to abnormal frequencies. 
The Impact of 3-phase to ground fault is analyzed by 

considering the Wind Farm Capacity of 2.25MW and 
4.5MW. 

3.4 Wind Farm Capacity of 2.25MW 

In Figure 17, response of 3 phase fault at grid terminals is 
shown when the capacity of wind farm is 2.25 MW & 
that of Grid is 25MVA. The fault is initiated at t= 1sec & 
gets self cleared at t=1.1sec. 

3.5 Wind Farm Capacity of 4.5MW 

When the capacity of the grid is doubled to 50 MVA, 
following response is obtained at grid terminals. 

4. Conclusions 

This paper demonstrates the impact of islanding during-
power evacuation from wind turbines. It is found that the 
problems associated with power evacuation from wind 
farms entirely depends on the network topology. A 
Smaller generating system (i.e. for 2.25MW) can sustain 
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and function stably with a grid capacity of 25MVA. To 
keep the system in stable, the grid capacity has to be in-
creased doubly (i.e. 50 MVA). It is found that Index 
based methods for anti-islanding doesn’t ensure preven-
tion from islanding as Index threshold could change due 
to change in system load, generation and configuration. 
The Voltage based Anti-Islanding technique fails to de-
tect Islanding if the transfer of reactive power from grid 
to wind farm is kept minimum. The Islanding of single 
wind turbine has very little impact on nearby wind tur-
bines and grid if it is detected in the given time. 

The impact of three phase fault power evacuation from 
wind turbines is found that the problems associated with 
power evacuation from wind farms entirely depends on 
the network topology. 

When the capacity of the Wind farm is doubled, 
system events results in unstable operation of the network. 
Instability can be seen from the changed operation condition 
after the fault is cleared at 100ms. The impact is minimised 
by increasing the capacity of the grid to 50 MVA. 

The oscillation in frequency is not acceptable where 
deviation is more than 5 Hz. Maximum oscillation is 
observed when the wind farm capacity is observed when 
the wind farm capacity is 4.5 MW. 
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ABSTRACT 

Application of weathering and cold-formed steel in transmission lines can reduce steel consumption and environmental 
pollution. Some advances in the studies on the weathering and cold-formed steel in transmission tower are introduced. 
Firstly, corrosion-resistant tests of weathering steel samples under different simulating technical atmospheres were 
carried out separately for 240 hours. It shows that the corrosion degree of joint samples is higher than that of single 
chip samples, and the corrosion-resistant performance of weathering steel is superior to common carbon steel. The 
corrosion-resistance of weathering steel meets with the requirement of transmission tower. Secondly, experiments and 
finite element analysis for cold-formed angles and a 220kV prototype tower were completed, and the stability coeffi-
cient fitting curves as well as the modification formulas of slenderness ratio for cold-formed members were determined. 
According to the structural characteristics of transmission towers, four sections of cold-formed angles with different 
sections and slenderness ratios were selected in this study. The finite element model well predicted the buckling behav-
iour of the cold-formed members. Ultimate loads calculating by the fitting curve were well agreed to the experimental 
values, especially for the members with small slenderness ratios. Weight of the cold-formed steel tower can be reduced 
by more than 5 percent after considering the strength enhancement. Cost of the weathering and cold-formed steel 
transmission tower is nearly equivalent to that of hot-rolled steel tower with hot galvanizing. 

Keywords: Weathering Steel, Cold-Formed Steel, Bolted Joint, Corrosion-Resistant Test, Prototype Test, Buckling 
Analysis, Transmission Tower 

1. Introduction 

With the increasing demand of electric power and the 
construction of resource-saving and environment-friendly 
society, higher requirements for the power grid have been 
proposed. Anticorrosion by hot galvanizing can cause 
environmental pollution and endanger human health. Hot 
rolled angles have been mainly used for transmission 
lines in China, and hot galvanizing is the unique anticor-
rosion technology for transmission tower. As for a rather 
small number of the sizes of hot rolled angles, steel waste 
has been widely existed in the design and product process 
of transmission tower by replacing small sizes with large 
sizes [1]. With the developing of electric power industry 
and steel industry as well as the strengthening of human 
awareness of environmental conservation, new types of 
steel should be used in transmission tower structures. 

As the first country of developing and using weather-
ing steel, weathering steel was applied in transmission 
towers early in American. In 1961, non-spraying weath-
ering steel was used for two transmission towers in Mas-
sachusetts. Then weathering steel was applied in a 350 
miles transmission line of Pennsylvania [2]. However, 

weathering steel hasn’t been used for transmission towers 
in China. 

Cold-formed steel has been mainly applied to the light 
steel structures including the frame system of factory 
building, thin-walled steel truss, grid and reticulated shell 
structure. With the increasing of cold-formed steel in the 
industrial and civil buildings, the design theory has been 
made gradually perfected, and the major design basis is 
the Technical code of cold-formed thin-wall steel struc-
tures (Ministry of Construction of People’s Republic of 
China) [3]. However, cold-formed steel has not been ap-
plied to transmission towers in China, and the structural 
design of transmission tower isn’t suitable to indiscrimi-
nately copy that of the common light steel structure for 
its structural specialties. The theoretical and experimental 
study on the cold-formed members in transmission tow-
ers hasn’t been developed. 

Cold-formed steel has been used in transmission tow-
ers for several years in some countries, which include 
Italy, American, Canada, Britain, the former Soviet Un-
ion and Mexico etc. Ten to eighteen percent steel can be 
saved by the application of cold-formed steels in trans-
mission towers comparing with using hot rolling angles. Sponsored by State Grid Corporation of China. 
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Some specifications about cold-formed angles of trans-
mission towers have been regulated in the American De-
sign of Latticed Steel Transmission Structures [4] (ASCE) 
and the European Overhead Electrical Lines Exceeding 
AC 45kV [5] (CENELEC). 

The objective of this paper is first to study the corro-
sion-resistance performance of weathering steel. Corro-
sion-resistant tests of weathering steel samples under 
different simulating technical atmospheres were carried 
out. Then, experiments and finite element analysis for 
cold-formed angles and a 220kV prototype tower were 
completed, the stability coefficient fitting curves as well 
as the modification formulas of slenderness ratios for 
cold-formed members were determined. Finally, the 
weight comparison analysis and economic analysis of the 
transmission tower using weathering and cold-formed 
steel was accomplished. 

2. Application Study on Weathering Steel 

In order to solve the problem of environmental pollution 
by using hot galvanizing technology, new types of 
weathering steel named by JT steel for transmission 
tower were developed by Jinan Steel&Iron Corporation. 
For investigating the corrosion-resistance performance of 
JT weathering steel, some experiments on the corro-
sion-resistance performance of single samples and bolted 
joint samples under different simulating atmosphere were 
carried out. The corrosion rates of the samples under dif-
ferent corrosion environment were obtained. 

2.1 Experiments on Single Samples 

Many studies have been completed on the corro-
sion-resistance performance of the single simples by JT 
steel. The research results are as follows [6]. 

Interior accelerated corrosion tests on the single sam-
ples of JT steel, CortenA steel and common carbon steel 
were compared under different simulating corrosion cir-
cumstances, which includes salt-fog corrosion, dry-wet 
alternate and moist heat. It shows that the corrosion rate 
decreases with time for all three types of steels. The cor-
rosion-resistance performance of JT steel is better than 
that of CortenA steel and especially for common carbon 
steel. 

2.2 Experiments on Bolted Joint Samples 

The connections of bolted joints aren’t tightening, and the 
steam-water interfaces can generate easily [7]. The corro-
sion-resistant performance of bolted joints is going to be 
studied. The schematic diagram of bolted joints is shown 
in Figure 1. The dimension unit in Figure 1 is millimeter. 

The single chip and joint samples of JT weathering 
steel and common carbon steel were handled according to 
the structural characteristics of transmission towers, and 
the corrosion-resistant tests simulating technical atmos-
phere corrosion, sea atmosphere corrosion and acid rain 
atmosphere corrosion were carried out separately for 240 
hours. Corrosion rates of the samples were measured, and 
the corrosion appearances and energy spectrum diagrams 

were also analyzed. The macroscopic and microscopic 
corrosion morphology of JT steel bolted joint and com-
mon carbon steel bolted joint under simulating industrial 
atmosphere are shown in Figure 2 and Figure 3, respec-
tively. It can be seen that the corrosion degree of carbon 
steel bolted joint is more serious than that of JT steel 
bolted joint. 
 

 

Figure 1. Experimental bolted joint sample  

 
(a) JT steel 

 
(b) carbon steel 

Figure 2. Macroscopic corrosion morphology under simu-
lating industrial atmosphere 
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(a) JT steel 

 
(b) carbon steel 

Figure 3. Microscopic corrosion morphology under simulating 
industrial atmosphere 

 
The corrosion rates of the bolted joints of JT steel and 

common carbon steel are presented in Table 1. The cor-
rosion rate of common carbon steel is about two times 
higher than that of the JT steel. 

According to the analysis of the test results, the corro-
sion-resistant performances of the bolted joints of weath-
ering steel and common carbon steel were compared. It 
shows that the corrosion degree of joint samples is higher 
than that of single chip samples, and the corrosion- resis-
tant performance of JT weathering steel is superior to 
common carbon steel. The corrosion resistant perform-
ance of JT steel is not worse than that of Corten series, 
which has been used in the transmission towers of 
American. The test results provide important reference 
and foundation for the extension and application of JT 
weathering steel in transmission towers. 

 
Table 1. Corrosion rates of the bolted joint samples 

Samples 
Weight loss 
by corrosion 
(g·dm-2) 

Average weight 
loss by corrosion 
(g·dm-2) 

Average 
Corrosion rate 
(g·m-2·h-1) 

JT-1 2.90 
JT-2 3.50 
JT-3 3.27 

3.22 1.34 

Common 
carbon steel-1 

6.10 

Common carbon 
steel-2 

6.55 
6.32 2.63 

3. Application Study on Cold-Formed Steel 

Cold-formed structures are mainly different from hot 
rolling steel structures in material molding style, which 
reflects the section and material property as well as the 
calculating theory [8,9]. Cold-formed steel member has 
the advantages of reasonable section shape, high integral 
stiffness and ultimate load. Cold-formed steel is suitable 
for tension and compression member, and the application 
of cold-formed steel makes full use of the material prop-
erty and decreases the structural weight. Cold-formed 
steel can be machined in arbitrary dimension and shapes, 
and it may avoid the material waste in the fixed-length 
production of members. The reasonable sections of the 
members can be machined for different parts of a trans-
mission tower. For example, the use of inequiaxial 
cold-formed angles for diagonal members can fully util-
ize the material property. In short, application of 
cold-formed steel in transmission towers will decrease 
steel consumption and acquire remarkable economic 
benefit. 

As for solving the problems in the design method of 
cold-formed transmission tower, experimental and finite 
element analysis study on the design method for cold- 
formed steel members in transmission tower has been 
carried out in this project, which includes experiments 
and numerical analysis on members and prototype tower. 
The weight and cost of cold-formed steel tower was 
compared with those of hot rolled steel tower when 
meeting with same loading conditions. 

3.1 Experiments and Finite Element Analysis on 
Members 

Sections of the tested members include equal angle and 
equal lipped angle. Load versus strain analysis was car-
ried out for the tested members. As shown in Figure 4, 
equal angles and equal lipped angles are expressed by 
Lx-x-z and Lx-x-y-z, respectively, which x, y and z sepa-
rately represent the length of leg, the length of lip and the 
thickness of angles. The section properties of angles are 
shown in Table 2. 

Based on the applicable design specifications of trans-
mission towers, the slenderness ratios of axial compres-
sion members are from 0 to 120, and the slenderness ra-
tios and quantities of experimental members are given in 
Table 3. 

 

 
Figure 4. Types of member sections 
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Table 2. Dimensions of tested sections 

Section 
Area 
(cm2) 

Parallel axis 
radius of gyration 

(cm) 

Minimum axis 
radius of gyration 

(cm) 
L70×70×5 6.59 2.19 1.34 
L70×70×24×4 6.68 2.46 1.77 
L160×160×60×10 39.33 5.66 4.15 
L180×180×65×12 52.32 6.32 4.60 

 
Table 3. Parameter description for tested members 

Section Slenderness ratio Quantities 
L70×70×5 70, 80, 90, 100, 110 15 
L70×70×24×4 50, 60, 70, 80, 90, 100, 110 21 
L160×160×60×10 40, 60, 80 9 
L180×180×65×12 40, 60, 80 9 

 
The finite element program ANSYS was applied for 

the simulation of tested members. Four-node shell ele-
ments SHELL181 were used in this model. The 
SHELL181 element has six degrees of freedom at each 
node and is suitable for analyzing thin to moderately- 
thick shell structures. The element is well-suited for lin-
ear, large rotation, and large strain nonlinear applications. 
The finite element mesh size of 5mm×5mm (length by 
width) was used for the flat portions and a finer mesh size 
was used at the corners. Figure 5 shows the unreformed 
shape of a typical finite element mesh for an equal angle 
member and an equal lipped angle member. 

It was stated in Young [9] that the residual stresses 
have a negligible effect on the ultimate load of the mem-
ber. Hence, only initial overall geometric imperfections 
were considered in the finite element model. According 
to the Technical Code of Cold-formed Thin-wall Steel 
Structures (Ministry of Construction of People’s Repub-
lic of China), the initial overall geometric imperfections 
were considered by a sine curve with a magnitude of 
L/750 at the middle of the member. 
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(a) Equal angle 
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(b) Equal lipped angle 

Figure 5. Finite element model 

In the finite element model, the ends of the members 
were fixed in all degrees of freedom except for the trans-
lation in the direction of the applied load and the rotation 
around the longitudinal direction. The nodes other than at 
the two ends were free to translate and rotate in any di-
rection. Static uniform loads were applied on centroid 
point of the loaded end, as in the experimental investiga-
tion. The nonlinear geometry parameter (*NLGEOM) 
was included to deal with the large deformation analysis 
in ANSYS. 

As shown in Figure 6, a bilinear stress-strain curve for 
the flat and corner portions of members was applied in 
the analysis. Buckling modes and ultimate loads of the 
tested members were obtained by nonlinear buckling 
analysis. 

The modes of buckling for tested members are pre-
sented in Figure 7. Load versus strain analysis was car-
ried out for two sections of members with two slender-
ness ratios. The load versus strain behaviour of equal 
angle members and equal lipped angle members were 
obtained from the test results. For slender members, the 
behavior is symmetrical and the lips are in tension 
throughout the loading ranges. The heels of the sections 
of equal angle and equal lipped angle are always in com-
pression indicating the neutral axis passed through the 
opposite corners. An unsymmetrical behavior is noticed 
in the case of stub members. It can be seen that the buck-
ling mode of the slender members is flexure and that of 
the stub members is torsional-flexure. The ultimate loads 
of the tested members can be obtained by experimental 
analysis. 

 
 
 
 
 
 
 
 
 
 
 

Figure 6. Stress-strain curve of the cold-formed steel 
 

      
(a) Flexural buckling          (b) Torsional-flexure buckling 

Figure 7. Buckling modes of tested members 
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Through the analysis of the experimental and analyti-
cal results, stability coefficient fitting curve and modifi-
cation formulas of slenderness ratios for cold-formed 
members in transmission towers were determined. The 
ultimate loads calculating by the fitting curve are well 
agreed to the experimental values, especially for the 
members with small slenderness ratios. Some modifica-
tion suggestions were proposed for the calculation of 
axial compression cold-formed angles. 

The minimum radius of gyration was used to deter-
mine the slenderness ratio (λ ) of the tested member. For 
calculation of the stability coefficients, the nondimen-
sional slenderness ratios (λ0 ) is given as: 

π

yf

E

λλ =
0

                  (1) 

where yf =yield stress and E=elastic modulus of cold- 

formed steels. 
According to the ordinary range of slenderness ratios 

in the Chinese Technical Regulation of Design for Tower 
and Pole Structures of Overhead Transmission Line [10] 
(NETC) and the American Design of Latticed Steel 
Transmission Structures, stability coefficient curve of the 
axial compression cold-formed members with different 
slender ratios from 10 to 250 was fit for the sake of con-
venience of engineering application. 

With reference to the applicable division methods of 
the stability coefficient curve, the stability coefficient 
curve of cold-formed members was divided into three 
parts as 0＜ λ0 ≤1.2, 1.2＜λ0 ≤2.5 and λ0 ＞2.5. Most 

nondimensional slenderness ratios (λ0 ) of the tested 

members were in the first part of 0＜λ0 ≤1.2, and the 

other two parts of curves were fit by the finite element 
analysis results. 

Expression of the fitting curves is given as follows. 
For 0＜ λ0 ≤1.2 

2
01 0.3205ϕ λ= −                        (2) 

By the fitting of the results of finite element analysis, 
the other parts of expressions of the fitting curves were 
obtained and given as follows. 

For 1.2＜λ0 ≤2.5 

1 2
0 00.1021 0.4863 0.3389ϕ λ λ− −= − + +        (3) 

For λ0 ＞2.5 

1 2
000.0315 0.8352ϕ λ λ− −= +               (4) 

For the axial compression members with the slender-
ness ratios of 0 to 250, stability coefficients comparison 
of the fitting curves with the curves of applicable design 
standards for transmission towers is shown in Figure 8. 

The yield stress of the members is 345MPa. It is no-
ticed that the fitting curve is between the curves of the 
Chinese and American standards for the design of trans-
mission towers, and the maximum variation is about 5%. 

 
Figure 8. Comparison of stability coefficients 

 
For different constraint conditions, the modification 

formulas of slenderness ratios are shown in Table 4. 

3.2 Experiments and Numerical Analysis on 
Prototype Tower 

According to the research results of cold-formed steel 
members, a 220kV prototype transmission tower using 
cold-formed steel was designed. For the convenience of 
weight comparison, the design conditions of the cold- 
formed steel tower were the same with those of a typical 
hot-rolled steel tower. 

1) After full-stress analysis of the cold-formed steel 
transmission tower under 68 load cases including wind 
load and broken load etc, 19 types of cold-formed steel 
were selected which shown in Table 5. 

For checking the design methods of bearing capacity 
for cold-formed transmission tower, the prototype strength 
test of the 220kV tower was completed in the tower and 
pole test station of China Electric Research Institute. The 
test tower and longitudinal loading tower were shown in 
Figure 9. 

 
Table 4. Modification formulas 

Constrained Conditions Modification Formulas 

Axial compression at one end, 
eccentric compression at the other end 

Kλ=27.29+0.832λ 

Eccentric compression at two ends Kλ=52.87+0.727λ 
Unconstrained at two ends Kλ=18.80+0.875λ 
Constrained at one ends Kλ=32.61+0.741λ 
Constrained at two ends Kλ=32.14+0.709λ 

 
Table 5. Types of cold-formed steel for prototype tower 

Type Steel Class Type Steel Class 
L40×40×3 Q235B L75×75×6 Q345B 
L40×40×4 Q235B L82×82×6 Q345B 
L46×46×4 Q235B L85×85×6 Q345B 
L50×50×4 Q235B L90×90×6 Q345B 
L56×56×4 Q235B L90×90×7 Q345B 
L56×56×5 Q235B L102×102×7 Q345B 
L63×63×5 Q235B L106×106×8 Q345B 
L63×63×5 Q345B L110×110×9 Q345B 
L70×70×5 Q345B L115×115×9 Q345B 
L70×70×6 Q235B   
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Figure 9. Test tower and loading tower 
 

Eight testing load cases include wind load, broken load 
and installation load. Displacements of key points and 
strains of key members under different load cases were 
measured. The numerical analysis results especially the 
displacements meet well with those of experimental re-
sults. 

Overloading case of this test is the load case under 60 
degree wind. When the overloading percent reached 65 
percent, the tower wasn’t destroyed. It shows that the 
cold-formed tower can meet the load cases, and it has 
much overage. The most important reason is that the de-
sign strength in numerical analysis is much less than the 
real yield strength of cold-formed steel. There is no upper 
limit for the strength classification of steel in China. The 
bearing capacity of tower structure can be enhanced 
greatly if the yield strength of cold-formed steel is much 
higher. 

2) Weight comparison of cold-formed steel tower and 
hot-rolled steel tower is shown in Table 6. After using 
cold-formed steel, weight of the tower body and legs 
was reduced by 4.6 percent and 1.7 percent respectively, 
and the total weight of tower was reduced by 4.0 per-
cent. 

The strength enhancement of 10 percent by the cold 
forming effect was not considered in the design of trans-
mission tower. The tests results show that the strength 
enhancement can be used. Weight of cold-formed steel 
tower can be reduced by more than 5% percent after con-
sidering the strength enhancement. 

4. Conclusions 

Application of weathering and cold-formed steel in 
transmission lines can reduce energy consumption and 
environmental pollution. Some advances in the studies on 
the weathering and cold-formed steel in transmission 
towers are introduced. Study on the application of weath-
ering steel and cold-formed steel was completed in this 
paper. 

 
Table 6. Weight comparison 

Position Hot-rolled 
Tower (kg) 

Cold-formed 
Tower (kg) 

Weight Reduce 
Percent (%) 

Body 4125.7 3935.0 4.6 
Leg 1130.7 1111.7 1.7 
Total 5256.4 5046.7 4.0 

Firstly, corrosion-resistant tests of weathering steel 
samples under different simulating technical atmospheres 
were carried out separately for 240 hours. It shows that 
the corrosion degree of joint samples is higher than that 
of single chip samples, and the corrosion-resistant per-
formance of weathering steel is superior to common car-
bon steel. The corrosion-resistance performance of 
weathering steel meets with the requirement of transmis-
sion tower. 

Secondly, experiments and finite element analysis for 
cold-formed angles and a 220kV prototype tower were 
completed. According to the structural characteristics of 
transmission towers, four sections of cold-formed angles 
with different sections and slenderness ratios were se-
lected in this study. The finite element model well pre-
dicts the buckling behavior of the cold-formed members. 
Experiments and finite element analysis for the ultimate 
loads of the compression cold-formed angles were carried 
out, and the load-strain curves as well as the ultimate 
loads of experimental members were obtained. The ex-
perimental ultimate loads were compared with those of 
calculated by the applicable standards, and it shows that 
the applicable standards aren’t adaptive to the strength 
design of compression cold-formed members of trans-
mission tower in China. The stability coefficient fitting 
curve and modification formulas of slenderness ratios for 
cold-formed members in transmission towers were de-
termined. The ultimate loads calculating according to the 
fitting curve are well agreed to the experimental values, 
especially for the members with small slenderness ratios. 
Some modification suggestions were proposed for the 
calculation of compression cold-formed angles, which 
provides important reference and basis for the application 
of cold-formed steels in transmission towers. 

Finally, compared with the traditional hot-rolled steel 
transmission tower, application of cold-formed steel can 
reduce steel consumption by not less than 5 percent. The 
cost of the weathering and cold-formed steel transmission 
tower is equivalent to that of hot-rolled steel tower with 
hot galvanizing. So application of this new style steel can 
bring great social effects and economic returns. 
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ABSTRACT 

To resolve the impact of transient high frequency signals induced by lightning stroke on the travelling wave protection 
of transmission line, a novel identification algorithm is proposed. Using the characteristics of symmetric current wave-
form induced by lightning stroke without causing fault and that of asymmetric current waveform generated by fault 
within a very short time interval, the waveform of transient current above and below time-axes are integrated respec-
tively. First, through comparing the relative ratio of them with threshold value, the primary criterion identifying fault 
and lightning stroke is constructed; Secondly, to improve the reliability of discrimination between lightning stroke with 
and without causing fault, according to the difference of them, the secondary criterion is also defined. The simulation 
results and analysis demonstrate that the proposed integral criterions are valid and correct. 

Keywords: Transmission Line, Travelling Wave Based Protection, Lightning Stroke, Characteristic of Waveform, Cri-
terion 

1. Introduction 

Travelling wave protection or transient component based 
protection is capable of achieving ultra high speed fault 
detection, and hence it has been focused by electrical 
engineers all over the world for tens of years. However, 
its reliability is always affecting application of protection 
in real power grid. The waveforms of transient current 
induced by lightning stroke and fault are similar, so light-
ning stroke is one of main influence factors which lead to 
low reliability of transient component based protection. 
Therefore, to improve the reliability of travelling wave 
protection or transient component based protection, it is a 
key to identify fault and disturbance of lightning stroke 
without causing fault correctly. 

For these disturbances induced by lightning striking on 
transmission line, in recent years many specialists carried 
out a series of theoretical research, and obtained some 
useful results [1,2,3,4,5,6,7]. But most of previous identi-
fication principles used wavelet analysis tool to extract 
spectrum energies of different frequency bands of tran-
sient current signal, and according to energy differences, 
identification algorithms are implemented. Generally, 
these algorithms are complicated and difficult to use in 
practice. Different from the former identification methods, 
a novel integration based combined criterions are pre-
sented in this paper. Theoretical analysis and simulation 
results confirm that this identification algorithm is simple 
and has high reliability and sensitivity. 

2. Characteristic Analysis of Transient Signal 
From high voltage engineering we can know that light-
ning stroke is classified into two categories: one is direct 
lightning stroke and the other is indirect lightning stroke. 
Indirect lightning does not directly strike on transmission 
line and thus, the amplitude of over-voltage of line is low. 
For EHV/UHV transmission lines, since their towers are 
very high, it has not damage to them in general. But the 
probability of lightning striking directly on those lines is 
high [8]. When lightning directly strikes on transmission 
line, due to lightning current with high amplitude directly 
injects into the line, and hence serious over- voltage is 
caused. Direct lightning stroke is most serious high fre-
quency disturbance to the transient component based 
protection, and it is focused on below. 

When lightning stroke happens, the magnitude and 
waveform of lightning current are related to many factors, 
such as position and environment of transmission line, 
season and climate. So its amplitude and waveform are 
random. Although lightning currents have some big dif-
ferences among different lightning strokes, the actual 
measured data demonstrate that they are all pulse waves 
with single pole. Moreover, its waveform is close to pair 
exponential curve as shown in Figure 1. 

This waveform is expressed as in (1) 

0 ( )t ti I e eα β− −= −                    (1) 
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Figure 1. Waveform of lightning current 

 
where I0 is the peak value of lightning current; α  and 
β  are coefficients of attenuation. IEC defined a normal 
pair exponential lightning wave using front time tf and 
time to half-value tn. Time tf is about 1～ 4us  and its 
mean value is 2.6us . Time nt  is about 20～ 90us , 
which mean value is 43us . 

Using PSCAD/EMTDC, a model of 500kV power 
transmission system is constructed as shown in Figure 2. 
The line is frequency-dependent and balanced transposi-
tion. Tower is conventional horizontal structure, and on 
its top two shield lines are equipped. The line MN is ob-
ject researched and site of measurement R lies in end M. 
Sampling frequency is 1 MHz. Stray capacitance of bus-
bar is supposed as CS=0.01uF. Supposing general fault 
and lighting stroke with or without causing fault occur at 
site f away from end M 50 km, observing their character-
istics of transient current waveforms respectively. 

2.1 Waveform Characteristic of Lightning Stroke 
without Causing Fault 

Lightning stroke causing fault has already resulted in line 
fault, so the relay should operate and cut the faulted line 
immediately; but lightning stroke without causing fault 
has not led to line fault actually, the relay should not op-
erate. Therefore, the transient component based protec-
tion must correctly discriminate the waveform differ-
ences between lightning stroke without causing fault and 
general fault. There are two kinds of causes which lead to 

 
Figure 2. Model of 500kV power transmission system 

 

 
Figure 3. Aerial mode current of lightning stroke without 
causing fault 

lightning fault, one is shield failure and the other is back 
flashover. As mentioned in section 2, the towers of EHV/ 
UHV transmission lines are very high, the back flashover 
rarely happens, so in the following simulation we only 
consider lightning fault resulting from shield failure. Due 
to electromagnetic coupling exists among different 
phases, Clark transform is applied and aerial mode cur-
rent is analyzed. Figure 3 shows aerial mode current 
waveform of transient component when tiny lightning 
stroke without causing fault occurs. 

From Figure 3, it can be seen that wave peaks of cur-
rent traveling wave induced by lightning stroke appear by 
turns above and below the time axes, and these wave 
peaks become attenuation gradually along time axes. Al-
ternation frequency and attenuation speed are related to 
the length of line and structure of busbar. The polarity, 
wave shape and amplitude of the initial wave peak reflect 
the characteristics of lightning wave. The sequent wave 
peaks with same polarity are reflection wave of forward 
busbar and the wave peaks with opposite polar come 
from reflection wave of backward busbar. Since the ac-
tual transmission line is not lossless, during reflection and 
refraction of current wave, the wave peak continues to be 
attenuated and disappear in the end. 

2.2 Waveform Characteristic of Ordinary Line Fault 
Supposing a fault of phase A to ground and that of phase 
A to phase B occur on the line respectively. Fault earth 
resistance of single phase fault is 50Ω and fault inception 
angle is 60°. Figure 4 (a) and (b) show aerial mode cur-
rent waveform of fault component respectively. 

In Figure 4, it is obvious that the initial current signal 
contains much high frequency components owing to re-
flection and refraction of traveling wave. The top of ini-
tial wave peak is relative smooth close to a line, and its 
upward edge and downward edge are all very steep. In a 
very short time interval, the waveform generally lean to 

 

 
(a) Fault of phase A to ground 

 

 
(b) Fault of phase A to B 

Figure 4. Aerial mode current waveform of fault 
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one side of time axis, sometime waveform crosses zero, 
which is related to fault inception, configuration of bus-
bar, et al. But as a whole, the wave shape shows a char-
acteristic of flat variation. 

2.3 Waveform Characteristic of Lightning 
Stroke with Causing Fault 

Lightning strokes with causing fault actually include that 
lightning directly strikes on transmission line and tower, 
and further leads to insulation flash. For a same transmis-
sion line, the level enduring lightning of lighting striking 
on line is far lower than that of lightning striking on 
tower. Although their levels are different, the characteris-
tics of current waveform induced by lightning stroke 
causing short-circuit are consistent, i.e. fault component 
of transient current is generated together by lightning 
current and power frequency extra voltage at fault site. In 
simulation, the amplitude of lightning current is 25kA. 
Figure 5 shows aerial mode current waveform when 
lightning stroke with causing fault occurs. 

Figure 5 shows that fault component current synchro-
nously possesses these characteristics of two kind wave-
forms above mentioned: in the initial part of waveform, 
lightning wave makes a main effect, the positive and 
negative wave peaks appear alternately, and subsequent 
waveform displays some characteristics of short circuit 
fault. Within a short time interval, waveform leans to one 
side of time axis. 

3. Criterion of Identification 
According to above analysis, after transmission line is 
disturbed, within a very short time, the characteristics of 
transient current waveform are concluded as follows: 
·Generally, the current waveform induced by lightning 

stroke without causing fault is symmetrical. The wave 
peaks of current traveling wave appear alternately 
above and below the time-axes, and peak values be-
come attenuation gradually and until zero. 

· As a whole, the transient current waveform generated 
by line fault shows a characteristic of smooth variation. 
In general, it leans to one side of time axis, sometimes 
crosses time axis. 

·For the current waveform induced by lightning stroke 
causing fault, in its initial part the wave shape displays 
some characteristics of lightning wave, and after tens 
or hundreds of microseconds, which shows the charac-
teristics of waveform of fault. 
According to the characteristic differences of transient 

current waveforms generated by different disturbances, 
the integral criterions are defined. The transient current 
waveform above and below time axis are integrated re-
spectively as follows: 

0

0

( )
t

t
I i t dt

τ+

+ += ∫                   (2) 

0

0

( )
t

t
I i t dt

τ+

− −= ∫                  (3) 

where i+(t) and ( )i t−  are fault component current above 

and below time axis respectively; I+  and I−  are inte-
gral values above and below time axis respectively within 
time-window τ ; t0 is inception moment when relay de-
tects break of transient current. Owing to the symmetry 
of current waveform induced by lightning stroke without 
causing fault, I+  and I−  have a similar value; but for 
fault of line, the waveforms demonstrate they have a big 
difference. For lightning stroke causing fault, I+  and 

I−  are in between them above mentioned. To enlarge 

relative ratio value of I+  and I− , and calculate their 
difference, two formulas are defined as follows: 

max( , ) min( , )
min( , )

I I I I
I Iλ − −+ +

−+
=

−              (4) 

S I I+ −= −                     (5) 

where λ  is relative ratio value of I+  and I− , and S is 
their difference. In engineering calculation, discrete for-
mulas of (2) and (3) are following: 
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where k , ( )i k  are sampling point and instantaneous 
value of fault component current respectively; n1 is the 
initial sampling point where the break of transient current 
is detected. The number of points between n1 and n2 re-
flects a length of time-window. To improve speed of 
calculation and take waveform differences of transient 
current generated by different disturbances into account, 
the length 1ms of time-window is adopted in simulation. 

 

 
Figure 5. Waveform of lightning stroke causing fault 

 
Table 1. Values of integration, λ  and S after difference 
disturbances 

 I+ /(kA) I- /(kA) λ  S /(kA)
Lightning stroke without     
causing fault 172.2344 125.1907 0.3758 47.0437
Fault of phase A to ground 455.6549 4.1076 109.9307 451.5474
Fault of phase A to B 578.9154 2.7437 209.998 576.1717
Fault induced by lightning 
stoke 867.2476 292.8195 1.9617 574.4281
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For sampling frequency 1MHz, the number of sam-
pling points is 1000. Table 1 shows simulation results of 
fault and lightning stroke with and without causing fault 
from measurement site 60km. 

Data of Table 1 show: when lightning stroke without 
causing fault occurs, integral values I+ and I- are simiar, 
moreover values λ  and S are all small; when fault oc-
curs, the difference between values I+ and I- is big, 
meanwhile values λ  and S are all big; when a fault in-
duced by lightning stroke occurs, the difference between 
values I+ and I- is also big, and value λ  is in between 
that of short-circuit and that of lightning stroke without 
causing fault, but value S is very big. Therefore, integral 
identification criterions are defined as follows: 
·First, the primary criterion is defined. Threshold value 

tλ  is set as 1, if condition λ ＞k1 tλ  (k1 is coefficient 
of reliability, its value is supposed as 1.2) is met, the 
disturbance of line is directly thought as fault and relay 
should operate rapidly. 

·Secondly, to improve the reliability of identification of 
lightning stroke with and without causing fault, an ad-
ditional criterion is defined. Threshold value St is set as 
100 kA (its value is related to the sampling frequency 
and the length of time-window), if condition tλ ＜ λ
＜k1 tλ  is met, at the same time value S meets condi-
tion S＞k1St, the disturbance of line is also determined 
as fault, relay should operate correctly. Otherwise, it is 
discriminated as lightning stroke without causing fault 
or other disturbance, and relay should not operate. 

4. Simulation and Analysis 
Based on analyzing waveform characteristics of fault 
component currents induced by various disturbances, the 
integral identification criterions are presented. But mag-
nitude of transient current is affected by many factors, 
such as fault inception conditions, amplitude of lightning 
current, position of disturbance, configuration of busbar, 
et al., furthermore those factors possibly influence the 
reliability and sensitivity of integral criterions. Therefore 
using 500kV power transmission system model shown in 
Figure 2, the different disturbances are supposed in order 
to confirm validity of criterions. 

4.1 Simulation Results and Analysis for Different 
Faults 

Different faults of line will generate different fault com-
ponent currents, and possibly affect the reliability of cri-
terions. These factors include position of fault, fault in-
ception angle, fault resistance and type of fault. Accord-
ing to those factors above mentioned, Table 2 listed cor-
responding simulation results. 

From Table 2 we can see: for various faults from bus-
bar M 60km, values λ  are far bigger than 1.2; for these 
faults with different inception angles, corresponding val-
ues λ  are also bigger than 1.2; for fault of close to 
measurement site (from busbar M 1km), remote-end fault 

(from busbar M 209km), corresponding values λ  are all 
higher than threshold value 1.2. These faults with little 
inception angle and big fault resistance would directly 
affect magnitude of transient current. But simulation re-
sults show: for two special types of faults, although the 
additional criterion S is less than 100kA, the primary crite-
rion λ  is far higher than 1.2. Therefore, whatever condi-
tions of fault are, the integral criterions can make a correct 
discrimination, moreover they have a very high reliability. 

4.2 Simulation Results and Analysis for Light-
ning Stroke without Causing Fault 

It is well known that lightning stroke is random, and the 
magnitude of lightning current is related to many factors. 
Generally, for transmission line with shield line, when 
the magnitude of lightning current is less than a special 
value (such as 20kA, related to configuration of line), 
lightning can strikes on line [9]. The position of lightning 
stroke and the magnitude of lightning wave will have an 
influence on magnitude of transient current. For various 
conditions of lightning stroke, Table 3 gives correspond-
ing simulation results. 

From Table 3 we can see: within a definite magnitude 
of lightning current, whichever phase lightning strikes on 
and wherever position of lightning stroke is, the corre-
sponding values λ  are all less than 1.2; in general, the 
bigger magnitude of lightning current is, the stronger 
current traveling wave induced by lightning stroke is, 
moreover value S may be bigger than 100kA, but it 
hardly has any influence on value λ . Therefore, using 
the primary criterion, relay can easily discriminates the 
disturbance as lightning stroke without causing fault or 
other disturbance, and criterion has also a high reliability. 

 
Table 2. Simulation results for different faults 

T L/(km) θ /(°) R/(Ω) I+ /(kA) I- /(kA) λ S/(kA)
Ag 60 60 50 453.5737 4.1860 107.3542 449.3877
AC 60 － － 605.1117 3.4286 175.4883 601.6830
BCg 60 － － 188.6978 1.1684 160.4997 187.5294
Bg 60 0 50 0 54.2867 +∞ 54.2867
Bg 60 90 50 11.9809 230.5606 18.2440 218.5797
Ag 1 60 50 519.8879 120.9268 3.2992 398.9611
Ag 209 60 50 561.9304 0 +∞ 561.9304
Cg 60 45 0 0 187.8609 +∞ 187.8609
Cg 60 45 500 0 47.9672 +∞ 47.9672

Note: T - type of fault; L - distance from busbar M; θ - fault inception angle; R - 
fault resistance. 
 
Table 3. Simulation results for lightning stroke wihtout 
causing fault 

P L/(km) I0/(kA) I+/(kA) I- /(kA) λ S/(kA) 
A 1 15 173.6715 126.2587 0.3755 47.4127
A 10 15 173.6151 126.1870 0.3759 47.4281
A 209 15 262.1816 269.3711 0.0274 7.1895 
B 60 15 167.5774 124.7613 0.3432 42.8161
C 60 3 45.0860 76.0670 0.6872 30.9810
C 60 10 158.1048 235.8736 0.4919 77.7688
C 60 20 319.8308 464.3272 0.4518 144.4964

Note: P - phase of lightning stroke; I0 - amplitude of lightning current. 
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Table 4. Simulation results for lightning stroke with causing 
fault 

P L/(km) I0 /(kA) I+ /(kA) I-/(kA) λ S/(kA) 
A 1 25 1093.2 497.0937 1.1992 596.1001
A 60 25 848.9874 292.8628 1.8989 556.1246
A 209 25 986.5050 490.0102 1.0132 496.4948
B 60 30 937.8617 363.1981 1.5822 574.6636
A 60 30 937.8592 363.1872 1.5823 574.6720
A 60 40 1122.0 510.3125 1.1985 611.6837

 
4.3 Simulation Results and Analysis for Light-

ning Stroke Causing Fault 
For lightning stroke causing fault, to check its influence 
on integral criterions, in simulation adding magnitude of 
lightning current to 25kA and above, the insulation flash 
of line occurs, Table 4 lists simulation results. 

Simulation results from Table 4 show: when lightning 
stroke causing fault occurs, values λ  are bigger than 
those of lightning stroke without causing faults but less 
than those of faults, and possibly be between tλ  and 

1 tk λ , but values S  are far bigger than 100kA. Though 
low value λ  possibly lowers the sensitivity of primary 
criterion, a big value S  improves the sensitivity of ad-
ditional criterion enormously. Therefore, using the pri-
mary and additional criterions together can improve the 
reliability of identification of lightning stroke without 
causing fault. 

5. Conclusions 
Correct identification of lightning stroke disturbance is a 
foundation for the reliability of travelling wave protection 
or transient component based protection. After analyzing 
the current waveform characteristics of fault and light-
ning strokes with and without causing fault in detail, the 
integral identification criterions are proposed. Within a 
short time-window, transient current waveforms above 
and below time axis are integrated respectively, further 
their relative ratio is defined as primary criterion and 
their difference is defined as additional criterion. Simula-
tion results and analysis demonstrate: for ordinary fault 
 

and lightning stroke without leading to line fault, the 
primary criterion has a high reliability of identification; 
for lightning strokes with and without causing fault, 
sometimes the sensitivity of primary criterion is low, but 
additional criterion has a high sensitivity. Therefore, the 
proposed integral criterions can correctly identify general 
fault and disturbance of lightning stroke, moreover have a 
high reliability. 
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ABSTRACT 

The desulphurization characteristics of four sorts of industry alkaline wastes and one sort of limestone were studied by 
means of flue gas analyzer and the high temperature tube reactor. Pore structure and desulphurization product char-
acteristic were investigated respectively by mercury porosimeter and XRD diffraction technology. The reasons why 
wastes and limestone hold the different desulphurization capability were deeply discussed. The result shows that white 
clay and carbide slag could capture the release of sulfur at 800-1100℃. Salt slurry and red mud could capture the re-
lease of sulfur at first stage at 800-900℃. But when the experimental temperature rises to 1000℃, the sulfur capture 
abilities of them depress. Pore structures of waste are higher than that of limestone. This makes the sulfation reaction 
goes further. To sum up, wastes have better sulfur capture ability. 

Keywords: Industry Alkaline Waste, Desulphurization, Pore Structure, XRD, Limestone 

1. Introduction 

Combustion desulphurization technology has been con-
cerned as an important development direction of coal 
clean technology. Natural limestone has been widely 
used as desulphurization sorbent because it contains a 
great amount of CaO. But the actual operating result is 
that limestone’s desulphurization efficiency and CaO 
conversion fraction are not high in the fluidized bed fur-
nace, and in other combustion mode, its efficiency is 
even lower [1]. When the limestone is added excessively, 
ash and CO2 in the flue gas will increase greatly. 

With the rapid development of Chinese industry, the 
accumulation and discharge of industry wastes become 
more and more serious, which pollutes the environment. 
Only a small number of wastes are used as building ma-
terial. And some useful matters are reclaimed from these 
wastes. Many industry alkaline wastes contain a great 
deal of CaO and alkali Oxide [2,3,4,5,6,7], which can 
react with SO2 directly. If these alkaline wastes can be 
used as desulphurization sorbent, the purpose of using 
waste to treat pollution will be achieved. The desulphuri-
zation characteristics of four sorts of industry alkaline 
wastes and one sort of limestone are studied by means of 
flue gas analyzer and the high temperature tube reactor in 
this paper. Pore structures of industry alkaline wastes and 
limestone are investigated by mercury porosimeter. 
Desulphurization product characteristics are analysed by 

XRD diffraction technology. 

2. Experiments 

2.1 Materials 

Four sorts of industry alkaline wastes and one sort of 
limestone are used as samples in this experiment. White 
clay comes from Laiwu. Red mud comes from Zibo. 
Carbide slag comes from Jinan. Salt slurry comes from 
Binzhou. Limestone comes from Zibo. The samples’ 
chemical composition is analysed according to GB3286. 
The results are given in Table 1. The coal sample is lean 
coal which comes from Huangtai. Proximate and sulfur 
form analysis of the coal is shown in Table 2. 

2.2 Procedure 

The desulphurization characteristics of sorbents were 
studied in desulphurization experimental reactor (Figure 
1). The mass of the coal sample is 100±0.1mg. The coal 
sample is added into the sorbent at the rate of Ca/S=2. The 
SO2 of flue gas was analyzed by MSI flue gas analyzer. 

The phase composition of desulphurization product 
was analyzed by target D/MAX-B X-ray diffractometer. 
The pore structure was studied by Poromaster60 mercury 
porosimeter. 

Sulfur capture ability of sorbent is judged by the vari-
able amount of SO2 released from the coal after adding 
desulphurization sorbent. The ratio of SO2 released is 
calculated by the formula (1): 

Project Supported by National Natural Science Foundation of China 
(No.59976019), Shandong Natural Science Foundation (No. 
Y2003F07). 
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Where MS is the mole mass of sulphur, MSO2 is the 
mole mass of SO2, C(t) is the concentration of SO2 at time 
t0, Vt is flux of flue gas, M is the mass of coal and St is the 
sulphur containing ratio in coal. 

3. Results and Discussion 

3.1 Desulphurization Characteristics of Wastes 

The desulphurization characteristics of sorbents were 
studied at 800-1200 , as is shown in Figure 2.℃  

SO2 is released through two stages in coal combustion. 
The rate curve shows tow-peak structure. FeS and aro-
matic sulfur in the coal will release when temperature is 
above 1000 . The rate curve shows one℃ -peak structure 
at 800-900℃ [8]. 

Only SO2 at first stage is released at 800℃ (Figure 2). 
The rate curve shows one-peak structure. The ultimate 
ratio of SO2 released is 53%. When limestone is added 
into coal, the amount of SO2 released decreases. When 
the industry alkaline wastes are added into the coal, the 
amount of SO2 released decreases obviously. Salt slurry’s 
effect is the most outstanding. There is almost no SO2 
released and the ultimate ratio of SO2 released is only 
11.7%. White clay’s effect is obvious and the rate is 
13.5%. Red mud and carbide slag also can capture the 
release of SO2 at first stage. Wastes can resist SO2 re-
leased. Sulfur capture ability of wastes higher than lime- 

 

 

Figure 1. Schematic diagram of the experimental apparatus 
(1-flue gas; analyzer; 2-flowmeter; 3-test sample; 4-reactor; 
5-preheater; 6-thermostat; 7-tube heater; 8-computer) 
 

Table 1. Chemical composition analysis of test sample (%) 

 Sample LOSS SiO2 Al 2O3 Fe2O3 CaO MgO ∑∑∑∑    

1＃ white clay 36.2 10.7 0.86 0.21 48.5 1.8 98.27 
2＃ red mud 19.1 18.4 11.2 10.01 36.95 1.87 97.53 
3＃ carbide slag 28.5 2.8 1.5 0.2 66.4 0.1 99.5 
4＃ Limestone 43 2.1 0.46 0.2 51.6 2.5 99.86 
5＃ salt slurry 33.5 11.91 2.64 1.77 33.96 13.9 97.68 

 
Table 2. Proximate and sulfur form analysis of coal 

Proximate analysis 
(%) 

Sulfur form analysis 
(%) 

Mad Aad Vad FCad St Ss Sp So 

Net calorific 
power 
(Qnet,ar/kJ·kg-1) 

1.14 32.31 14.41 52.14 1.88 0.06 1.16 0.66 20696 

stone’s always. According to XRD pattern of sulfur re-
tention at 800℃ (Figure 3), it is clear that after adding 
white clay, carbide slag and red mud, the main desul-
phurization product is CaSO4. The diffraction maximum 
of CaSO4 is clearly higher than that of desulphurization 
product caused by adding limestone. It shows that white 
clay, carbide slag and red mud are more easily react with 
SO2 directly. Besides CaSO4, there is MgSO4 in the sul-
fur retention with salt slurry. MgSO4’s diffraction maxi-
mum is high. It shows that magnesium-based matters in 
salt slurry can capture the release of SO2 at first stage, 
which improves salt slurry’s sulfur capture ability. Least 
CaSO4 is produced after limestone is added, and CaO still 
exists in great amount. It is because limestone’s calcina-
tions speed is slower, which results in worst desulphuri-
zation efficiency. 

At 900℃, the amount of SO2 released increases obvi-
ously and the ultimate ratio is 94%. When experimental 
samples are added into the coal, the amount of SO2 re-
leased decreases greatly. But the change of each mate-
rial’s effect is greatly different. White clay’s desulphuri-
zation effect is the most outstanding, and the ultimate 
ratio of SO2 released is about 21%. 73% is reduced com-
pared with coal’s ratio. Carbide slag shows better desul-
phurization efficiency at such temperature, and its ratio is 
about 38%. 56% is reduced compared with coal’s ratio. 
When red mud and salt slurry are added into the coal, the 
ratios reduce 39% and 47% respectively. 

At 1000℃, since FeS and aromatic sulfur in the coal 
begin to release in great amount, the late stage appears in 
the process of SO2 released. Limestone doesn’t reduce 
SO2 released amount at first stage, but no SO2 is released 
at late stage. The ratio of SO2 released reduces 54%. Af-
ter white clay and carbide slag are added, the amount of 
SO2 released reducesobviously at first stage and no SO2 
is released at late stage nearly. The ratios reduce 70%and 
66% respectively. Red mud and salt slurry have better 
desulphurization performance at first stage, but have no 
efficiency at late stage, which makes their desulphuriza-
tion efficiency depress, and the ratios reduce 35% and 
36% respectively. 

At 900-1000℃, white clay can capture the release of 
sulfur at first and last stage. White clay’s desulphuriza-
tion performance is the best. This is because its repre-
sents better micro-structural characteristics, which pre-
pares for rapid pyrolysis of CaCO3, adsorption of SO2 
and sulfation reaction. Carbide slag also has better sulfur 
capture ability, only second to white clay. The reason is 
that carbide slag contains rich Ca (OH)2. Ca (OH)2 will 
be decomposed into CaO at about 400℃. So it can react 
with SO2 early and capture SO2. Carbide slag represents 
better micro-structural characteristics of inner pore simi-
larly. Salt slurry and red mud contains magnesium-based 
matter and so they can react with SO2 directly at lower 
temperature. They represent better micro-structural char-
acteristics, which is good for the full sulfation reaction. 
Therefore they can capture the release of sulfur at first 
stage. But the stability of MgSO4 is poor. The sulfate is 
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decomposed again at late reaction stage and SO2 is re-
leased, which decreases sulfur capture ability of salt 
slurry and red mud. Limestone’s desulphurization capac-
ity increases with rise of temperature. This is because 
limestone’s calcinations and decomposition needs a cer-
tain range of time and a certain temperature. At the initial 
stage, when adding limestone, SO2 released ratio is 
higher than when adding wastes. As time extends, lime-
stone is calcined into CaO of porous structure, good for 
sulfation reaction. 
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Figure 2. Desulphurization characteristics of wastes in 
800-1200℃℃℃℃ (a-the rate of SO2 released with various samples; 
b-the ratio of SO2 released with various samples) 
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Figure 3. XRD pattern of sulfur retention from wastes in 
800℃℃℃℃ (1-CaSO4; 2-SiO2; 3-Fe2O3; 4-CaO; 5-Al2O3; 
6-Ca3Al 2Si3O12; 7-Ca3Fe2 (SiO4)3;  9-Ca3Al 2O6; 10-Ca1.8Al 2 

O4.8 ; 11-MgSO4; 12-MgO) 
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Figure 4. XRD pattern of sulfur retention from wastes in 
1100℃℃℃℃ (1-CaAl2Si2O8; 2-CaSO4; 3-Ca3Al 6O12·CaSO4; 4-2C2 

S·CaSO4; 5-Ca2 (SiO4) ; 6-CaSiO3; 7-Ca3Fe2 (SiO4)3; 9-Fe2O3; 
10-CaO; 11-MgO; 12-Al2SiO5; 13- Al2O3) 

At 1100℃, after white clay, carbide slag and limestone 
are added; SO2 is captured at first and late stage. The 
ratios of SO2 released reduce 54%, 38% and 53% respec-
tively. After salt slurry and red mud are added, though 
they can capture the release of sulfur at first stage, they 
can do nothing to the sulfur released at late stage. The 
ratios of SO2 released reduce only 3%-10%. Desulphuri-
zation efficiency is decreased significantly. 

XRD pattern of sulfur retention at 1100℃ shows that 
the main desulphurization products of white clay and 
carbide slag are CaSO4, Ca3Al 6O12·CaSO4 and 
2C2S·CaSO4 (Figure 4). The diffraction maximum of 
Ca3Al 6O12·CaSO4 and 2C2S·CaSO4 is significant, show-
ing large quantity. It is obvious that during the reaction 
process, considerable part of CaSO4 forms thermal stable 
phases Ca3Al 6O12·CaSO4 and 2C2S·CaSO4, which en-
hances the sulfur capture ability. 

Figure 4 shows that compared with desulphurization 
product at 800℃, the main desulphurization product of 
salt slurry and red mud are Ca3Al 6O12·CaSO4 and Ca5 

(SiO4)2SO4 at 1100℃, only with a small amount of 
CaSO4. There is even no CaSO4 in red mud. From the 
diffraction maximum value, the value of 
Ca3Al 6O12·CaSO4 and Ca5 (SiO4)2SO4 is small, showing 
smaller amount and poor desulphurization efficiency. Salt 
slurry and red mud contains alkali metal compound and a 
considerable part of Ca2+ reacts with such compound and 
forms CaAl2Si2O8, Ca2(SiO4), CaSiO3 and Ca3Fe2 (SiO4)3 
etc. as shown by Figure 4. It decreases calcium’s active 
center and so it can’t capture high-temperature sulfur and 
SO2 decomposed by CaSO4, which weakens sulfur cap-
ture ability. 

At 1200℃, when experimental samples are added, 
desulphurization efficiency is poor and the ratios of SO2 
released reduce only 3%-19%. The reason is that because 
of serious high temperature sintering of experimental 
sample, sulfate produced at initial reaction stage is rap-
idly decomposed again, which deteriorates wastes’ sulfur 
capture ability. Wastes basically cannot capture the re-
lease of sulfur at such temperature. 

To sum up, after white clay and carbide slag are added, 
the amount of SO2 released is reduced significantly at 
first and late stage. White clay and carbide slag could 
capture the release of sulfur at 800-1100℃. After salt 
slurry and red mud are added, the amount of SO2 released 
is reduced significantly at first stage. Salt slurry and red 
mud could capture the release of sulfur at 800-900℃. But 
when the experimental temperature is above 1000℃, the 
sulfur capture abilities of them depress. After limestone is 
added, the amount of SO2 released is hardly reduced at 
first stage. Its resistance to SO2 precipitation is lower to 
experimental wastes at 800-900℃. But when the experi-
mental temperature rises to 1000℃, limestone could 
capture the release of sulfur. 

3.2 Temperature Characteristics of Wastes 

As is shown by Figure 2, when white clay and carbide 
slag are added, the ratios of SO2 released reduce over 
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50% and over 40% respectively at 800-1100℃. And at 
900-1000℃, the ratios could reduce over 70% and 56% 
respectively. The range of optimum desulphurization 
temperature is wide and desulphurization performance is 
good. White clay and carbide slag represent good micro-
structure characteristics. So sulfation reaction could 
process in the inner particles and high temperature 
desulphurization phase is easily formed at high tempera-
ture, which makes their desulphurization performance 
better. When salt slurry and red mud are added, the ratios 
reduce over 40% at 800-900℃, showing better sulfur 
capture ability. When the temperature rises to 1000℃, 
because of poor sulfur capture ability at late stage, de-
composition of desulphurization product and serious sin-
tering, the sulfur capture abilities of them depress. Lime-
stone has poor desulphurization capacity at 800-900℃, 
because of its hard calcinations and bad microstructure. 
With the rise of temperature, limestone is calcined fully, 
which improves the sulfur capture ability a little. When 
temperature rises to 1200℃, industry alkaline wastes and 
limestone hardly have any desulphurization capability 
because of serious sintering. So the optimum desulphuri-
zation temperature window of white clay is 800-1100℃, 
carbide slag’s is 800-1050℃, and salt slurry and red 
mud’s is 800-950℃. 

3.3 Microstructure Characteristics of Wastes 

The inner microstructure of desulphurization sorbent 
greatly influences its sulfur capture ability [9,10]. Micro- 
pore structure of samples was studied by mercury po-
rosimeter in this paper. The samples include original 
samples and test samples after calcinations at 850℃ and 
1050℃. The testing results were analyzed and character-
istic parameters were got, including pore size distribution, 
porosity and specific area (Table 3 and Table 4). 

Table 3 and Table 4 show that the pore structure of 
wastes’ and limestone’s original samples are greatly dif-
ferent. The pore size distribution of wastes is similar to 
that of limestone, with micropore and mesopore taking 
the main part. But porosity and specific area of wastes are 
higher than that of limestone. 
 

Table 3. Aperture and porosity of test sample 

Original sample 850℃℃℃℃ 
Calcined sample 

1050℃℃℃℃ 
Calcined sample Sample 

Pore size 
(µm) 

Porosity 
(%) 

Pore size 
(µm) 

Porosity 
(%) 

Pore size
(µm) 

Porosity 
(%) 

white clay 0.004-0.2 13.216 0.0045-0.3 19.665 0.005-1 22.329 

carbide slag0.004-0.2 25.083 0.0045-0.3 21.717 0.005-1 15.166 

red mud 0.004-0.2 13.269 0.005-0.045 25.549 0.5-1 6.073 

limestone 0.011-0.302 0.099 0.008-2.5 16.175 0.005-1 19.354 

 
Table 4. Specific area of test sample (m2/g) 

Sample Original 
sample 

850℃℃℃℃ 
Calcined sample 

1050℃ 
Calcined sample 

white clay 2.915 8.267 6.148 
carbide slag 15.069 8.602 6.269 
red mud 7.715 9.602 2.915 
limestone 0.097 3.715 3.071 

This makes wastes react with SO2 more easily at initial 
reaction stage. Porosity and specific area of limestone are 
smaller, which makes limestone have poor sulfur capture 
ability at initial reaction stage. 

The pore structure of white clay after calcinations at 
850℃ is improved. The pore size distribution is wider. 
Porosity and specific area increase greatly, which makes 
SO2 diffuse easily and sulfation reaction process goes 
further in the inner particles. With the rise of temperature, 
its pore size distribution becomes further wider, and po-
rosity increases continuously. Because of sintering, its 
specific area decreases a little at 1050℃. But the general 
situation is better. This makes it still represents higher 
sulfur capture ability, which is in accordance with the 
above desulphurization experiment results. Carbide slag 
represents porous structure and its specific area is huge. 
With calcinations reaction and sintering reaction go si-
multaneously, the pore size distribution of carbide slag 
becomes wider, which makes SO2 deep into the particles 
easily and makes sulfation reaction go further. Though its 
specific area and porosity decrease with rise of tempera-
ture, they are still higher, and so carbide slag still repre-
sents better sulphur capture ability. Red mud contains 
large amount of Al2O3 and Fe2O3. They react with pro-
duced CaO and form CaO·A12O3, 3CaO·A12O3, 
CaO·Fe2O3 and 2CaO·Fe2O3 at 850℃, which makes mi-
crostructure worse, the quantity of macropore and 
mesopore decrease. The pore size distribution of red mud 
becomes narrow after calcinations. Liquid eutectic solu-
tion accelerates ion migration and diffusion, which de-
stroys crystal lattice of CaO. Irregular pore is formed. 
The specific area and porosity of red mud increase. With 
rise of temperature, CaO·A12O3, 3CaO·A12O3, CaO·Fe2O3 

and 2CaO·Fe2O3 accelerate sintering. Pore structure of 
red mud changes, which causes plugging of pore or for-
mation of molten pore or macropore. The specific area 
and porosity decrease rapidly and sulphur capture ability 
is reduced. The change of limestone’s microstructure 
with rise of calcination temperature is similar to that of 
white clay’s. But porosity and specific area of limestone 
are lower and its sulphur capture ability is worse than 
white clay’s. 

4. Conclusions 

The desulphurization characteristics of samples had been 
studied at 800-1200℃. White clay and carbide slag could 
capture the release of sulfur at 800-1200℃. Salt slurry 
and red mud could capture the release of sulfur at first 
stage at 800-900℃, and when temperature rises to 
1000℃, the sulfur capture ability of them decreases.Within 
the range of experimental temperature, industry alkaline 
wastes represent better temperature characteristics. The 
optimum desulphurization temperature window of white 
clay is 800-1100℃, carbide slag’s is 800-1050℃, and 
salt slurry and red mud’s is 800-950℃. According to the 
test of mercury porosimeter, the original samples and 
calcined samples of the wastes have better pore size dis-
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tribution, higher porosity and specific area. This makes 
SO2 deep into the inner particles and sulfation reaction go 
further. But because of sintering, specific area and poros-
ity of red mud become smaller with rise of temperature. 
Sulfur capture ability of red mud decreases. Compared 
with limestone, industry alkaline wastes represent better 
desulphurization characteristics and temperature charac-
teristics. They may be a new sort of desulphurization 
sorbent. 
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ABSTRACT 

To improve the security and reliability of a distribution network, several issues, such as influences of operation con-
strains, real-time load margin calculation, and online security level evaluation, are with great significance. In this pa-
per, a mathematical model for load capability online assessment of a distribution network is established, and a repeti-
tive power flow calculation algorithm is proposed to solve the problem as well. With assessment on three levels: the 
entire distribution network, a sub-area of the network and a load bus, the security level of current operation mode and 
load transfer capability during outage are thus obtained. The results can provide guidelines for prevention control, as 
well as restoration control. Simulation results show that the method is simple, fast and can be applied to distribution 
networks belonged to any voltage level while taking into account all of the operation constraints. 

Keywords: Distribution Network, Online Security Assessment, Loading Capability, Variable Step-Size Repetitive 
Power Flow, Load Transfer 

1. Introduction 

The distribution network transmits the electricity from 
load centers to the customers. The accurate real-time as-
sessment of its load capability and the allowable load 
margin is of great significance. Because the sufficient 
power supply capability is a prerequisite to ensure the 
distribution network operate securely and reliably. Espe-
cially with the development of distribution management 
system (DMS) and distribution automation system (DAS), 
the selection of an economic operation mode of the dis-
tribution network with the variation of the load is possi-
ble [1], which makes it more necessary to evaluate the 
load capability of the current operation, and to change 
the operation mode immediately in order to avoid vio-
lation and faults. Only in this way it is possible to en-
sure the security and reliability while pursuing the 
economic object. When there are faults have taken 
place in the distribution network, the load of the 
non-fault section should be transferred to its adjacent 
feeder immediately in order to reduce the range and 
time of outage. Thus it is needed to evaluate the load 
acceptability of its adjacent feeder to determine the 
load quantity that can be transferred. For these reasons, 
it is of great significance to investigate the load capa-
bility of a power distribution network. 

With the in-depth going of the electricity market, the 
research of the load capability of transmission networks 
is paid more attention and certain achievements are ob-
tained [2,3,4]. But the research of load capability of dis-
tribution network is little. The few studies were only 

through the statistical indexes [5,6,7,8], such as the ca-
pacity to load ratio of substations and the average of line 
load ratio, which can be just used for the qualitative as-
sessment in general terms. The results may be helpful to 
the distribution network planning and upgrading, but 
can’t provide any information used for the real-time con-
trol of the distribution network. Furthermore, these 
methods can not take into account the constraint of bus 
voltage limits. So it is necessary to propose a feasible 
load capability assessment method and an effective algo-
rithm to meet the problem while considering various op-
eration constraints. 

In this paper, the mathematical model of the load capa-
bility online assessment of distribution network is estab-
lished, and the improved variable step-size repetitive 
power flow is proposed to solve the problem. The evalua-
tion is carried out in three perspectives: the entire dis-
tribution network, a sub-area of the network and a load 
bus. According to the assessment results of the whole 
network, the security of the current operation condition 
is divided into three levels: high, medium and low, 
which determines weather or not to take the prevention 
control. During outage the load transfer capability is 
obtained through the load capability assessment of a 
load bus. Simulation is carried out on two distribution 
networks, and the results show that the proposed 
method is simple and fast, and can be applied to dis-
tribution networks belonged to any voltage level while 
taking account into all the operation constraints. 
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2. The Real-Time Assessment of Distribution 
Network Load Capability 

2.1 The Mathematical Model of the Load Capa-
bility Assessment 

The load capability of a distribution network refers to 
how much load the network can sustain before any op-
eration constraint violated when given a load variation 
pattern, such as the constraints of bus voltage or branch 
power. It is determined by the operation mode of the dis-
tribution network and the load variation pattern. The re-
structuring of distribution network, the changes of trans-
former taps or the switching of reactive power compensa-
tion equipments would have impacts on the load capabil-
ity. So it is time-varying and must be assessed online 
based on the practical operation condition. 

In the power transmission system the main factors that 
limit the power transmission capability are thermal limi-
tation, line-voltage-drop limitation and stability limitation 
[2]. In the process of assessment of distribution network, 
the former two factors are taken into account and the sta-
bility limitation is ignored here. In this paper, the maxi-
mum power that is determined by the thermal limit of 
lines and the rated power of transformers are used as their 
upper load limits. And assuming that the higher voltage 
level power network can provide sufficient electricity, 
and the load growth pattern is that the load growth is 
proportional to the actual load. 

According to the above, the objective function of load 
capability of distribution network can be formed as 

0max ( )j dj
j D

S S kS
∈

= +∑             (1) 

where, D  is the area to be assessed, the total number of 
the bus in D  is N , S  is the maximum load that can 
be supplied in area D , 0 jS  and djS  are the actual 

load and the base quantity of the load variation of bus j  

respectively, here we take 0dj jS S= , k  is the multiples 

of load growth. So the first item of the objective function 
is the sum of all the actual loads. In this paper, D  is 
considered as three instances, they are the whole network, 
a sub-area of the distribution network, and just one node. 

The constraints include power flow constraint, the ca-
pacity limits of lines and transformers, and voltage mag-
nitude limits. The formulas are as follows: 

Ai = I                       (2) 

Lk k UkV V V≤ ≤                     (3) 

maxl li i≤                       (4) 

maxt tS S≤                       (5) 

where A  is the bus-branch conjunction matrix, i  is 
the branch current vector, I is the nodal injection current 
vector, Vk, VLk and VUk are the voltage magnitude, lower 
and upper limits of the bus k respectively, il and ilmax are 

the current and its upper limit of line l, St and Stmax are the 
power flow and its upper limit of transformer t. 

2.2 The Classification of Load Capability 
Assessment 

According to the area to be assessed, the load capability 
assessment can be divided into three categories. 

1) The assessment for the whole network 
In this type of assessment, the loads power of all the 

buses in the whole distribution network will increase 
proportionally and continuously until any constraint 
works. Based on the maximum total power, the load ca-
pability and how much more load the network can sustain 
will be known under the certain operation condition. So it 
can be used to judge whether the current operation condi-
tion could bear a certain load fluctuations, also provide a 
signal to determine whether the prevention control should 
be started up. 

Assuming if the loads increase to be K times of the 
original loads when reaching a constraint, that is, if the 
loads increase more there will be a violation occurrence. 
Thus, K could be used to indicate the load capability. In 
Equation (1), when S reaches maximum, the value of 
variable k is expressed as kmax, then K=1+kmax. It is obvi-
ous that the value of K is greater than or equal to 1. The 
larger its value is, the better the load ability is and the 
higher the security level is. So K can be used as a security 
index of the distribution network. In this paper, the secu-
rity level is defined as three grades: high, medium and 
low. If K＞2, the security level is high, which means if 
all the loads is doubled the distribution network can still 
run normally, and no prevention control is needed. If 1.5
＜K＜2, the allowable load margin is acceptable and the 
security level is medium. Although the prevention control 
is not needed yet, the operation condition should be paid 
more attention. If 1＜K＜1.5, the security level is con-
sidered as low, prevention control should be taken imme-
diately to change the current operation condition. Other-
wise there would be violation occurrence if the load has 
any fluctuation. 

2) The assessment for a sub-area 
The loads in the sub-area to be assessed increase pro-

portionally and other loads remain unchanged until a con-
straint works. The load capability acquired could be used 
to judge whether new load can be connected into the 
sub-area and how much loads can be connected. 

3) The assessment for a load bus 
Except the load of the bus that is assessed, all the other 

loads remain unchanged. So the maximum load that the 
bus can supply is obtained. The result is very useful for 
restoration control, because generally the adjacent feeders 
are connected together by tie switches which are open in 
normal operation, once there is a fault in a feeder, the 
loads of which should be translated to its adjacent feeders 
from tie switches as more as possible in order to reduce 
the range and time of outage. In the process of translation, 
the load capability of the bus, that will accept new load, 
should be assessed in order to know how much load can 
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be transferred. Many literatures on service restoration 
neglected the translation capability, and made the as-
sumption that the adjacent feeders can accept all the loads 
that need to be translated [9]. This is inconsistent with the 
fact. 

3. The Repeated Power Flow and its Appli- 
cation in Load Capability Assessment 

3.1 The Introduction of Repeated Power Flow 

The essence of load capability assessment for the distri-
bution network is to acquire a critical point under a given 
load increase pattern. At the critical point, even if there is 
a little load incensement, there will be a violation occur-
rence. So the critical point means the maximum load that 
a network or a bus can supply, and then the load capabil-
ity will be determined. Repeated power flow (RPF) is one 
of the effective methods to calculate the critical point. 
The core idea is while varying a parameter continuously, 
the power flow calculation is done repeatedly until there 
is a violation occurrence. RPF has been used in the cal-
culation of the available translation capability (ATC) in 
the transmission network [10,11]. 

The realization process of the assessment based on 
RPF is as follows, based on the actual operation condi-
tion and the load variation pattern Sd, increasing the loads 
according an appropriate step h, calculating the power 
flow, judging if there is a violation, if not increasing the 
load continuously, otherwise decreasing step size. Itera-
tion is done until the tolerance meets the requirement. 
The operation point that just one constraint action is the 
critical point and the load at the operation point is the 
maximum load the network can supply. 

3.2 The Strategy of Step Size Adjustment 

In the process of assessment the selection of an appropri-
ate step size h is very important. If the step size is large 
the accuracy would be inadequate, or if the step size is 
too small the algorithm would converge slowly. In this 
paper, automatic step size variation method is introduced 
to search the critical point. If in one iteration there is no 
violation the step size will remain unchanged and search 
forward continuously. Otherwise, if one violation occurs, 
the step size will be reduced by half. The iteration is re-
peated continuously until the step size h is reduced to 
satisfy the accuracy requirement. The detailed steps are 
as follows: 

1) Fix the initial step size h0＞0 and convergence tol-
erance ε＞0; 

2) Define the load variation pattern Sd, let S be the ac-
tual load S0, h=h0, K=1; 

3) If h＞ε, go to next step; else if h＜ε, the calcula-
tion is ended and return S and K. S means the maximum 
load capability. So S-S0 is the allowable load margin. K 
is the ratio of the maximum load that the network can 
supply and the actual load; 

4) Calculate S′=S+hSd; 

2h h=

0S S= 0h h= 1K =

dS S hS′ = +

0S

dS

0h
ε

h ε S K

S S ′= K K h= +

 

Figure 1. Flow chart of distribution network load capability 
assessment based on improved variable step-size RPF 

 
5) Run power flow calculation based on the load S′ to 

check if there is any violation, if not continue next step, 
otherwise jump to step 7); 

6) Let S= S′, jump to step 4); 

7) Reduce the step size by half, h=
2

h
, go to step 3). 

The flow chart of distribution network load capability 
assessment based on RPF is as shown in Figure 1. 

3.3 The Advantages of Variable Step-Size RPF 

The algorithm for load capability assessment used in this 
paper has following advantages: 

The application range is wide and all the constraints 
that the distribution network has can be taken into ac-
count; The algorithm is simple and the results are accu-
rate; The burden of the variable step-size RPF calculation 
is low. Generally the maximum load capability is not far 
away from the actual operation point. So in the computa-
tion process if the initial step size h0=2, along with the 
load increment there will be violation occurrence within 
about 4 times iteration. If the convergence tolerance 
ε =2-10, the power flow calculation times is not more than 
14 in the whole assessment process. So the burden of 
calculation is lower absolutely compared with the intelli-
gence algorithms, and it is suitable to solve load capabil-
ity assessment problem online. 

4. Simulation Analysis 
In order to verify the feasibility of the proposed algorithm, 
two examples are simulated. One is a radial distribution 
network with long feeders of 10kV. The other is a multi 
voltage level distribution network. 
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4.1 Case 1 

Figure 2 shows the network configuration of the test sys-
tem that is from an actual city distribution network. The 
voltage level is 10 kV. It consists of 42 buses, 41 
branches and 24 distribution transformers, all the 
branches are buried or aerial cables. Bus 20 is connected 
with an adjacent feeder through a tie switch. The sum of 
current load is 1610+j700 kVA. The upper limits of 
transformers and cables are their rated power and thermal 
limits respectively. The allowable fluctuation range of 
voltage magnitude is 1 5%± . 

MATLAB ® 6.5 is adopted here to program. Running 
the power flow calculation, it can be known that the low-
est voltage in the distribution network is 0.972 and the 
power flow in every branch is allowable. Assuming the 
initial step size 0 2h =  and the convergence toler-

ance 310ε −= , load capability assessment is carried out in 
three aspects. 

1) The assessment for the whole network 
The assessment for the whole network is convergent 

after 11 iterations with the CPU time for about 0.437 
seconds. From the assessment results, it can be known 
that the network can sustain 2848.9 1238.7j+  kVA 

loads, which is 1.77 times of the base instance. So the 
security meets requirement and the current operation 
condition needn’t to be changed. 

2) The assessment for a sub-area 
Assuming the sub-area consists of 6 buses, they are 

bus 15-20. The assessment is convergent after 12 itera-
tions, and the maximum loads in the sub-area can reach 
1491.5 648.5j+  kVA under the current operation condi- 

tion while other loads remain unchanged, which is 3.3848 
times of the base instance, and the voltage magnitude of 
bus 20 reaches its lower limit. 

3) The assessment for a load bus 
In the network, bus 20 is connected to another feeder. 

If there is a fault in the feeder, the loads can be trans-
ferred to bus 20 via closing the tie switch. The load capa-
bility assessment of bus 20 is 1007.2 437.9j+  kVA, 
and the load transferred to bus 20 should be less than the 
amount. Otherwise, the power flow in the branch be-
tween bus 2 and 3 would exceed its upper limit. 

In the simulation process it is found that the voltage 
magnitude constraint often effects and limits the load 
capability, so it is not reasonable to assess the load capa-
bility without voltage magnitude constraint. 

4.2 Case 2 

The second simulation example, which is shown in 
Figure 3, is part of a multi voltage level actual network, 
including three 220kV substations, four 110kV substa-
tions and six 35kV substations. There are 51 buses, 7 
three-winding transformers, 10 double winding trans-
formers and 25 lines. There are tie lines between the 3 
220kV substations. However, in the normal operation 
state they are running separately in order to avoid elec-
tromagnetic loop. So the whole distribution network 
can be divided into three independent areas by the dash 
and dot line as shown in Figure 3. The load in all of the 
whole distribution network is 121.88MW +68.36MVar. 
The allowable fluctuation range of voltage magnitude 
of 35kV and 110kV is 1 10%±  and that of 10kV is 
1 5%± . 

 

 

Figure 2. A 10 kV distribution network consists of 42 buses 
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Figure 3. A multi-voltage level distribution system containing 51 buses 
 

Table 1. The loading capability evaluation results of the three areas 

 Area 1 Area 2 Area 3 
Active power (MW) 51.09 22.19 48.60 

Base instance 
Reactive power(MVar) 32.11 9.36 26.89 

Active power (MW) 38.17 31.43 27.50 
Remaining load margin 

Reactive power(MVar) 23.99 13.26 15.22 
Maximum load increase multiple K 1.7471 2.4164 1.5659 

Active constraint 
The power of transformer 
among Bus 117, 16 and 47 

exceed limit. 

The voltage of Bus 11 is 
over limit. 

The power of transformer 
among Bus 222, 115 and 40 

exceed limit. 

 
1) The load capability assessment of 3 areas is all car-

ried out and the results are shown in Table 1. The load 
increase multiple K of Area 2 is maximal among the 3 
areas, which is up to 2.4164. So the load fluctuate endur-
ing ability is best in the area. The remaining load increase 
allowance of Area 1 is maximal, which is 38.1693MW + 
23.9894MVar. The security of the 3 areas all meets re-
quirements. 

2) If there is a short circuit fault in line 52, the switches 
on the two ends of the line should be opened in order to 
isolate the fault. And the load supplied by Bus 42 should 
be transferred to Bus 41 of Area 1. Thus the load capabil-
ity of Bus 41 should be evaluated real timely to decide 

whether the lost load can be restored, that is, whether or 
not some load should be cut. 

The maximum load that can be supplied by Bus 41 
can be obtained by the method proposed in the paper, 
and the value is 19.12MW+12.70MVar, otherwise the 
current of Line 51 will exceed limit. So the remaining 
load margin is 13.52MW+8.98MVar, which can supply 
the entire lost load. Therefore no load needs to be cut; 
just close the tie switch 80 then the entire load will be 
restored. 

As discussed above, the load capability assessment re-
sults, such as the maximum load that the network can 
supply and the allowable load margin, can provide a sci- 
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entific signal to determine whether the prevent control or 
restoration should be started. 

5. Conclusions 

Many research works on the distribution network recon-
figuration have been done in order to minimize the power 
loss by adjusting the operation mode with the load varia-
tion. Although the total loss decreases, it brings forward 
new challenges to the distribution network’s security and 
reliability. This paper proposed an online load capability 
assessment strategy, which could figure the security level 
timely. The allowable load margin acquired can be used to 
determine whether to take the prevention control. The 
maximum load that can be transferred after outage is of 
great significance in the restoration control. The variable 
step-size RPF algorithm has a low calculation burden and is 
suitable to solve load capability assessment problem online. 
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ABSTRACT 

In order to accurately simulate the game behaviors of the market participants with bounded rationality, a new dynamic 
Cournot game model of power market considering the constraints of transmission network is proposed in this paper. 
The model is represented by a discrete differential equations embedded with the maximization problem of the social 
benefit of market. The Nash equilibrium and its stability in a duopoly game are quantitatively analyzed. It is found that 
there are different Nash equilibriums with different market parameters corresponding to different operating conditions 
of power network, i.e., congestion and non-congestion, and even in some cases there is not Nash equilibrium at all. The 
market dynamic behaviors are numerically simulated, in which the periodic or chaotic behaviors are focused when the 
market parameters are beyond the stability region of Nash equilibrium. 

Keywords: Chaos, Dynamic Model, Nash Equilibrium, Power Market 

1. Introduction 

Some foundation industries, such as electric power, avia-
tion, telecommunication, railroad, etc., are traditionally 
thought of having natural monopoly characteristics. With 
the development of technology, economy and society, in 
recent years these industries have been undergoing a 
market reformation tide of deregulation and competition, 
in order to reduce the cost and price of monopoly indus-
try and promote the enhancement of social economy 
benefit. All these industries have the natural monopoly 
network with the complex inherent physical property, by 
which the market participants can provide commodity 
services. The complex monopoly network causes the ref-
ormation and operation of market to be more complicated 
and difficult than that of general commodity market, es-
pecially for the reformation of electric power industry. 

In the process of reformation and operation of market, 
how to effectively master and supervise the dynamic 
market behaviors is an important research topic, espe-
cially for the power market whose reformation is carried 
out in its infancy stage. Taking an extreme example of 
California power market, the neglected study of the dy-
namic market behaviors led to a severe situation causing 
the electric power wholesale price to rise sharply and thus 
affecting the power supply to a lot of customers. This 
happened in less than three years of market operation, 
which has made a great impact on the economy of Cali-
fornia and even the USA [1]. 

The system of market economy is essentially a dy-
namic system, which is mathematically represented by 
the differential or difference equations. In the dynamic 

theory of economics, there are a lot of differential or dif-
ference dynamic models, such as the classical cobweb 
model describing the variation of the supply and demand, 
the Cournot dynamic model reflecting the oligopoly 
market, the Haavelmo model describing the economic 
growth problem, and so on [2,3]. Based on these models, 
the analysis and control of the stable, periodic and cha-
otic dynamic evolution of the market economy system 
are investigated, and a series of results have been yielded 
[4,5]. However, the complex inherent physical property 
of network and the particularity of market transaction in 
the market with the monopoly network are not taken into 
account in these models and methods. Therefore, in view 
of the characteristics of power market, the research on the 
dynamic evolution of power market is carried out by 
some scholars. 

The research on the dynamics of power market was 
first launched by F. L. Alvarado et al., via a set of 
one-order differential equations of power generations and 
consumptions. This work provides insights to the condi-
tions for the evolving process converging to the market 
equilibrium, i.e., the stability condition of power market 
[6,7]. With the same dynamic model, a series of suffi-
cient conditions are given to determine the stability of 
power market in Reference [8]. Reference [9] establishes 
the difference equations by taking the electricity price as 
a variable, and analyzes the stability condition needed for 
the electricity price converging to the equilibrium. Al-
though the results achieved are interesting, these models 
are established based on a perfect competitive model. It 
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neglects the game behaviors of generation companies as 
well as their impacts on the electricity price, and thus it 
can not rationally describe the actual power market. 

In order to accurately simulate the game behaviors of 
the market participants, the oligopolistic game models in 
economics are further introduced to research the dynam-
ics of power market. References [10,11] adopt the Cour-
not model to establish the differential equations of the 
dynamic power market. Then, the market equilibrium of 
the generation quantities is calculated under the given 
demand function, and the varying curve of electricity 
price converging to the equilibrium is numerically simu-
lated. In References [12,13], the dynamic differential or 
difference equations are established based on the perfect 
competitive model, the Stackelberg game model and the 
Cournot game model, respectively. However, the con-
straints of power network and their impacts on the elec-
tricity price are not taken into account, nor are the stabil-
ity analysis of the market equilibrium involved. In Ref-
erence [14], the evolutionary game is introduced to estab-
lish the dynamic evolutionary differential equations by 
taking the generation bids as variables. However, the 
constraints of power network are not taken into account, 
too. 

Consequently, not only the rational game behaviors of 
market participants but also the inherent physical proper-
ties of power network need to be considered in the dy-
namic modeling of power market. In addition, due to the 
complex dynamic characteristics of the actual power 
market, in some cases there exists no market equilibrium 
at all, or even if there is, it might lie in the non-stability 
region of the market equilibrium. It is significant for the 
market operators to study the dynamic behaviors of the 
power market associated with these cases. 

Therefore, the aim of this paper is to make a thorough 
study concerning the dynamic Cournot game behaviors of 
the power market with bounded rationality under the 
consideration of the power network constraints. The fol-
lowing aspects are focused:  

1) A new dynamic Cournot game model of power 
market, represented by the difference equations embed-
ded with the maximization problem, is proposed. The 
remarkable characteristic of the model is twofold: it 
adopts a dynamic adjustment where the limit point is the 
Nash equilibrium of power market; and the system of 
discrete difference equations embedded with the maxi-
mization problem considers the constraints of power 
network. 

2) The existence and stability of Nash equilibrium for a 
duopoly game are quantitatively analyzed with different 
market parameters under different operating conditions of 
power network; 

3) The dynamic behaviors of power market, especially 
the periodic and chaotic dynamic behaviors when the 
market parameters are beyond the stability region of 
equilibrium, are numerically simulated. 

2. Dynamic Cournot Game Model of Power 
Market with Bounded Rationality Con-
sidering Network Constraints 

2.1 Dynamic Cournot Game Model with Bounded 
Rationality 

Power market is different from general competitive 
commodity market, in which the production of power 
energy needs very high cost and technology, and there 
are finite electric power producers. This nature of electric 
power industry implies that power market does not have 
the characteristic of perfect competitive market, but 
should belong to an oligopolistic market. In economics, 
several kinds of game models have been proposed to 
simulate the oligopolistic behaviors of market partici-
pants. The Cournot game model is most commonly used 
which simulates the competition of output quantities be-
tween the oligopolists [15]. 

Recently, the static Cournot models are applied to ana-
lyze the Nash equilibrium of power market [16,17]. In 
this case, the game of market participants is done based 
on a fully rationality. Each participant has complete 
market information (including the competitors’ profit 
functions) when he makes his optimal production deci-
sion. If there is a Nash equilibrium in the market, the 
oligopolists can move straight (in one shot) to the Nash 
equilibrium. The process is independent of the initial 
condition and does not relate to any dynamic adjustment 
of power market. 

However, in the actual power market, the market par-
ticipants are not fully rational and unable to know the 
competitors’ production decision and profit functions. 
They are unable to reach the equilibrium condition at 
once. In fact, each participant is bounded rational and can 
only decide the production strategy according to his ex-
pected marginal profit at each period. For each market 
participant, the evaluation of his own marginal profit is 
more accurate than the prediction of the competitors’ 
outputs [18,19]. Therefore, the market participants play a 
Cournot game with bounded rationality in a dynamic 
adjustment process described as follows. 

In the market operation, a generation producer decides 
the optimal production strategy according to its own gen-
eration cost and market information in order to obtain 
maximum profit. The optimal decision problem can be 
mathematically written as 

( )iiiii
q

qCqP
i

−=πmax                 (1) 

where ( )ii qC  is the generation cost of generation com-

pany at node i ; iP  is the electricity price at node i , which 

is decided by the Independent System Operator (ISO). By 
applying the marginal profit function of a generation com-
pany, the optimal generation quantities can be obtained. 

( )
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∂
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∂
∂+=
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Due to the lack of global information of power market, 
each generation company adjusts its supply quantities for 
obtaining more benefit according to the local estimate of 
its own marginal profit. The mathematical model of the 
adjustment mechanism of the generation quantities, i.e., 
the dynamic Cournot game model with bounded rational-
ity is 

( ) ( )( ) ( ) ( )( ) ( )tq
tqtqtqFtq

i

i
iiiiii ∂

∂+==+ π
α1  

( ) ( )( ) ( ) ( ) ( )( )
( ) 









∂
∂−⋅

∂
∂++=

tq

tqC
tq

tq

P
Ptqtq

i

ii
i

i

i
iiii α  

( )Ni ,,1L=                            (3) 

where ( )tqi , ( )1+tqi  are the generation quantities of 

the generation company at node i  at time t  and 1+t ; 
( )( )tqiiα  is a positive function which gives the extent of 

the production variation of the thi  generation company 
following a given profit signal. If ( )( )tqiiα  is assumed 

to be a linear function, then ( )( ) iiii qtq α＝α  can be ob-

tained, where the positive constant iα  is called the 

speed of adjustment. 
From (3) it can be seen that in order to cause the gen-

eration company to obtain a more economical profit in 
the power market, if its marginal profit is greater than 0, 
the generation company will increase iq  in the next 

time; otherwise, the generation company will decrease 

iq  in the next time. 

2.2 ISO Optimization Model 

In the power market, the decision behaviors of market 
participants should be checked by the ISO to satisfy the 
inherent physical characteristics of power network and 
ensure the security of power system operation. In the 
centralized market clearing, on the premise that the sup-
ply quantities of the generation companies are known 
(which can be determined by the dynamic Cournot game 
model of the market participants in (3)), the ISO allocates 
the market demand to maximize the total market benefit 
with satisfying the power network constraints, such as the 
power balance constraint and the line flow constraints. 
The mathematical model based on the DC power flow 
can be expressed as follows: 

( ) ( )NN
T dBdBe +max              (4) 

..ts N
T

N
T qqedde +=+  

( ) KdqH ≤−  

where N is the total number of nodes ( where node N is 
assumed to be the slack node), L is the total number of 

lines; 1−∈ NRd,q  are the nodal demand and generation 

power vectors excluding the slack node N, NN qd ,  are 

the demand and generation power at the slack node N; 
( )1−×∈ NLRH  denotes the transfer admittance matrix that 

represents the sensitivity of the nodal power injection to 

line power flow; 1−∈ NRe  is a vector of all ones; 
LRK ∈  is the vector of maximum power flow on the 

transmission line; ( ) 1−∈ NRdB  is the vector of the nodal 

benefit of consumer excluding the slack node N, ( )NN dB  

is the benefit of consumer at the slack node N, and as-
sumed as 

( ) 25.0 iiiii dbdadB −=   ( )Ni ,,1L=          (5) 

where ii ba ,  are the linear and quadratic coefficients of 

the consumer benefit function. 
The Lagrange function for the optimization problem in 

(4) can be set up (in the constraints of line power flow, 
only the equality constraints are taken into account): 

( ) ( ) ( )
( )( )KdqHµ

qqeddeλdBdBeL
T

N
T

N
T

NN
T

&&&&&& −−−

−−+−+=
  (6) 

where µ,λ  are the Lagrange multipliers for the power 

balance constraint and the line flow constraints; K,H &&&&&&  
are the matrices H,K  excluding the terms correspond-
ing to the non-congestion lines. 

By 00 =∂∂=∂∂ NdL,dL , the function relationship 

between the electricity price and the generation quantities 
can be obtained as follows: 

1) When the congestion occurs in the power network, 

( ) ( )
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dB
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dB
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2) When the congestion does not occur in the power 
network, 

( )
( )eqqe

N

b
aeλeP

qqe
N

b
aλP

N
T

N
T

N

+−==

+−==
           (8) 

where 1−∈ NRP  is the nodal price vector excluding the 
slack node N, NP  is the nodal price at the slack node N. 

From (7) and (8), it can be concluded that when there 
is no congestion in the power network, all nodal prices 
are identical; while during congestion, the nodal prices 
are different and related to the congestion conditions of 
power network. With the change of congested lines, the 

matrices K,H &&&&&&  is varied, and then the function relation-
ship between the nodal price and generation quantities is 
changed. 

A further analysis is performed with an example of 
simple power market as shown in Figure 1. There are two 
zonal markets connected by a transmission line with ca-
pacity k . The electricity prices of the two zonal markets 
are 21,PP , with the demand quantities being 21,dd  and 

the generation quantities as 21,qq . 
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Zonal 
Market 1 

Transmission line 

Zonal 
Market 2 

q2+2k q1/(MWh) q2-2k q2 

P1/($/MWh) 

Line is not congested 

 
 
 
 

Figure 1. Structure of power market 
 

For simplicity, the benefit of consumers is identical in 
these two zonal markets. In the calculation, suppose node 
2 is the slack node, the positive direction of line power 
flow denoted by the arrow in Figure 1. 

By establishing the optimization model in (6), the 
function relation between the zonal prices and the gen-
eration quantities are deduced from (7) and (8). When the 
transmission line is not congested, the zonal prices are 

( )2121 2
qq

b
aPP +−=＝                 (9) 

In this case, the power flow on the transmission line 
satisfies: 

( )
k

qq
dqk ≤−=−≤−

2
21

11  

i.e., kqqk 22 21 ≤−≤− . 

When the transmission line is congested and its power 
flow is k , the zonal prices are 

( ) ( )kqbaPkqbaP +−=−−= 2211 ,        (10) 

Similarly, when the line power flow is k− , the zonal 
prices are 

( ) ( )kqbaPkqbaP −−=+−= 2211 ,        (11) 

Therefore, under the consideration of power network 
constraints, the price function of power market exhibits 
the following piecewise form: 
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Figure 2 shows the piecewise continuous curve of elec-
tricity price function in the zonal market 1. 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. Curve of electricity price of zonal market 1 

2.3 Dynamic Model of Power Market 

The dynamic model of power market is an integration of 
the dynamic Cournot game model with bounded rational-
ity, i.e., the discrete difference equations in (3), and the 
maximization model of market benefit considering the 
power network constraints, i.e., the optimization model in 
(4). Therefore, the dynamic model of power market is 
represented by the discrete difference equations embed-
ded with the optimization problem. Compared with the 
existing dynamic models, the remarkable characteristics 
of the proposed one are 

1) The market participants need not have global market 
information, such as the market demand and the com-
petitors’ cost. They decide their generation quantities by 
estimating their own marginal profit. This decision proc-
ess reflects the actual situation of the economic system to 
a certain extent, indicating some feasible and rational 
features. 

2) If the dynamic system is finally able to converge to 
the equilibrium condition, i.e. ( ) 0=∂∂ tqiiπ , each gen-

eration company reaches its own maximum profit and is 
unable to improve the profit only by changing its own 
generation strategies. In this situation, the market reaches 
the condition of Nash equilibrium. 

3) ( )tqii ∂∂π  is the marginal profit function. From 

(3), it can be observed that if ( ) 0>∂∂ tqiiπ , the genera-

tion company will increase iq  in the next time; other-

wise, the generation company will decrease iq . 

4) The system of discrete difference equations embed-
ded with the optimization problem considers the impact 
of the power network constraints on the behaviors of the 
market participants. It can indicate that the dynamic 
model of power market is more complex than that of 
general commodity market. 

For a duopoly Cournot game as shown in Figure 1, the 
dynamic Cournot model of power market with bounded 
rationality considering the power network constraints is 
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if ( ) ( ) ktqtqk 22 21 ≤−≤−                    (15) 
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if ( ) ( ) ktqtq 221 >−                          (16) 

3. Nash Equilibrium and Local Stability of 
Power Market 
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3.1 Nash Equilibrium of Power Market 

Definition 1: A Nash equilibrium for (1) is a vector 

( )∗∗∗∗∗ = Ni qqqqq ,,,,, 21 LL  such that for each participanti , 

given all other participants’ output * iq− , *
iq  maximizes 

the ith  participant’s profit, that is 

),(maxarg **
iiii qqq −∈ π . 

In the dynamic model (3), if )()1( tqtq ii =+ , the mar-

ket arrives at a fixed point. It is called the equilibrium 
point in economics, where the fixed point 0)( =tqi  is 

the boundary equilibrium point. It is easy to verify that 
the nonzero fixed point is the Nash equilibrium point. 

For the duopoly dynamic game in the simple power 
market as shown in Figure 1, represented by (14), (15), 
(16), the equilibrium points of the market are analyzed 
under the different operating conditions of power net-
work, i.e., congestion or non-congestion. In the model, 
suppose the generation cost function is in linear form, 
i.e., 

( ) ( ) 22221111 , qcqCqcqC ==            (17) 

where 21,cc  are the marginal generation costs. 

If k2− ≤ 21 qq − ≤ k2 , the transmission line is not 

congested. By solving the fixed points in (15), we can 
have at most 4 equilibrium points: 
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where 210 ,, qqq  are the boundary equilibriums, and *q  

is the Nash equilibrium. Due to the satisfaction of the 
conditions -2k≤q1-q2≤2k, q1, q2≥0, only the equilib-

rium points q1, q2 and *q  are effective if 0＜a-c1≤2bk, 

0＜a-c2≤2bk, a+c2-2c1≥0, a+c1-2c1≥0, -bk＜c1-c2≥
bk. 

If q1-q2＜-2k or q1-q2＜2k, the transmission line is 
congested. By solving the fixed points in (14), we can 
have at most 4 equilibrium points: 

)0,0(0 =q , 
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Due to the satisfaction of the conditions q1-q2＜-2k, 
q1,q2≥0, only the equilibrium points q2 and q* are effec-
tive if a-c1＞bk, c1-c2＞2bk. By solving the fixed points 
in (16), we can have at most 4 equilibrium points: 

)0,0(0 =q , 






 +−= 0,
2
11

b

bkca
q , 







 −−=
b

bkca
q

2
,0 22 , 








 −−+−=
b

bkca

b

bkca
q

2
,

2
21*  

Due to the satisfaction of the conditions q1-q2＞2k, 
q1,q2≥0, only the equilibrium points q1 and q* are effec-
tive if a-c2＞bk, c2-c1＞2bk. 

From the above analysis, it is found that there are dif-
ferent Nash equilibriums in the power market under dif-
ferent operational conditions of power network, such as 
congestion and non-congestion, while in some cases there 
is no Nash equilibrium at all if the market parameters 
satisfy bk ＜ 21 cc − ＜ bk2 . 

3.2 Local Stability of Nash Equilibrium 

The local stability of equilibrium point is studied based 
on the complex plane of the eigenvalues of the Jacobian 
matrix of the mapping 

))(()1( tqFtq =+  

Definition 2: For a dynamic system )).(()1( txFtx =+  

)( NRx ∈ , with a fixed point q, if all the eigenvalues of 

the Jacobian matrix )(qF∇  is less than 1 in modulus, 

there exists an open neighbourhood I of q. When Ix ∈ , 
such that 

qtx
t

=
∞→

)(lim  

here, q is called the local stable fixed point [20]. 
If k2− ≤q1-q2≤2k, the transmission line is not con-

gested, the Jacobian matrix )(qF∇  is denoted as 
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equation of the Jacobian matrix )( *qF∇  is: 
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The stability condition of Nash equilibrium point is 1λ
＜1, 2λ ＜1, and thus the market parameters should sat-

isfy: 
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when the market equilibrium point is 

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
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 −= 0,11
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the two eigenvalues of the Jacobian matrix )( 1qF∇  are 

)(1 111 ca −−= αλ ＜1 
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)2(
2

1
1 2122 cca −++= αλ ＞1 

Thus, the boundary equilibrium point 1q  is unstable. 

Similarly, it is easy to prove that the boundary equilib-

rium point 2q  is unstable too. 

If 21 qq − ＜-2k, the transmission line is congested, the 

Jacobian matrix )(qF∇  is denoted as 
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when the market equilibrium point is 
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2
,0 22 , one of the eigenvalues of the Jaco-

bian matrix )( 2qF∆  is greater than 1. Thus, the bound-

ary equilibrium point 2q  is unstable. 

If q1-q2＞2k, it is easy to prove similarly that the 
boundary equilibrium point q1 is unstable, and while the 

Nash equilibrium point q* is stable if *
11bqα ＜1, *

22bqα ＜1. 

Therefore, in the dynamic Cournot game, whether the 
market can finally converge to a certain Nash equilibrium 
point is decided by the market parameters and the line 
flow limits, i.e.,  

1) When the difference between the marginal cost of 
generation companies is less than bk , i.e., bk− ＜c1-c2

＜bk (the other market parameters satisfy 12 2cca −+ ≥

0, 21 2cca −+ ≥0) and the market parameters satisfy the 

condition in (18), the generation quantities of generation 
companies do not greatly differ in different zonal markets. 
Thus, the transmission line can not be congested. In this 
situation, if the generation quantities fall inside the stabil-
ity region of Nash equilibrium, the market will be able to 
gradually converge to the Nash equilibrium point 
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2) When the difference between the marginal cost of 
generation companies is greater than 2bk, i.e., 21 cc − ＞

2bk (the other market parameters satisfy a-c1＞bk or a-c2

＞bk) and the market parameters satisfy the condition in 
(19), the generation quantities of generation companies 
greatly differ in different zonal markets. Thus, the trans-
mission line is congested. In this situation, if the genera-
tion quantities fall inside the stability region of Nash 

equilibrium, the market will be able to gradually con-
verge to the Nash equilibrium point 
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3.3 Effect of Market Parameters on Stability 

The equation in (18) gives the stability condition of Nash 
equilibrium if the line is not congested. Figure 3 shows 
the corresponding stability region of Nash equilibrium 
point in the plane of the adjustment speeds ),( 21 αα , 

which is bounded by the portion of hyperbola, i.e., 
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For the values ( )21,αα  inside the stability region, the 
Nash equilibrium is stable. From Figure 3, the increment 
of the adjustment speeds will reduce the stability margin 
when the other parameters are fixed. If the adjustment 
speeds go beyond the stability region, the Nash equilib-
rium point loses its stability through a period-doubling 
bifurcation. 

If the parameter a , the maximum electricity price of 
electric power, is increased and the other parameters 

2121 ,,, ccαα  are fixed, the stability region becomes 

smaller, as can be easily deduced from (22). Otherwise, if 
the parameter a  is reduced, the stability of Nash equi-
librium can be reinforced. 

If the other parameters are fixed, an increment of the 
marginal generation cost 1c  causes a displacement of 
the point 1A  to the right and of 2A  downwards. Instead, 
an increment of the marginal generation cost 2c  causes 
a displacement of the point 1A  to the left and of 2A  
upwards. In both cases, the effect on the stability of Nash 
equilibrium point depends on the position of the point 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3. Stability region of Nash equilibrium under non- 
congestion 
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Figure 4. Stability region of Nash equilibrium under 
congestion 
 
( )21,αα . In fact, if the point ( )21,αα  is above the di-

agonal 21 αα＝ , i.e., 21 αα < , an increment of 1c  can 

destabilize the Nash equilibrium point, whereas an in-
crease of 2c  reinforces its stability. The situation is re-

versed if 21 αα > . 

The equation in (19) gives the stability condition of 
Nash equilibrium if the line is congested. Figure 4 shows 
the corresponding stability region of Nash equilibrium 
point in the plane of the adjustment speeds ( )21,αα . 
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From Figure 4, the increment of the adjustment 
speeds ( )21,αα  and the maximum price a  can cause 

a loss of stability of Nash equilibrium, and while the 
increment of the marginal cost 1c  and 2c  can rein-

force its stability. 
Therefore, the power market can be kept in the stable 

equilibrium condition by the following measures in the 
actual operation. 

1) The plentiful competition is introduced to reduce the 
difference between the generation marginal cost of gen-
eration companies in the power market; and the rational 
power network planning can improve the transfer capac-
ity of lines, in order to keep the market in the stable equi-
librium. 

2) The variation extent of the generation quantities is 
not too large; and the smooth operation of the generator 
has important effect not only on the stability of power 
system but on the stability of power market. 

3) The maximum price of market is not too high; and 
the restriction of the maximum value of electricity price 
can reinforce the stability of power market. 

4. Numerical Simulation of Dynamic Market 
Behaviors 

The dynamic behaviors of power market are demon-
strated with an example of two-node power market as 
shown in Figure 1. The evolving characteristics of market 
behaviors are analyzed when the parameters lie in differ-
ent ranges by using the bifurcation diagram, phase dia-
gram, Lyapunov exponent and fractal dimension. In the 
iterative process of the numerical simulation, the benefit of 
consumers is identical and assumed with MWha /$60=  

and 5.0=b 2/$ MWh ; the maximum production outputs 
of the two generation companies both are 200MWh; the 
flow limits of the line is 30MW. 

4.1 Case 1: Difference between Marginal Cost of 
Generation Companies is Less than bk 

Firstly, the dynamic behaviors of power market are nu-
merically simulated when the difference between the 
marginal cost of the two generation companies is less 
than bk , i.e., bkccbk <−<− 21 . The generation mar-

ginal costs are taken as MWhc $201 = , MWhc $302 = . 

If different values are selected, similar results can be ob-
tained. In this case, a Nash equilibrium point is obtained. 
By (20), the corresponding generation quantities of the 
two zones are (66.67MWh, 26.67MWh). 

Let $/03.01 MWh=α , the adjustment speed of the 

generation quantities of generation company 2 is changed. 
Figure 5 shows the bifurcation diagram of the stable so-
lutions of the generation quantities and electricity price 
with 2α . When the adjustment speed of generation 

company 1 is changed, similar results can be obtained. 
If the adjustment speed of the generation quantities of 

generation company 2 satisfies 2α ＜0.12, the market lie 

in the stability region of Nash equilibrium. The genera-
tion quantities will gradually converge to the unique sta-
ble solution, i.e., the Nash equilibrium point (66.67MWh, 
26.67MWh). In this case, the power flow on the line is 
20MW, that is, the line is not congested. Thus, the elec-
tricity price of the two zones is identical, both being 
36.67$/MWh. Figure 6 shows the evolving curve of the 
market converging to the Nash equilibrium if 1.02 =α . 

With the increment of the adjustment speed 2α , when 

0.122 >α , the market will go beyond the stability region 

of Nash equilibrium and thus loses stability. If 
175.00.12 2 << α , the dynamic evolution of the genera-

tion quantities and electricity price will converge to the 
two periodic points and the two-period variation is exhibited. 
Sequentially, with the increment of 2α , the more complex 

dynamic behaviors are exhibited, such as four periods, eight 
periods, sixteen periods, etc. Figure 7 shows the periodic 
evolving curve of the market if 16.02 =α . 

With the continuous increment of the adjustment speed 
2α , when 175.02 >α , the market converges to many 
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infinite points inside the bounded range and the seem-
ingly random chaotic variation is exhibited. When 2α  is 
in the neighborhood of 0.18, the stable solutions of the 
market lie within a smaller range. In this case, the power 
flow on the line is less than 30MW, that is, the line is not 

congested. Thus, the electricity price of zonal market 1 
and 2 is identical. Figure 8 shows the chaotic evolving 
curve of the generation quantities and electricity price if 

18.02＝α ; and the corresponding chaotic attractors as 
shown in Figure 9. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
Figure 5. Bifurcation diagram of stable solutions of power market with α2 if difference between marginal cost of generation 
companies is less than bk 

 

 

 

 

 

 

 

 

 

Figure 6. Dynamic market behaviors converging to Nash equilibrium if α2=0.1 

 

 

 

 

 

 

 

 

 

Figure 7. Periodic dynamic market behaviors if α2=0.16    
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However, when the adjustment speed 2α  lies in the 

other chaos area, the stable solutions of the market fall 
within a greater range. In this case, it is found that the 
line sometimes is congested to cause different electricity 
price in the zonal market 1 and 2; the chaotic attractors of 
market include not only the invariable manifold under 

non-congestion condition (as shown in Figure 9), but the 
invariable manifold under congestion condition. Figure 
10 shows the chaotic attractors of the generation quanti-
ties and electricity price if 202.02＝α , their maximum 
Lyapunov exponents and fractal dimensions being 0.34 
and 1.10, respectively. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 8. Chaotic dynamic market behaviors if α2=0.18 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9. Chaotic attractors of generation quantities and electricity price if α2=0.18 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 10. Chaotic attractors of generation quantities and electricity price if α2=0.22      
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4.2 Case 2: Difference between Marginal Cost of 

Generation Companies is Greater than 2bk 

The dynamic behaviors of the power market are numeri-
cally simulated when the difference between the marginal 
cost of the generation companies is greater thanbk2 , i.e., 

bkcc 221 >− . The generation marginal costs are taken as 

MWhc $401＝ , MWhc $52＝ . If different values are 

selected, similar results can be obtained. In this case, a 
Nash equilibrium point is obtained. By (21), the corre-
sponding generation quantities of the two zones are 
(5MWh, 70MWh). 

Let $/1.01 MWh=α , the adjustment speed of the 

generation quantities of generation company 2 is 
changed. Figure 11 shows the bifurcation diagram of the 
stable solutions of the generation quantities and elec-
tricity price with 2α . When the adjustment speed of 

generation company 1 is changed, similar results can be 
obtained. 
 
 

If the adjustment speed of the generation quantities of 
generation company 2 satisfies 0.0282 <α , the market 

lie in the stability region of Nash equilibrium. The gen-
eration quantities will gradually converge to the unique 
stable solution, i.e., the Nash equilibrium point (5MWh, 
70MWh). In this case, the power flow on the line is 
30MW, that is, the line is congested. Thus, the electricity 
price of the two zonal markets is not identical, being 
42.5$/MWh and 40$/MWh, respectively. 

With the increment of the adjustment speed 2α , when 

0.0282 >α , the market will go beyond the stability re-

gion of Nash equilibrium and thus loses stability. The 
dynamic market behaviors exhibit the periodic and cha-
otic variation. The constraint of transmission line change 
the route of period-doubling bifurcation to chaos, exhib-
iting intermittency. Figure 12 shows the chaotic evolving 
behaviors if 03.02＝α . The corresponding chaotic attrac-

tors are shown in Figure 13, their maximum Lyapunov 
exponents and fractal dimensions being 0.53 and 0.60. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 11. Bifurcation diagram of stable solutions of power market with α2=0.22 if difference between marginal 
cost of generation companies is greater than 2bk 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 12. Chaotic dynamic market behaviors if α2=0.03 
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Figure 13. Chaotic attractors of generation quantities and electricity price if α2=0.03 
 
4.3 Case 3: Difference between Marginal Cost of 

Generation Companies Lies in [bk, 2bk] 

The dynamic behaviors of the power market are numeri-
cally simulated when the difference between the marginal 
cost of the generation companies lies in [ ]bkbk 2, , i.e., 

bkccbk 221 <−< . The generation marginal costs are 

taken as MWhc $451＝ , MWhc $251＝ . Similar results 

can be obtained for other selected values. By the analysis 
of Section 3.1, there is no Nash equilibrium point in this 
case, that is, no matter how large the adjustment speeds 
are, the market cannot converge to a stable Nash equilib-
rium at all. Figure 14 shows the bifurcation diagram of 
the stable solutions of the generation quantities and elec-
tricity price with 2α  (where $/1.01 MWh=α ). 

From Figure 14, it is found that the dynamic market 
behaviors exhibit the periodic and chaotic variation; and 
the chaotic and periodic windows appear in turn. Figure 
15 shows the chaotic attractors of the generation quanti-
ties and electricity price if 052.02＝α , their maximum 

Lyapunov exponents and fractal dimensions being 0.23 
 
 

and 0.80, respectively. 
Whether the transmission lines is congested or not, if 

the market participants with bounded rationality con-
tinuously adjust their production strategies, the market 
will finally converge to the Nash equilibrium under the 
satisfaction of its stability condition. Sequentially, a state 
that the market participants simultaneously maximize 
their respective profit is achieved. 

In the complex dynamic power market, the equilibrium 
condition is short-term and temporary. In the equilibrium 
condition, many uncertain factors, such as the adjustment 
speeds and marginal cost of generation companies, the 
maximum electricity price of market, are changing the 
operating condition of market and pushing it towards 
chaos. The appearance of market chaos is very sensitive 
to the market parameters. The change of parameters can 
lead to a great difference between the long-term evolving 
trajectories of the dynamic market. Once the market en-
ters the chaotic condition, it will be unpredictable, in 
which the generation companies are unable to effectively 
determine the adjustment of output quantities in the long 
term. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 14. Bifurcation diagram of stable solutions of power market with α2 if difference between marginal cost of generation 
companies lies in [bk,2bk] 
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Figure 15. Chaotic attractors of generation quantities and electricity price if α2=0.052 
 

However, when the market lies in the chaotic condition, 
it is still possible to effectively predict the short-term 
dynamics and change the chaotic market attractors to 
control the chaos. Therefore, in the case, the generation 
companies with bounded rationality should continuously 
survey their own surroundings and adjust their operation 
objectives. The market managers should timely modify 
the operation rules in order to change the chaotic market 
attractors and adapt the variation of the market environ-
ment. 

5. Conclusions 

This paper proposes the dynamic Cournot game model 
with bounded rationality considering the power network 
constraints, i.e., the difference equations embedded with 
the optimization problem. By using the theory of nonlin-
ear discrete dynamic system, the Nash equilibrium and its 
stability for a duopoly market are quantitatively analyzed. 
It is found that the power market has different Nash equi-
libriums with different market parameters corresponding 
to different operating conditions, i.e., congestion and 
non-congestion, while in some cases it has no Nash equi-
librium at all. The effect of market parameters is investi-
gated on the stability of Nash equilibrium. It is also re-
vealed that the smooth adjustment of the generation 
quantities and the restriction of the maximum value of 
electricity price can reinforce the stability of the power 
market. In the dynamic evolution, the market exhibits a 
variety of dynamic behaviors, i.e., converging to the 
Nash equilibrium, period and chaos. 

Based on the above work, there are the following is-
sues need to be explained and discussed. 

(a) For descriptive simplicity, the generation marginal 
cost is assumed to be a linear form in this paper. If it is a 
quadratic function, the Nash equilibriums of market and 
their stability conditions may be similarly obtained, as 
well as the periodic and even chaotic dynamic behaviors 
when the market go beyond the stability region. 

(b) In the dynamic Cournot game, the generation quan-
tities are regarded as the decision variables of generation 
companies, which may be sold to the users through the 

contract transaction, also to the Power Exchange through 
the Pool transaction. So long as the relationship between 
the demand and electricity price is identical in the two 
transaction models, the similar results, such as the same 
market equilibrium points and dynamic behaviors, can be 
obtained. 
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ABSTRACT 
This paper briefly analyzes the advantages of IPv6 used at Intelligent home and describes an IPv6 home network frame. 
It also studies IPv6 transition technical problems facing home gateways and gives the summaries to the main protocol 
of each node of home network and their mutual relations. The key nodes of the home network based on IPv6, including 
the hardware design and software design of the home gateway and home network controller, are systematically de-
signed in the paper. Finally, it illustrates the actual test environment and test in detail. The paper gives a view of the 
fact that the intelligent home appliances are becoming the current trend with the accelerating the transition of IPv4 to 
IPv6 and home network-wide implementation of IPv6 is about to become a reality, holding that the network controllers 
and home gateway based on ARM processor can support IPv6 and carry on the implementation of remote control and 
local control based on Web Browser. 
Keywords: IPv6, Home Gateway, Home Network Terminal Controller, CGI 

1. Introduction 

With the rapid development and extensive application of 
micro-electronics, computers, networks, telecommunica-
tions and other technologies, various new consumer elec-
tronics products are rapidly entering the home. The intel-
ligent home is becoming a trend of the times. One of the 
core technologies is the intelligent home network or 
home network. Through the network, a variety of infor-
mation appliances, security alarm systems, medical 
monitoring systems and other home equipment will be 
connected and become an interactive information, cen-
tralized control and even remote control network. 

2. IPv6 and Home Network 
To build a home network, the most basic requirement is 
to achieve interconnection of different devices, and set up 
convenient ways of interaction. The interconnection's 
basic approach is to carry on the implementation of the 
connection based on TCP/IP protocol stack; To achieve 
interoperability, the most convenient and the simplest 
way is through the WEB browser; The most direct way 
for the equipment to achieve these functions is to contain 
embedded systems; To meet the needs of future home 
network quantity, size and security, the transition to IPv6 
is becoming the current trend. 

Compared to IPv4, IPv6 intelligent home has the fol-
lowing advantages. 
·Extremely rich IP address: In theory, each square 

meter of earth land surface may assign 1023 IP address 
averagely. This makes it possible that all networking 
equipment is assigned a public IP address. This is very 
important for China with the largest population [1]. 
·Improvement of Quality of Service: Through the 

support of the stream label, from the specific source to 
the specific destination transmission packet series, IPv6 
data packets may carry on highly effective processing by 
the middle router. To watch video, such as to ensure the 
quality of programming, is an example. 
·More security guarantee: With the supports of Au-

thentication Header (AH) and Encapsulating Security 
Payload (ESP), the encryption of identify validation and 
payloads is implemented [2]. AH and ESP also support the 
encryption packets transmit on the Internet by the way of 
Tunneling technology. To easily realize remote control of 
home network information security is a good example. 
·Strong ability of address automatic disposition: As 

the giant address resources, the IPv6 protocol’s ability of 
address automatic disposition is more convenient than 
DHCP’s. This also makes each kind of network home 
appliances and the intelligent network products of the 
user’s home be connected more freely without complex 
disposition works than before. It is just “plug and play”. 

3. IPv6 Home Network Frame 
3.1 IPv6 Home Network Frame 
Home network mainly consists of the home gateway, PC, 
information appliance and intelligence control terminal 

*Fund Project: Provincial Education Department of Hubei scientific 
research project (D200619006). 
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components [3]. With the exception of home gateway and 
PC, other equipment can be designed as controlled by the 
network terminal controller. The structure is illustrated in 
Figure 1. The general structure will meet the needs of 
home network interoperability and the easy operation, 
bearing the most basic IPv6 technical characteristics. The 
frame structure consists of outer network, gateway and 
various inner parts. All equipment shown in the Figure 1 
can be controlled locally and centrally through the hand 
remote control device at home. It also can be controlled 
by the long-distance PC, which entered the home gate-
way machine through the Internet. The equipment is cen-
trally controlled including local central control and long- 
distance central control by operator interface. Since all 
equipment has their own IP addresses based on the IPv6, 
they can be directly connected to external network with-
out gateway. The dashed line means that it can be con-
nected via gateway or without it directly, and the Internet 
should IPv6 or IPv4. 

3.2 IPv6 Transition Technology 
Network at home are more prone to form a pure IPv6 
network. Home network often tends to connect to the 
Internet and the current Internet is based mainly on 
the IPv4 protocol stack, or IPv6 coexistence with IPv4 
networks. Since the IETF released IPv6 protocol, it 
has been over ten years. The transition of the tech-
nology from IPv4 to IPv6 has experienced more than 
ten years, which is also expected to last a longer pe-
riod of time. For the home network out-side, the link 
may be based on IPv4 port or IPv6 port. It is necessary 
for the home network gateway to support this transi-
tion. IPv6 transition technology has three main types: 
dual stack, tunnel, translate. Their typical applications 
are as in Table 1. Among them node A may be the 
home gateway. Node B may be the WAN-side node or 
remote PC. Middle may be the middle node or con-
nected directly. 
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Intelligence Light 
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Figure 1. IPv6 home network architecture 

Table 1. IPv6 transition technology and the applicable scene  

 
3.3 The Protocol Stack at Home Network 
At home network, the transmission of information is 
mainly related to the three adjacent nodes: home network 
terminal, home gateway and wan-side node. Relations 
with the protocol stack of information transmitted are as 
shown in Figure 2. 

4. System Design 
4.1 Hardware Design for Home Gateway 
The design of home gateway in Figure 3 is based on net-
work processor. The home gateway is conducted with the 
development board based on the network processor, such 
as Intel IXP425. It is equipped with a 10MB/100MB 
Ethernet port for external network, and provides eight 
10MB/100MB Ethernet ports for internal network via a 
switching module. It also enables home wireless connec-
tion possible by the wireless local area network selected 
by the CF card plug [4]. 

4.2 The Hardware Design of Home Network 
Terminal 

To support the IPv6 protocol stack and achieve remote 
control, the design of the terminal devices is formed with 
the network terminals and micro-controller, connecting 
the home gateway and appliance, shown in Figure 4. 
Network termination module can receive control infor-
mation from the network through RS232 serial commu-
nication with the home appliance control module; appli-
ance control module connected with appliances executing 
system can get control commands from the network ter-
mination module and operate home appliances. Among 
the above modules, the network terminal module is the 
core of information appliance system, which allows ac-
cess to IPv6 network appliances, and serves as an em-
bedded Web server to respond to the request of the client 
to complete the control data network. 
 

 
Figure 2. The protocol stack at home network 

Node A Pro-
tocol stack

Middle Proto-
col stack 

Node B Pro-
tocol stack 

Applicable 
technology 

IPv6 none IPv6 Connect directly
IPv6/IPv4 none IPv6 or IPv4 dual stack 
IPv6 IPv4 IPv6 tunnel 
IPv6 none IPv4 translate
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Figure 3. Hardware design for home gateway 

 
The design in this article mainly consists of the net-

work terminal microprocessor module, memory module, 
serial module, Ethernet module, power management and 
reset circuit modules, and JTAG module composed of 
several parts. Among them, the microprocessor modules 
are using S3C2410 of Samsung ARM9 core microproc-
essor. Ethernet module is constructed with the dual-NIC 
by two AX88796 cards. 

4.3 The Design of Software System 
4.3.1 The Frame of Software System 

The design of the home gateway has three main functions: 
1) IPv6/IPv4 route; 2) data-link layer switch; 3) Web 
server. Its software system structure is as shown in Figure 
5, the relevant protocol stack shown in Figure 2. 
 

 
Figure 4. The hardware design of home network terminal 

 

 
Figure 5. The frame of software system 

The above-mentioned home gateways and network 
terminals are based on the 32bit embedded system. The 
main difference is the different hardware performance, 
which is reflected in the gateway hardware based on the 
network processor by a number of network processing 
engines to work together. The software system structure 
of Network terminal has the most similarities to home 
gateway. The main differences are: 1) network terminal 
without IPv6/IPv4 route just supports the data-link layer 
switch and Web server; 2) the boot loader of network 
terminal is vivi not redboot. Considering the needs of the 
following experiments, the following article focuses on 
network terminal software system structure and gives a 
further description below. 

Network terminal software can be divided into three 
levels [5]: 1) hardware driver layer, including the generic 
hardware drivers, such as serial, USB devices, Ethernet, 
etc.; 2) embedded OS, including file system management, 
memory management, disruption and interruption of 
treatment, the system initialization, network protocol 
stack, various system calls, etc.; 3) application layer, 
through the kernel system call to implement the users 
needs of the required application services. 

4.3.2 Embedded Linux 

The main task is to transplant. Embedded Linux operat-
ing system transplant includes Boot Loader, the kernel 
and root file system. Boot Loader is the guiding proce-
dure of embedded systems. VIVI as Boot Loader is de-
veloped by Korea Mizi system, which fits in the 
ARM920T and supports S3C2410 processor. Boot 
Loader is the first implementation code after power-on 
reset and is closely related to hardware. It first initializes 
the system hardware, sets the stack pointer, jumps to the 
entrance of the operating system kernel, and then gives 
the system control to the operating system. The kernel is 
the core of Linux operating system, which is the system 
software of managing hardware resources, controlling the 
running program and improving human-machine inter-
face and application software to provide support. It 
achieves embedded systems management through the 
processor, memory management, file management, de-
vice management. The root file system is an important 
component of the Linux system, including system soft-
ware and libraries, as well as the application software 
used to provide users with structure and application, and 
as the read/write results region of data storage. 

4.3.3 CGI 

According to the demands of embedded Web server ap-
plication environments, network terminals and home 
gateways are required to provide web-based interopera-
bility to update web page, deal with dynamic data, which 
can make use of Common Gateway Interface (CGI) to 
support. CGI is a software module of the embedded Web 
server for the implementation of server-side “script” pro-
gram [6]. Furthermore, it uses “script” the implementa-
tion of the procedures, but also provides a channel to 
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handle the operation of the hardware. This constitutes a 
long-distance intelligent home control system's overall 
structure. 

In the most Embedded Web applications, dynamic 
content show or interactive operation is required to be 
provided in order to remote control devices. The content 
provided by the simple static page is the same and is hard 
to be completed interoperability. Common Gateway In-
terface (CGI) can fundamentally solve the problem of 
this situation so that the WEB clients and servers have 
the interactive features, having remote control of embed-
ded systems achieved. Typically, after the server re-
sponds to client requests, it will implement the corre-
sponding CGI program and put the results of the imple-
mentation back to the client in order to achieve a dy-
namic Web. Web page code prepared by the ACTION 
attribute to specify the server required the implementa-
tion of the CGI program. METHOD property is specified 
in the client to submit data (POST or GET). CGI program 
is divided into the following sections:  According to ①
POST method or GET method, to receive data from the 
submitted forms;  ② to decode URL encoding;  ③ to use 
printf () function to generate the HTML source code and 
give  the correctly decoded data back to the browser. 

5. The Experimental Environment and Testing 
5.1 The Basic Experimental Environment 
The basic experimental environment to implement the 
systematic structure is as Figure 6. We can see from the 
diagram, the actual experimental environment has been 
simplified in order to simplify the problem, reduce costs, 
and realize the principle of a system. The specific sim-
plifying job includes: 

· PC2 replaces network processor: that is, the com-
puter with dual network adapters is in place of NP. The 
network processor is very powerful, capable of perform-
ing the work of home gateway. It can mainly handle the 
analysis from the data-link layer to application layer, 
layer 2 switch, IPv4/IPv6 route. In this design, the focus 
is on implementation of the remote control of home ter-
minals through the home gateway. Home gateway soft-
ware and the transplanting process, Web server of the 
development process and function similar. The function 
of gateway is placed by PC software. 

· PC1 replaces internet: pc1 is a stand-alone com-
puters, which can be used conveniently as IPv4 node or 
IPv6 node. It can remote control home gateway and home 
network terminal by modeling. 
· Using two network terminals separately replace two 

different types of equipment: Network terminal 1 is used 
to express different information appliance, such as re-
frigerators; Network terminal 2 is used to express two 
different intelligence control terminal, such as curtains. 

5.2 Test 
The whole experimental environment includes two net-
works, known as the home network and the outside net-
work. Home network consists of PC2, network controller1 

 
Figure 6. Basic test environment 

 
and network controller 2. Each network controller is 
formed with a S3C2410 board and MCS-51 Single-chip 
Computer board (MCU board), each MCU board sepa-
rately represents intelligence appliance. Different combi-
nations of lights with different colors present their dif-
ferent control status and the actual device can be con-
trolled. PC1 is installed with Windows XP as a client 
terminal. PC2 is installed with Windows Server 2003 and 
dual NIC, configured as a router. It is used for each ac-
cess network appliance automatically assigned 64 of the 
IPv6 routing prefix 3FFE: FFFF: 2005:/64. Two PC ma-
chines are configured with IPv6 protocol and the installa-
tion of the browser Firefox. The kernel of embedded sys-
tem is linux 2.6.8. Web software is mini_httpd, which can 
support IPv6 users visit, and the space needed for the 
compiled code is small. In order to configure and test 
IPv6 network environment, the supporting IPv6 configu-
ration tools are required, such as ifconfig, ping, and 
traceroute and so on. Existing network configuration 
tools in linux do not support the IPv6 protocol. Therefore, 
it needs to re-compile source packages containing these 
instrument procedures to ensure its support for IPv6. This 
paper chooses the busybox 1.1.2, because it contains the 
majority of support for IPv6 network configuration tool, 
but the volume was small. 

The network terminals of various home appliances are 
equipped with 64-bit IPv6 interface identifier derived 
from its MAC address. Take network controller 1 as an 
example, its MAC address being 00-E0-4C-4A-35-25, in 
accordance with IEEE EUI-64 format [7], the IPv6 inter-
face identifier will be the 2E0:4Cff:fe4A:3525. When the 
appliance joins the test, it will automatically get the rout-
ing prefix of 64-bit of IPv6 distributed by PC2. Together 
with the existing 64-bit interface identifier for each 
household appliance, it can form the world's sole128 
IPv6 address. 

When testing, to give the appliance’s IPv6 address in 
the PC1 browser, can enter the corresponding appliance 
control interface. The user can operate on household 
electrical appliances by clicking the button. After the 
implementation of the user command, household electri-
cal appliances will implement the results back to the 
browser. To cite the network controller 1 as an example, 
after entering in the browser the IPv6 address refrigerator 
http://[3FFE:FFFF:2005:0:2E0:4Cff:fe4A:3525] to get its 
user interface, the user can control home appliances by 
clicking the corresponding button. 
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6. Conclusions 
Intelligent home appliances are becoming the trend of the 
times, while the IPv4 to IPv6 transition is accelerating. 
We can notice that a new generation of backbone net-
work based on the IPv6 in China has been built. The new 
network routing equipment can support IPv6. Home net-
work with implementation of the pure IPv6 will become a 
reality. Network controllers and home gateway (including 
IXP425 ARM Platform) based on ARM processor is able 
to support IPv6. In addition the implementation of the 
remote control and local control based on Web Browser 
can be achieved. 
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ABSTRACT 

Traditional transformer in high-voltage power supplies has many disadvantages such as high turn’s ratio, large volume 
and great design difficulties. Parallel resonant converters (PRCs) are widely used in high-voltage power supplies. A 
kind of high-voltage circuit topology can be formed by combining PRCs and voltage-doubler rectifier, which is called 
parallel resonant dual voltage converters (PRDVCs). In PRDVCs both voltage-doubler rectifier and transformer can 
boost voltage, which reduced turn’s ratio and volume of the transformer, making it easier to produce. Thus it not only 
realizes the high-voltage output, but also realizes the miniaturization of high-voltage power supply. Three modes of the 
converters were researched and simulated. Converting conditions of three modes were given. At last, PRDVCs was 
used to design a 5000V/50mA high-voltage power supply. The waveforms and results of the experiment were given, 
which validated the feasibility of the converters and its conversion efficiency might be improved to 93%. 

Keywords: Power Converters, Parallel Resonant, Voltage-Doubler Rectifier, High-Voltage Power Supply 

1. Introduction 

High-voltage power supplies have been widely used in 
inspection equipments such as medicine, non-destructive 
testing, station, customs inspection and also been used for 
military purposes such as radar transmitters, electronic 
chart monitor in aviation light. Traditional high-voltage 
power supplies have affected development of corollary 
equipments because of large volume and heavy weight. 
At present, SMPS schemes have been widely adopted in 
high-voltage power supplies. It made the volume and 
weight be greatly reduced and power capacity and con-
version efficiency be increased, especially embodied in 
small power high-voltage SMPS. Yet for all that, turn’s 
ratio and volume of transformer were still very large and 
its difficulties in design and manufacture were still exis-
tent. For this reason, using the good adaptability of PRCs 
to high-voltage power supplies, A kind of high-voltage 
circuit topology can be formed by combining PRCs and 
oltage-doubler rectifier, which is parallel resonant dual 
voltage converters (PRDVCs) [1]. As a kind of improved 
parallel resonant high-voltage SMPS topology, PRDVCs 
can increase switch frequency and conversion efficiency 
by using soft switching technology. Both voltage-doubler 
rectifier and transformer can boost voltage, which made 
turn’s ratio and volume of the transformer be greatly re-
duced, making it easier to produce. Thus it realized the 
miniaturization and lightweight of high-voltage power 
supply. In Section 2, the basic circuit topology of 
PRDVCs was introduced. In Section 3, work modals of 
PRDVCs were analyzed. In Section 4, three Modes were 

studied. In Section 5, converting conditions of three 
modes were deduced. In Section 6, three Modes were 
verified by PSPICE. In Section 7, a 5000V/50mA high- 
voltage power supply was designed by using PRDVCs. 

2. Basic Circuit Topology of PRDVCs 

PRDVCs was the improvement of PRCs (as shown in 
Figure 1). Two kinds of basic topologies of PRDVCs 
were given in Figure 2. One was the half-bridge parallel 
resonant dual voltage converter (HBPRDVC) and the 
other was full-bridge parallel resonant dual voltage con-
verter (FBPRDVC), where rL  was the resonant induc-

tance, rC  was the resonant capacitance, LR  was load. 

Here the role of transformer was not only voltage transfer 
but also electrical isolation. Compared with PRCs, two 
capacitances were adopted to replace two rectifying di-
odes and the heavy inductance was omitted in PRDVCs 
circuit topology. 
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Figure 1. PRCs 
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Figure 2. Basic circuit topologies of PRDVCs 
 
3. Analysis for Work Modals of PRDVCs 

Full bridge topology and half bridge topology work on 
the same principle [2]. In this paper, we took HBPDVC 
for example to research PRDVCs. For convenience 
transformer’s ratio was declared equivalent to 1. 
Transformer was equivalent to excitation inductance 
and its leakage inductance was neglected. Then the 
equivalent circuit could be seen in Figure 3. Here the 
direction of voltage and current was reference direction. 
Before analyzing PRDVCs, some reasonable conditions 
should be assumed as follows. 1) Q1, Q2, D1, D2, D3, D4 

were ideal switching tubes. 2) During a switching cycle 
both input voltage and output voltage were constants. C1, 
C2, C3, C4 were large enough. Electric potential of node A 
was / 2inV  and electric potential of node O was / 2oV . 

3) Both inductance and capacitance were lossless energy 
storage elements. 4) line impedance was not consider-
able. 

Under above conditions, PRDVCs had four resonant 
switching modals (as shown in Figure 4) and four linear 
switching modals (as shown in Figure 5). Where rL  

was the resonant inductance, rC  was the resonant ca-

pacitance, mL  was the excitation inductance. The direc-

tions of arrows were real directions. In Figure 4 and Fig-
ure 5, it could be seen that switching tubes and directions 
of 

rLi  and 
rCv  were different from one modal to an-

ther. 
Equivalent circuit of resonant switching modals was 

shown in Figure 6. The corresponding relations between 

EV  and conducting components and resonant inductance 

current were given in Table 1. 
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Figure 3. Equivalent circuit of PRDVCs 
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Figure 4. Four resonant switching modals 
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Figure 5. Four linear switching modals 
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Figure 6. Equivalent circuit of resonant Switching modals 

Table 1. The corresponding relations between EV  and con-
ducting components and resonant inductance current 

Indudcting 
components 

Resonant current 
rLi  Equivalent power 

supply voltage VE 

Q1 rLi ＞0 VE =
2

1 Vin 

D1 rLi ＞0 VE =
2

1 Vin 

Q2 rLi ＞0 VE =-
2

1 Vin 

D2 rLi ＞0 VE =-
2

1 Vin 

 
Analyzing the equivalent circuit in Figure 6, differen-

tial equations were shown as (1). 
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The initial conditions were assumed as follows. 

( ) ( ) ( )
0 0 0

0 , 0 , 0
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when mL » rL , general mathematic expressions of 
rcv , 

rLi , 
mLi  could be shown as (2). 
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where 1/ , / , /r r r r r r m m rL C Z L C Z L Cω = = = . 

Equivalent circuit of linear switching modals was 
shown in Figure 8. The corresponding relations between 

EV  and conducting components and capacitance voltage 
were given in Table 2. 
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Figure 7. Equivalent circuit of linear switching modals 
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Table 2. The corresponding relations between VE and con-
ducting components and capacitance voltage 

Conducting 
components 

Equivalent power 
supply voltage VE 

Equivalent output 
voltage Vr 

Q1    D3 VE =
2

1 Vin Vr =
2

1 V0 

D2    D3 VE =-
2

1 Vin Vr =
2

1 V0 

Q2    D4 VE =-
2

1 Vin Vr =-
2

1 V0 

D1    D4 VE =
2

1 Vin Vr =
2

1 V0 

 
The initial conditions were assumed as follows. 

( )
0

0
rr LL Ii = , ( )

0
0

mm LL Ii =  

Analyzing equivalent circuit general mathematic ex-

pressions of 
rcv , 

rLi , 
mLi  could be shown as (3). 
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4. Three Modes of PRDVCs 

PRDVCs appeared three operational modes when loads 
and operational ranges changed. 

4.1 Operational Mode 1 
Selecting logical parameters Mode 1 appeared. Steady op-
erating waveforms of Mode 1 were shown in Figure 8. One 
switching cycle could be divided into six switching modals. 

4.1.1 Switching Modal 1 [t0-t1] 
Before t0 moment Q1 and D3 were conducting, Q2, D1, D2, 
D4 were off. At t0 moment Q1 would be turned off. D2 

would be conducted because of continuous 
rLi , and then 

Q2 would be put into operation by ZVS. During this pe-
riod, 

rCv  was constant and 
rLi  would be decreased 

 

 
Figure 8. Steady operating waveforms of Mode 1 

linearly and 
mLi  would be increased linearly. Here 

stored energy. In inductance would be transmitted to load, 
as shown in Figure 5(b). Substituting initial conditions to 
(3), the corresponding mathematic models of 

rLi , 
rCv , 

mLi  could be deduced. 

4.1.2 Switching Modal 2 [t1-t2] 
At t1 moment, ( ) ( )1 1r mL Li t i t=  and D3 would shut off natu-

rally. Then D2 would shut off naturally too. 
rLi  would be 

increased reversely and 
mLi  would be increased posi-

tively. Here circuit state would be transferred from linear 
modal to resonant modal, as shown in Figure 4 (b). Sub-
stituting initial conditions to (2), the corresponding 
mathematic models of 

rLi , 
rCv , 

mLi could be deduced. 

4.1.3 Switching Modal 3 [t2-t3] 
At t2 moment, ( )2 / 2

rC ov t V= −  and 4D  was con-

ducted. Here circuit state would be transferred from 
resonant Modal to linear modal. During this period, 

rCv  

was constant and 
rLi  would be linearly decreased re-

versely and 
mLi  would be linearly decreased positively. 

Here stored energy in inductance would be transmitted to 
load, as shown in Figure 5(d). Substituting initial condi-
tions to (3), the corresponding mathematic models of 

rLi , 

rCv , 
mLi  could be deduced. 

4.1.4 The second half of cycle [t3-t6] 
After t3 moment circuit state would enter the second half 
of cycle. These were similar to the first half. 

4.2 Operational Mode 2 

When switching frequency was higher than resonant fre-
quency, PRDVCs would be shifted from Mode 1 to Mode 
2 with the decreasing load. Steady operating waveforms 
of Mode 2 were shown in Figure 9. One switching cycle 
could be divided into six switching modals. 

4.2.1 Switching Modal 1 [t0-t1] 
 

 

Figure 9. Steady operating waveforms of Mode 2 
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Before t0 moment, Q1 was conducting and Q2, D1, D2, D3, 
D4 were off. At t0 moment, Q1 would be turned off and 
D2 would be conducted because of continuous 

rLi . Dur-

ing this period circuit was in resonant state, as shown in 
Figure 4(d). Substituting initial conditions to (2), the cor-
responding mathematic models of 

rLi , 
rCv , 

mLi  could 

be deduced. 

4.2.2 Switching Modal 2 [t1-t2] 
At t1 moment, 

rCv  would rise to 
0 / 2V  and D3 would 

be conducted. Then Q2 would be put into operation by 
ZVS. During this period, 

rCv  was constant and 
rLi  

would be linearly decreased positively and 
mLi  would be 

linearly decreased reversely. Here stored energy in in-
ductance would be transmitted to load, as shown in Fig.5 
(b). Substituting initial conditions to (3), the correspond-
ing mathematic models of 

rLi , 
rCv , 

mLi  could be de-

duced. 

4.2.3 Switching Modal 3 [t2-t3] 
At t2 moment, ( ) ( )22 titi

mr LL =  and D3 would shut off 

naturally. Then D2 would shut off naturally too. 
rLi  

would be increased reversely and 
mLi  would be in-

creased positively. Here circuit state would be transferred 
from linear modal to resonant modal, as shown in Figure 
4 (b). Substituting initial conditions to (2), the corre-
sponding mathematic models of 

rLi , 
rCv , 

mLi  could be 

deduced. 

4.2.4 The second half of cycle [t3-t6] 
After t3 moment, circuit state would enter the second half 
of cycle. These were similar to the first half. 

4.3 Operational Mode 3 

When switching frequency was lower than resonant fre-
quency，PRDVCs would be shifted from Mode 1 to 
Mode 3 with decreasing load. Steady operating wave-
forms of Mode 3 were shown in Figure 10. One switch-
ing cycle could be divided into six switching modals. 
 

 

Figure 10. Steady operating waveforms of Mode 3 

4.3.1 Switching Modal 1 [t0-t1] 
Before t0 moment, Q2 and D4 were conducting, Q1, D1, D2, 
D3 were off. During this period, circuit was in linear state. 
At t0 moment, )()( 00 titi LL =  and D4 would shut off 

naturally. Then D2 would be conducted and circuit state 
would be transferred from linear modal to resonant modal. 
At ta moment, Q2 would be turned off by ZCS, as shown 
in Figure 4(d). Substituting initial conditions to (2), the 
corresponding mathematic models of 

rLi , 
rCv , 

mLi  

could be deduced. 

4.3.2 Switching Modal 2 [t1-t2] 
At t1 moment, Q1 would be put into operation and D2 

would be shut off. This was a hard switching and would 
lead to switching loss. Here circuit was still in resonant 
state, as shown in Figure 4 (a). Substituting initial condi-
tions to (2), the corresponding mathematic models of 

rLi , 

rCv , 
mLi  could be deduced. 

4.3.3 Switching Modal 3 [t2-t3] 
At t2 moment, 

rCv  would rise to 
0 /2V  and D3 would be 

conducted. Here circuit state would be transferred reso-
nant modal to linear modal and stored energy in induc-
tance would be transmitted to load, as shown in Figure 5 
(a). Substituting initial conditions to (3), the corresponding 
mathematic models of 

rLi , 
rCv , 

mLi  could be deduced. 

4.3.4 The second half of cycle [t3-t6] 
After t3 moment, circuit state would enter the second half 
of cycle. These were similar to the first half. 

5. Converting Conditions of Three Modes 

Defined rs ffF /= , 
ino VVM /= . Steady output volt-

age could be acquired by PFM when PRDVCs was ap-
plied. With load being reduced, the steady output voltage 
could be realized by increasing or decreasing the switch-
ing frequency. 

When switching frequency increased, PRDVCs state 
would be converted from Mode 1 to Mode 2. The critical 

frequency was 1

2 1
/ arccos

1 1

M M
F

M M
π −= +

+ +
 (appar-

ently M＞0, F1≥1). When F＜F1, leading to Mode 1. 
When 1FF > , leading to Mode 2. When switching fre-

quency decreased, PRDVCs would shift from Mode 1 to 

Mode 3. The critical frequency was 
2

2
/

1

M
F

M
π= +

−
 

1
arccos

1

M

M

−
+

 (apparently M≥1, F2≤1). When F＞F2, 

leading to Mode 1, When F＞F2, leading to Mode 3. 

6. Simulation Experiments for Three Modes 

For verifying the analyzed results, some simulation ex-
periments were carried on by Pspice. The simulation pa-
rameters were as follows. 



Analysis and Design of a Kind of Improved Parallel Resonant Converters                  71 

Copyright © 2009 SciRes                                                                               JEMAA 

Input direct voltage: Vin 250VDC= ; 
Output direct voltage: Vo 300VDC= ; 
Q1(D1)-Q4(D4): IRPF640; 
Resonant parameters: HLr µ3.63= nFCr 20= ; 

Mode 1: Switching frequency KHzfs 150= ; 

Output power; 200W=oP  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(a) Simulation waveforms of Mode 1 

 

 

 

 

 

 

 

 

 

 

 

 

 
(b) Simulation waveforms of Mode 2 

 

 

 

 

 

 

 

 

 

 

 

 

 

(c) Simulation waveforms of Mode 3 

Figure 11. Simulation waveforms of three Modes 

 

Figure 12. Waveforms of experimental circuit 
 

Mode 2: Switching frequency KHzfs 240=  

Output power 60W=oP ; 

Mode 3: Switching frequency KHzfs 60= ; 

Output power W301=oP . 

Simulation waveforms of three modes were shown in 
Figure 11. It was verified that the analyzed results were 
correct. 

7. Design of 5000V Power Supply 

In this section, a 5000V/50mA high-voltage power sup-
ply was designed by applying HBPRDVC. The design 
parameters were given as follows. 

Input direct voltage: 250VDC; 
Switching frequency: kHzfc 161= ; 

Resonant inductance: HLr µ52= ; 

Resonant capacitance: pCr 15000= ; 

Output direct voltage: 5000VDC; 
Full load: 250W; 
Power tubes: IRPF460; 
Ratio of transformer: n=5.55; 
Under above parameters, PRDVCs operated in Mode 1 

when full load. The 5000V/50mA power supply was re-
alized by experiments. The power supply was high per-
formance. It was verified that PRDVCs is feasible for 
high-voltage power supply. Under full load condition, the 
relationship between the voltage across power tube and 
its trigger pulse was given, as shown in Figure 12. Ap-
parently, power tubes were conducted by ZVS. The con-
version efficiency was up to 93%. 

8. Conclusions 

A 5000V/50mA high-voltage power supply was built 
by HBPRDVC. It was verified that the plan is feasible 
by experiment results. Compared with traditional 
plans of high-voltage power supplies, PRDVCs has 
following merits: 1) Soft switching was realized by 
resonant technology, thereby switching frequency and 
conversion efficiency were boosted; 2) Distributed 
capacitance and leakage inductance in high-frequency 
transformer were available. The influence of distrib-
uted parameters was reduced and EMC of the power 
system was improved. Thus the reliability of the con-
verters was ensured; 3) Both voltage-doubler rectifier 
and transformer could boost voltage, which reduced 
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turn’s ratio and volume of the transformer, making it 
easier to produce. Therefore, the miniaturization of 
high-voltage power supply was realized. In summary, 
PRDVCs was applied to pint-size high-voltage and 
low-current SMPS, which is worthy of broad applica-
tion prospect. 
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