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Abstract 

The specification of IEEE 802.22 defines the world-wide first cognitive radio (CR) standard. Within a range 
of 40 MHz to 910 MHz CR systems are allowed to allocate spectrum besides the currently established radio 
services like radio and TV broadcasting. In order to fulfill the regulative guidelines of interference limita-
tions, a capable spectral sensing and user detection has to be provided. Due to the wide frequency range 
specified in IEEE 802.22 and the high dynamic range of signals allocated in this band there are high de-
mands on the CR receiver’s front-end. Especially the performance requirements on analog-to-digital con-
verters increase significantly compared to current wireless systems. Based on measurements taken in this 
frequency range requirements to CR’s ADCs are figured out. Furthermore, the measurement results are ana-
lyzed regarding expectable allocation scenarios and their impacts to spectral sensing. Derived from this re-
sults and a comparison of general spectral sensing mechanisms an approach for a CR receiver supporting 
wide-band sensing is presented. Considering the apriori information resulting from scenario analysis and 
including adapted information processing in the terminal the ADC’s performance requirements can be re-
duced. 

Keywords: Cognitive Radio, IEEE 802.22, Spectrum Sensing, A/D Conversion 

1. Introduction 
 
The term Spectrum Sensing becomes more and more 
important, especially in the context of cognitive radio 
(CR). Due to the increased request for wireless transmis-
sion resources and the ongoing installation of new radio 
access technologies for broadband access, enhanced re-
search in the field of mobile CR receivers is necessary. 
Based on the results of spectral measurements [1,2] a 
low utilization over wide frequency ranges was identi-
fied. This additionally motivates the development of in-
telligent radio resource allocation mechanisms to over-
come this waste of resources. For increasing the overall 
utilization, dynamic allocation of free spectral resources 
that considers both the users and the spectral environ-
ment is required. This approach is supported by the CR 
concept [3,4]. Providing a dynamic resource allocation, 
sufficient information about the spectral environment has 
to be collected. Thereby, different acquisition methods 

can be used. On one side, all information are collected by 
a central control unit and distributed to simple mobile 
terminals. In this case traffic load information could be 
exchanged between joint networks via backbone [5]. 
Other approaches base on distributed sensing using all 
mobile terminals of a radio access network. This re-
quires sensing capabilities in each mobile entity and 
an efficient algorithm for consolidation of the results. 
Especially in such scenarios swarm-intelligence algo-
rithms could offer additional benefits. Nevertheless, 
an appropriate spectral sensing and information ex-
traction forms a precondition for dynamic and effi-
cient allocation mechanisms. In order to avoid unac-
ceptable interferences a reliable detection of other 
users has to be supported by the CR. Therefore, both, 
the temporal as well as the spectral characteristics of the 
observed frequency band have to be known to the termi-
nal. All these requirements lead to high demands on the 
radio’s frontend. 

In this paper the performance demands on analog-to- 
digital converters (ADCs) in mobile CR receivers sup-
porting spectral sensing are discussed. Based on the fre-
quency ranges specified in IEEE 802.22 [6] general as-

*This paper is an expanded version of the correspondent article ac-
cepted in the proceedings of “2008 IEEE International Conference on 
Communications Workshop.” 
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pects of wide-band sensing as well as specific demands 
on the structure of mobile CRs are presented. Analyzing 
the frequency range of IEEE 802.22 several types of 
channel utilization can be figured out. This a-priori 
knowledge combined with suitable information process-
ing in the terminal will lead to an optimized front-end 
structure supporting wide-band spectral sensing. 

The paper is structured as follows: In the next section 
a brief introduction to ADCs is presented. In Section 3, a 
detailed description of sensing algorithms in CR termi-
nals is given. Considering the frequency bands specified 
in IEEE 802.22 the expected signal characteristics are 
identified. Based on this, two general wide-band sensing 
methods including a comparison of their demands to 
ADC’s performance are described in Section 4. In Sec-
tion 5 a CR receiver structure is presented including 
adapted spectral sensing combined with a convenient 
information processing. Finally, a conclusion is given. 
 
2. Analog-to-Digital Conversion in CR 

Receiver 
 
The digitization of the received signal is a basic compo-
nent in each digital receiver. Only a suitable sampling 
and quantization of the analog input signal enables the 
receiver to provide the communication tasks supported 
by digital signal processing. Most CR concepts described 
in literature assume an appropriate ADC as precondition. 
But an efficient analog-to-digital conversion contains a 
lot of challenges in order to support the performance 
constraints assumed in these CR concepts. 

Generally, the key parameters for summarizing the 
ADC’s performance are stated resolution, signal to noise 
ratio, spurious free dynamic range, and power dissipation 
[7]. Furthermore, aperture jitter as well as two-tone in-
termodulation distortion is important for characterizing 
ADCs. A detailed description and performance analyzes 
can be found in [8] and [9]. In [8] the performance of 
on-the-market ADCs is analyzed in order to describe the 
evolution and trends in ADC’s technology. This evalua-
tion was continued in [9] including also present-day 
trends. 

In this article ADC parameters which restrict an im-
plementation of current ADCs in mobile CR terminals 
are figured out. These are sampling frequency fs, affect-
ing the effective resolution bandwidth, effective number 
of bits Neff, describing the dynamic range supported by 
the ADC, and power dissemination Pdiss resulting in bat-
tery running time. 

In order to fulfill the Nyquist criterion the converter’s 
sampling frequency fs has to be more than two times the 
effective analog bandwidth [10]. Furthermore, the effec-
tive number of bits Neff is lower than the stated number 
of resolution bits specified by the vendor. Due to hard- 
ware imperfections and quantization noise Neff is [8] 

 eff

D 1.76

6.02
N


                 (1) 

where D describes the effective dynamic range of the 
converter in dB. Especially for detection and sensing 
applications a high dynamic range is of increased impor-
tance. If the dynamic range of the expected input signals 
is higher than ADC’s dynamic range, weak signals may 
not be detected due to resolution limitations. 

Having a look to the results depicted in [8] and [9] 
three main hardware architecture concepts become po-
tential candidates for implementation on mobile CR ter-
minals. Flash converters offer sampling rates of about 1 
Gsps due to a parallel comparator structure. But this re-
quires high hardware effort which causes increased 
power dissemination. Therefore, this architecture is un-
attractive to mobile applications. Due to the high hard-
ware effort an effective resolution of only Neff = 6 ... 8 
Bits can be supported. Using Pipelined ADCs Neff can be 
increased up to 15 Bits but the sampling frequency fs is 
less than 500 Msps. Due to the specific design, imple-
mentation of analog track-and-hold blocks is required. 
The third group of potential candidates is -converters. 
The available effective resolution is up to 20 Bit but the 
available sampling rate is less than 100 Msps. Though, 
due to their low power consumption these ADCs are 
very interesting for an implementation in mobile CR 
terminals. A detailed description of the different ADC 
structures can be found in [10,11]. 
 
3. Spectrum Sensing and Related Hardware  

Impacts 
 
Sensing the current channel state is one important task of 
each radio system using dynamic channel allocation. The 
well-known IEEE 802.11 wireless LAN systems, for 
instance, use carrier sense multiple access with collision 
avoidance (CSMA/CA). This multiple channel access 
scheme requires sensing and detection of channel alloca-
tion. In such systems, sensing bandwidth and transmis-
sion channel bandwidth are the same. 

During the last years several approaches for dynamic 
spectrum allocation (DSA) [12] and channel allocation 
adapted to the current spectrum situation and user re-
quirements were published [5]. These concepts combine 
available transmission resources of several systems in 
order to optimize the spectrum utilization of all consid-
ered systems. This would require the availability of the 
current system state to all other systems. Assuming a 
coupling of combined systems and a general control en-
tity, the information exchange can be realized using traf-
fic control channels in the wired backbone network. So, 
each system can handle and optimize the channel alloca-
tion of its subscribers considering this additional traffic 
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load information. Inter-system handover need to be initi-
ated and controlled by the general control entity. Basi-
cally, this architecture requires cooperation between all 
radio access networks participating in DSA, which again 
results in a relatively static system configuration. 

Another approach for increasing the spectral utiliza-
tion is overlay systems [13]. Based on the fact that wide 
frequency ranges offer a lot of unallocated transmission 
capacity, this approach describes the allocation of local 
networks exploiting temporarily and/or locally unoccu-
pied transmission channels. Due to the basic precondi-
tion that licensed systems should not be changed for 
overlay usage, the rental user must observe the commu-
nication channel in order to provide a reliable detection 
of the licensed user’s channel allocation. 

Furthermore, the rental user’s signal must be adapted 
to the licensed system’s transmission parameters regard-
ing channel bandwidth, maximum channel allocation 
duration, transmission power, etc. Static system parame-
ters, e.g., channel bandwidth, can be defined in a data-
base available for each rental user. But for dynamic pa-
rameters, e.g., current channel allocation, licensed user’s 
allocation statistics have to be observed and analyzed at 
present. So, a continuous spectral observation has to be 
done by the overlay system. In order to get information 
about the allocation of frequency bands, energy detection 
can be used. Comparing the received signal power with 
the noise level general channel allocation information 
can be collected. If the signal power is higher than the 
measured noise level the channel is already occupied. 
Especially, in case of weak signals that are close to noise 
level the power detection can fail. So, analyzing signal’s 
higher order statistics or other feature detectors may 
overcome this drawback [14]. 

Having a look to the IEEE 802.22 specification, the 
communication channel bandwidth is Bch = 6 … 8 MHz 
and the frequency range specified for allocation is be-
tween 41 MHz and 910 MHz with respect to national 
regulations [6]. So, the overall system bandwidth, that 
has to be observed, is BS = 869 MHz. This is more the 
100 times the signal’s bandwidth Bch. In order to provide 
a flexible CR system which is able to optimize spectral 
utilization, the full frequency range has to be supported 
by mobile terminals. This also includes the ability for a 
fast and efficient sensing of wide ranges in order to adapt 
transmission parameters to the licensed user’s allocation. 
Supporting high signal bandwidth directly affects the 
hardware architecture of a terminal. Especially the ana-
log signal processing and the ADC limit the supported 
bandwidth. As it is described in Section 2, there is a 
trade-off between the signal’s bandwidth and the dy-
namic range of the converter. 

Having a look to the receiving signals within this fre-
quency range, several allocation characteristics can be 

pointed out. In Figure 1 the received signal power per 
frequency averaged over a sensing period of 3 h is de-
picted. The frequency range of f = 41…910 MHz repre-
sents the overall range specified for IEEE 802.22. As it 
can easily be seen, there are wide frequency ranges 
where a very low averaged signal energy is detected. But 
also high utilized bands can be pointed out. Between 88 
MHz and 108 MHz the European FM radio broadcast 
service is allocated (cf. ch 1). Furthermore, some TV 
broadcast signals as well as temporarily allocated chan-
nels can be noticed. For describing the channel utiliza-
tion during sensing time a binary spectrogram can be 
defined: 
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where x(t) is the received signal, S{x(t)}|f=fm describes the 
spectrogram of x(t) at frequency fm, and Pth describes the 
detection threshold. The resulting binary description of 
the spectral allocation can be averaged over sensing time 
using a window length Nw. So, the averaged channel 
utilization can be written as  
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where tn is the time index. The resulting characteristics 
for three different frequencies are depicted in Figure 2. 
The curve of channel 1 describes a typical broadcast 
channel utilization. Channel 2 offers a varying averaged 
occupation between 0.01 and 0.92. In channel 3 an aver-
aged utilization of 0 can be noticed. During this period 
the channel is not used by the licensed user and would be 
interesting for CR resource allocation. In order to detect  

 

 

Figure 1. Averaged power vs. Frequency in IEEE 802.22 
frequency range. 
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scribed in the following subsections. Their ability for 
implementation in a mobile CR receiver will also be 
discussed. 

 

 
4.1. Basics on Spectral Analysis 
 
Due to the fact that currently available ADCs possess a 
limited bandwidth, it is not possible to digitize large fre-
quency spans at once. Therefore, so-called fast Fourier 
transform (FFT) analyzers are only usable for low fre-
quency signals. In order to investigate high frequency 
signals, superheterodyne receivers must be applied. Here, 
the overall input frequency span is mixed to a common 
intermediate frequency (IF) by a tunable local oscillator 
[15]. Spectral resolution is directly determined by the IF 
filter. The smaller the resolution bandwidth BR, the hig- 
her the spectral resolution. A well-known problem oc-
curs if the input frequency range is more than two times 
bigger than the IF, because then suppression of the image 
frequency is not possible without affecting the input sig-
nal. Hence, a tunable bandpass is necessary. This prob-
lem can be overcome if several IF stages are used, where 
the first one transforms the input signal to a higher fre-
quency. It is then possible to suppress the image fre-
quency without affecting the input signal. 

Figure 2. Averaged channel utilization of channel 1, 2 and 3. 

 
such periods that are also called white spaces [4] a suit-
able observation of wide frequency ranges has to be pro-
vided. As it can be noticed in Figure 1, high differences  
in the dynamic range of the depicted signals has to be 
considered. During measurements a maximum signal 
power of –41.8 dBm at channel 1 was observed. The 
general noise level is –92 dBm measured in unallocated 
sub-bands. So, the overall dynamic range compared to 
the bandwidth of more than 850 MHz marks the main 
challenge in finding suitable solutions for mobile CR 
receivers supporting this wide frequency range. In the 
next section two general sensing methods supporting 
these requirements will be described. 

Figure 3 shows a superheterodyne receiver with two 
IF chains for the IEEE 802.22 specification. The RF in-
put signal first passes RF attenuation that helps to pre-
vent overload and distortion. Afterwards, a preselector 
lowpass filters out higher frequency signals. In order to 
mix the RF signal up to 1000 MHz (fIF 1), the first local 
oscillator (LO 1) must operate in a frequency range from 
1041 MHz to 1910 MHz. This leads to an image fre-
quency that ranges from 2041 MHz to 2910 MHz which 
can easily be suppressed by the following IF 1 filter. 
After this, a second local oscillator (LO 2) with a fre-
quency of 970 MHz mixes the 1000 MHz signal down to 
fIF 2 = 30 MHz. Image frequency is 940 MHz which 

 
4. Spectrum Sensing Methods 
 
Several methods can be used for analyzing wide ranges 
of radio spectrum. The two general concepts, sweeping a 
small detection window over the observed frequency 
band and wide band analog to digital conversion fol-
lowed by energy or feature detection are briefly de- 

 

 

Figure 3. Superheterodyne receiver with two IF chains and low frequency ADC fort he IEEE 802.22 specification.      



V. BLASCHKE  ET  AL. 127
  
again can easily be filtered out by the IF 2 filter. Both 
LOs are controlled by PLLs that are connected to a ref-
erence oscillator to increase frequency accuracy. The 
automatic gain control (AGC) block is followed by a 
tunable bandpass filter that determines the resolution 
bandwidth. The ideal case for the resolution filter is a 
rectangular filter with bandwidth BR. In order to achieve 
short measurement times, however, optimized Gaussian 
filters are used that are temperature stable and possess a 
higher bandwidth accuracy as well. Nevertheless, BR 
influences the sweep time Tsw that is necessary to scan 
the whole frequency range BS. If measurement time falls 
below Tsw, amplitude losses and signal distortions occur 
that eventually lead to frequency offsets. Subsequent to 
filtering is the envelope detector and ADC. The video 
filter is a lowpass that suppresses noise and helps to 
smooth the signal spectrum. The video bandwidth BV 
acts inversely proportional to the sweep time Tsw. The 
micro-processing block (µP) includes, e.g., averaging 
and threshold decision making. 

For the definition of the required sweep time, two 
cases must be taken into consideration, one where the 
video bandwidth is higher than the resolution bandwidth 
and vice versa [15]: 

 

S
V R2

R
sw

S
V R

R V

for

for

B
k B

B
T

B
k B

B B
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where the parameter k denotes a proportional factor that 
is usually in the range of 1 to 3. The first case of Equa-
tion (4) is illustrated in Figure 4. System parameters 
were chosen according to the IEEE 802.22 specification. 
The vertical dashed lines define the channel bandwidth 
of Bch = 6 … 8 MHz [16]. It can easily be seen that for one 

 

 

Figure 4. Sweep time Tsw in relation to resolution band-
width BR with parameter k=1,2,3. 

single scan through the whole frequency range of 869 
MHz approximately 3 10-4 s are necessary if we consider 
a resolution bandwidth of BR = 2.5 MHz. (This means 
that we take two to four frequency bins per channel.) 

As it can be seen in Figure 3, the ADC is located after 
the resolution filter and the envelope detector. This 
means that only a bandwidth of BR has to be digitized 
which leads to a higher amplitude resolution. Moreover, 
a quite simple ADC is sufficient in that case. Drawbacks 
are, however, that pretty much analog hardware is nec-
essary and that the measurement time is increased (cf. 
Section 5). Additionally, no feature detection is possible 
since only energy detection is performed. 
 
4.2. Wide-Band Sensing 
 
Another possibility for energy detection is the direct 
conversion of the wide-band input signal. This reduces 
the number of intermediate frequency stages required for 
sweeping the detection window but significantly in-
creases the performance requirements at the ADC. 

Ideally, the incoming analog signal is bandpass fil-
tered by a bandpass with the system bandwidth BS. Af-
terwards, the signal is amplified and down converted 
from the radio frequency fRF to an intermediate fre-
quency fIF. Subsequent to a second filtering and AGC, 
the analog to digital conversion is done. The following 
data processing includes an FFT in order to extract the 
current power allocation over the frequency.  

After digitization the signal contains information of 
the complete observed frequency range. Of course, the 
information depth is characterized by the resolution per-
formance of the ADC, which is a main drawback of this 
approach. As it was shown in the section before, the ob-
served signal is characterized by a high variation of the 
spectral power density. The overall dynamic range is 
more than 50 dB. Furthermore, under-utilized small-band 
signals with weak signal amplitudes can be noticed. In 
order to provide a reliable detection of the licensed user, 
these signals still have to be noticeable after the ADC, 
otherwise the signal detection fails. Therefore, the dy-
namic range of the ADC is an important parameter for 
CR terminals.  

Based on Equation (1) the presented measurements 
would require a minimum resolution of Neff = 9 Bits. 
Besides a high bit resolution, also a high sampling rate is 
required for a wide band digitization. Following the ex-
ample of IEEE 802.22, the sampling rate is fsamp = 
1.82 Gsps meeting the Nyquist criterion. Due to the 
overall frequency range from 41 MHz up to 910 MHz, a 
bandpass sub-sampling cannot be used for reduction of 
fsamp. 

As stated in [9], the maximum sampling rate for an 
effective resolution of Neff = 9 Bits is about fsamp = 500 
Msps … 1 Gsps. The analysis in [8] and [9] also figure 
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sub

out those sampling rates significantly higher than 100 
Msps can only be handled by Flash or Pipelined con-
verters. As described in Section 2, these two architec-
tures are characterized by a high power consumption and, 
therefore, not preferable for an implementation in mobile 
terminals. The group of -converters offer lower power 
consumption but cannot provide the high sampling rate 
available for Flash converter. In order to suppress the 
undesired signals also analog notch filter can be applied. 
This requires a first scan for in identification of the 
strongest signals. After tuning the notch filter to these 
frequencies a second scan is used for detection of weak 
signals. Besides doubling the scan time also the analog 
hardware effort increases significantly. 

Compared to the energy detection described above, a 
wide band digitization offers a better time resolution in a 
wide frequency band. Thus, a detailed extraction of 
temporal features is possible. A high time resolution be-
comes important for detection of very short channel al-
locations or for detailed analyzing of the licensed user’s 
allocation statistics. 

Both concepts offer different advantages which are 
required for a successful operation of flexible overlay 
systems. On the other side, each concept has significant 
drawbacks that can not be solved within the next couple 
of years and preclude an implementation in mobile ter-
minals. So, a combination of both could give the oppor-
tunity to combine the advantages. This approach is dis-
cussed in Section 5. 
 
5. Wide-Band CR Receiver for IEEE 802.22 
 
5.1. Sub-Band Spectrum Sensing 
 
As we presented above, a digitization of the complete 
system bandwidth BS is not useful regarding to technical 
and economical constraints. On the other side, the exten-
sion of spectral sensing described for CRs will support 
an increased spectral utilization. In order to simplify the 
spectrum sensing and to reduce the hardware require-
ments described in Subsection 4.1., we will analyze the 
measurement results with respect to signal characteristics 
expectable in the IEEE 802.22 frequency range. Having 
a closer look to the results depicted in Figure 1 and Fig-
ure 2, it can be seen that channel utilization in the 
sub-band allocated by broadcast services (cf. ch 1) does 
not change during the measurement time. Furthermore, 
the received signal power of broadcast transmitters av-
eraged over the sensing time is significantly higher than 
the noise level. In general, the average power level of the 
broadcast signals is higher than –70 dBm and even 
higher than –50 dBm considering the strongest signal. 
Therefore, a continuous sensing of these frequency 

ranges does not offer any additional information for an 
operating CR system. This leads to the opportunity to 
exclude such quasi-static frequency ranges considering 
its information entropy during the spectrum sensing 
phase. Furthermore, a decreased dynamic range of the 
input signal reduces the ADC’s hardware recommenda-
tions. Without loss of generality statistical independence 
of observed communication channels can be assumed. So, 
the spectrum that is observed for detection of averaged 
channel allocation can be divided into several sub-bands. 
These sub-bands do not need to be observed at the same 
time but can be sensed sequentially as long as the sens-
ing is repeated periodically and the sensing interval as 
well as the sensing period is suitable to the licensed 
user’s signal. Based on this knowledge and assuming a 
suitable sensing sequence the full system band can be 
split into M sub-bands: 

SB M B                 (5) 

Each sub-band is separately digitized reducing the 
sampling rate of the ADC. Due to decoupling highly 
utilized communication channels and frequency bands 
with low spectral utilization, the dynamic range of the 
ADC’s input signal can be optimized as well, which re-
sults in an enhanced sensing of weak signals. Addition-
ally, the suppression of strong signals using analog notch 
filter is not necessary, because the reduced sampling rate 
enables higher bit resolution. 
 
5.2. Receiver Structure 
 
The system architecture described in Subsection 4.1 de-
fines the bases for our wide-band CR supporting sub- 
band sensing. In contrast to the structure depicted in Fig-
ure 3 the ADC is placed directly after the IF 2 filter. This 
position is marked with the letter ‘A’. The adapted signal 
processing of the wide-band CR receiver is depicted in 
Figure 5. Until the marker ‘A’ the analog signal proc-
essing is the same as described in Subsection 4.1. In or-
der to support the IEEE 802.22 specifications the 
sub-band bandwidth is defined to Bsub = 50 MHz includ-
ing six sub-channels at a bandwidth of 8 MHz up to eight 
sub-channels at a bandwidth of 6 MHz, respectively. 
Similar to the number of sweep points defined in ana-
lyzer detection the LO 1 can be tuned to 20 predefined 
frequency steps resulting in a small sub-band overlap. 
For a more flexible sub-band configuration, a continuous 
oscillator tuning could also be implemented. Generally, 
digitization of a 50 MHz sub-band requires a sampling 
rate of about 100 Msps. In the following digital sensing 
processing energy detection as well as feature detection 
or other signal detection algorithms could be applied. In 
Figure 5 the block structure for energy detection is de-
picted. Due to the digital processing the single scan time 
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can be reduced by factor 1/20 compared to the analog 
processing using BR = 2.5 MHz. 

Besides the reduction of scan time the proposed 
sub-band digitization offers the possibility of sensing 
adjacent channels of the currently allocated communica-
tion channel. As it is depicted in Figure 5 the received 
signal is used for communications and sensing process-
ing in parallel. This means that all spectral information 
within the actual sub-band can be collected along with 
current data transmission. Furthermore, the additional 
time released by the parallel sensing and communication 
processing can be used for additional sensing of other 
sub-bands. The additionally obtained information in-
creases the CR’s knowledge about its spectral environ-
ment. But besides an efficient sensing algorithm, also a 
suitable information processing and knowledge storage 
has to be applied in mobile CR terminals. In the next 
subsection an algorithm is presented what bases on the 
proposed sub-band sensing. 
 
5.3. Information Processing 
 
Another question in the context of CRs deals with proc-
essing the data gained from spectrum sensing. As it was 
described by Mitola [3], one important enhancement of 
CRs compared to SDRs is the implementation of rea-
soning algorithms. Reasoning can be applied for user 
centric applications like user interface adaptation or pro-
viding user-specific local information and news services. 
Moreover, processing of experiences can also be used for 
optimizing the spectral sensing procedure. As long as a 
predefined performance can be fulfilled, it is not neces-
sary to change the terminal’s configuration or the allo-
cated communication channel. Hence, sensing the full 
spectral range is not necessary for most of the time. In 
case that the currently occupied sub-band cannot longer 
be allocated by rental users the information of the next 
most suitable sub-band is required. Due to the possibility 
of a direct sub-band scanning described above the scan-
ning procedure can be limited to such sub-bands which 
offered low channel utilization in the past. In order to get 

 

 

Figure 5. Structure of wide-band CR receiver supporting 
sub-band sensing. 

a first overview of a sub-band, the averaged utilization 
(cf. (3)) of a communication channel or a complete 
sub-band could be considered. Due to the digitization of 
a full sub-band Bsub, all communication channels in this 
band can be observed simultaneously. As long as the 
current sub-band can offer some free radio resources to 
the CR overlay system, other sub-bands need not be ob-
served continuously. A periodical short scan provides 
information to approximately trace the sub-band utiliza-
tion. Based on this sensing result, the sub-band can be 
ordered with respect to the current utilization. In case of 
shifting overlay users to another sub-band, the sub-band 
offering the lowest utilization can be observed in detail.  

Since spectrum sensing is only one task of a CR ter-
minal, besides radio communication, an intelligent 
scheduling of the sensing periods is necessary. In case of 
a feasible number of CR nodes at one location, the qual-
ity of the detection result will not increase significantly 
compared to the number of additional nodes. Thus, dis-
tributed sensing of different sub-bands that is provided 
by several nodes at the same time will help gain more 
information of the overall frequency range. In order to 
use this advantage, the challenge of collecting the infor-
mation from all distributed nodes need to be solved. 

In [13] an innovative approach for distributed sensing 
that provides a solution to overcome the hidden-node 
problem was proposed. In the described system all nodes 
sense the same sub-band synchronously. After the sens-
ing, all binary detection results are collected at one mas-
ter station of the local network. The detection results of 
each single channel within the observed sub-band are 
coded in a one bit decision. These bits are sent simulta-
neously by all nodes that are connected to the master 
station. For a detailed description of the algorithm the 
reader may be referred to [13]. Basically, the simultane-
ous transmission leads to a superposition of all detection 
results, which can be interpreted as a logical OR opera-
tion. Thus, a reliable detection of an increased area can 
be provided. 

Adopting this approach to the problem of increasing 
the observed spectral range, we can use the following 
strategy: Besides the signaling of the detection results 
within the currently used sub-band another sensing and 
signaling period can be added. During this period an ad-
ditional sensing and signaling of adjacent sub-bands may 
be executed. Following the signaling method described 
in [13] the sensing results are superposed. Thus, the cal-
culated sub-band utilization is a rough estimation of the 
available resources. In case of a low utilization a detailed 
sensing will follow. The measurement process support-
ing such a distributed sensing is depicted in Figure 6. 
The data transmission including sensing and signaling 
regarding [13] in the currently used sub-band is named 
S1. During this phase dedicated nodes observe also ad-
jacent sub-bands. These sensing results are sent to the 
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Figure 6. Sensing process for wide-band CRs supporting sub-band processing. 
 
central control station during the phase S2. Furthermore, 
a full range scan could be initiated, which is named S3. 
Since the full scan needs, however, more time compared 
to the normal periodic sub-band scan, the communication 
in the CR system may be affected by the full scan. Due 
to the ranking of the sub-band utilization, only the most 
suitable sub-bands need to be considered. A full proc-
essing of allocation information is only required for the 
current sub-band. All other sub-bands are characterized 
by an averaged utilization index that reduces the memory 
and processing effort in the mobile terminal. For a de-
tailed investigation of the proposed distributed sensing 
method, e.g., bio-inspired algorithms could be taken into 
consideration. 

on the sensing algorithms described in Section 4, a re-
ceiver for wide-band mobile CRs based on the superhet-
erodyne principle is presented in Section 5. Due to the 
proposed distribution of the wide-band into 20 sub-bands 
high-utilized sub-bands can be masked while sensing of 
under-utilized sub-bands benefits from the increased 
resolution of the ADC resulting from the decreased input 
signal bandwidth. It combines this sub-band sensing 
method with the presented information processing results 
in a capable mobile receiver structure for IEEE 802.22 
CR networks. 
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Abstract 

In IP Multimedia Subsystem (IMS), the session setup delay is a critical value for Quality of Service (QoS). 
The existing approaches to improve this metric depend on optimization of Session Initiation Protocol (SIP) 
message transmitting and signaling flows. Unfortunately, some service features are missing considered al-
though they have been used widely in traditional 2G networks. This paper proposes a novel session setup 
scheme based on caching, upon the investigation of the performance of IMS session establishment. This 
mechanism involves cache based local routing policy and an adaptive caching algorithm, which can decrease 
call setup delay effectively as cached information in the terminating Serving-Call Session Control Function 
(S-CSCF) hit. The analytical model is deduced, as well as the delay and cost ratio functions are presented 
based on the model. Moreover, the analytical model is validated through the performance simulation in 
which the performance of the proposed novel method is evaluated against the basic session setup mechanism 
in terms of cost and delay. 

Keywords: SIP Session, Caching, IMS 

1. Introduction 
 
IMS (IP Multimedia Subsystem) network is introduced in 
3GPP R5, which aims to provide mobile user multimedia 
services such as voice, video and data. It unifies core 
network as all-IP network architecture and realizes the 
integration of fixed and mobile communication networks 
[1–3]. Home service control is selected in IMS, which 
means the entity that accesses to the subscriber database 
and interacts directly with service platforms is always 
located at the user’s home network. Thus, location man-
agement and session management are pointed to the home 
network as far as possible. The HSS (Home Subscriber 
Server) contains all the information related to the users 
and their services. The S-CSCF (Serving-Call Session 
Control Function) located in home network provides ses-
sion control and registration services [2,4,5]. 

In IMS network, when the caller A wants to establish 
session with the callee B, SIP INVITE request construc- 
ted by UE (User Equipment) is forwarded to the user A’s 
home network via the P-CSCF (Proxy-Call Session Con-
trol Function). And then user A’s home S-CSCF executes 
the service control, including interaction with the AS (ap-

plication server), a process of querying DNS to determine 
the entry of UE B’s home network and assigning the 
S-CSCF through the I-CSCF (Interrogating-Call Session 
Control Function) which is needed to select the S-CSCF 
of UE B. This S-CSCF is responsible for dealing with and 
ending the session, containing the interaction with AS, 
sending request messages to the P-CSCF which UE B 
accessed to and forwarding to UE B finally. The response 
generated by UE B reverses the same path back to UE A. 
After several forward and back flows, session establish-
ment is completed [6,7]. 

The excessive signaling of current IMS session setup 
mechanism results in the long delay from the session ini-
tiation of caller and the final response of callee [8,9]. This 
is unfavorable to those applications which require fast 
communication handshake. Comparing with traditional 
2G network, there are some problems in the flows defined 
in current specifications: 1) There is no considering that 
users’ session setup takes place within one S-CSCF serv-
ing area, so DNS querying and S-CSCF assignment are 
involved. Thus, this process brings two problems. Firstly, 
it increases unnecessary interactive signaling and the ses-
sion setup delay is raised. Secondly, the larger the scale of 
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users is, the more the traffic load of the entities as DNS, 
I-CSCF, HSS, etc. is. That not only would be a waste of 
network bandwidth and resources, but also reduces sys-
tem reliability. And eventually it leads to long session 
setup delay for users’ experience. 2) A series of interac-
tive inquiries to establish sessions is too complicated. 
Even if the requested destination server addresses 
(S-CSCF address) of the current session request is same 
as the previous one, DNS inquiry process and the 
S-CSCF selection are still necessary. So it is feasible to 
optimize signaling traffic load by decreasing the number 
of signaling interaction. 

This paper focuses on the study of basic session setup 
mechanism in current IMS core network, which includes 
the process of caller’s session request arriving at its 
S-CSCF (the originating S-CSCF) and the connection 
setup between the originating S-CSCF and the terminat-
ing S-CSCF. A cache based session setup mechanism is 
proposed by improving the originating S-CSCF session 
setup procedure with taking locality and caching into ac-
count. The advantages are: 1) when session participants 
are in the one S-CSCF, their sessions can be established 
directly. 2) If the destination server address of current 
session request is the same as the previous one, session 
can be established directly. It decreases the times of sig-
naling interaction for DNS query and reduces the load of 
the HSS by improving the S-CSCF assignment process. 3) 
There is no change of IMS core network, no adding or 
varying to the terminal signaling, and no impact on sig-
naling flows. The simulation shows that the cache based 
method is able to reduce signaling traffic load and session 
setup delay in IMS. At the same time, as the improvement 
is mainly about the signaling flows, instead of system 
hardware or network structure, the cost of its implements 
is smaller comparatively. 

The rest of the paper is organized as follows. Section 2 
reviews related work and motivates the cache based ses-
sion setup in IMS. Section 3 presents the basic session 
setup flows and analyzes the terminating S-CSCF routing 
process with explanation of its issues. Section 4 intro-
duces the cache based session setup mechanism with 
original contribution presented in detail. Section 5 shows 
the detailed analysis of the cost and the mean delay func-
tion of new mechanism. Section 6 shows evaluation of 
the performance by simulation. Section 7 concludes this 
paper. 

 
2. Related Work 
 
Usually, in Circuit Switch (CS) of both traditional 2G 
and 3G networks, there are two approaches to improve 
call setup performance [10]. 

One is to improve location management policy and 
management protocols [11–14], which aims at exploring 
how to manage and query user’s location information 

efficiently, in order to quickly address entries serving the 
callee in the core network. For example, there are 
three-tier location management in [11], and layered man-
agement of mobile IP in [12,13] which restricts UE regis-
ter signaling in its local networks. Also, in [14], a cache 
scheme of location information is proposed to reduce call 
setup delay. In [3], two functional entities MMS (mobile 
management server) and ACS (access control server) are 
introduced to enhance 3G core network architecture. It 
separates registration procedure and security service away 
from CSCFs to achieve the efficiency of session setup by 
allaying complexity of CSCFs without change to the cur-
rent IMS session setup procedure. 

The other one is to improve call setup process by tak-
ing advantage of the users’ locality to advance call setup 
performance [10,15]. The local routing is proposed in [10] 
to modify the call setup process when the caller and callee 
are in one VLR (Visitor Location Register), so the cost 
between the originating MSC (Mobile Switch Center) and 
the terminating HLR (Home Location Register) can be 
saved. The work in [15] uses a local routing policy for 
call setup based on three-tier database architecture in 3G 
network with the caching in GLR (Gateway Location 
Register).  

Furthermore, the researches in IMS try to improve ses-
sion setup delay in two aspects. The first is optimizing 
Session Initiation Protocol (SIP) signaling transmitting. 
IMS session setup delay is affected by the quality of the 
wireless link, e.g. frame error rate (FER), which can re-
sult in retransmissions of lost packets and can lengthen 
the session setup time. One way to do is choosing the 
appropriate retransmission timer and the underlying pro-
tocols. The work in [16] focuses on SIP singling transmit-
ting by optimizing it with an adaptive retransmission 
timer and evaluates SIP session setup performances with 
various underlying protocols, such as transport control 
protocol (TCP), user datagram protocol (UDP), and radio 
link protocols (RLPs). The work in [17] proposes that 
choosing an appropriate SIP compression efficiency and 
transport protocols can improve session setup delay. The 
work in [18] studies the SIP signaling transmitting, proc-
essing and queuing delay in 3G and WiMax networks, 
and proposes increasing channel rates can reduce IMS 
session setup delay. 

The second is improving SIP signaling flows. The 
work in [8] investigates the call control procedure in 
UMTS Packet Switch (PS), and decreases call setup de-
lay through performing Radio Access Network (RAN) 
resource allocation concurrent with media negotiation. 
But signaling interactions are reduced at the high cost of 
air interface resource to achieve fast handshake. The 
work in [19] is concerned about the in-calling setup de-
lay and enhances the I-CSCF reliability through check 
point mechanism; also it uses the cache in I-CSCF to 
accelerate session setup. To the problem of triangular 
routing for a certain period of time when the user is 
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moving, Alam, M. T. et al. [20] proposes a decision al-
gorithm to select the optimal session setup option. 

3. Session Setup in IMS 
 

The features of call service in IMS are similar to those 
in traditional 2G and 3G network, such as characteristics 
of localization. However, the previous works seldom 
take advantage of the locality to improve IMS session 
setup. Therefore, we propose the cache based session 
setup mechanism involving the local routing policy along 
with an adaptive caching algorithm, in order to solve the 
problem of signaling waste and reduce session setup delay. 

3.1. Basic Session Setup Flow 
 
Figure 1 shows a classic session setup procedure in IMS 
network. With no lost of general we could suppose that 
as follows:  

1) UE A and UE B are IMS terminals with the same 
type of properties.  

 

 

Figure 1. Session establishment procedure in IMS. 
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2) For simple consideration, both the caller and callee 
have no service contacts with the session.  

3) P-CSCF # 1 and S-CSCF # 1 in the originating net-
work are the entities of P-CSCF and S-CSCF providing 
services to the caller. Similarly, P-CSCF # 2 and S-CSCF 
# 2 in terminating network are the entities of P-CSCF 
and S-CSCF providing services to the callee. 

As shown in Figure 1, when originating user A wants 
to establish session with terminating user B, UE A initi-
ates a call to UE B by sending SIP ‘INVITE’. As the 
‘INVITE’ request arrives at S-CSCF # 1 via P-CSCF # 1, 
S-CSCF # 1 controls the services and the session. This 
procedure of each flow is given below: verify initial filter 
criteria (iFC) ; determine the address of network entrance 
the I-CSCF by querying DNS; forward ‘INVITE’ request 
to I-CSCF; the I-CSCF queries HSS to obtain the address 
of S-CSCF # 2, and then forwards the ‘INVITE’ request 
to S-CSCF # 2; finally when S-CSCF # 2 completes veri-
fying iFC, the ‘INVITE’ request is forwarded to termi-
nating UE B via P-CSCF # 2. Originating and terminat-
ing users take Quality of Service (QoS) negotiation by 
Session Description Protocol (SDP), which is carried in 
SIP message. After the two sides’ QoS negotiation, re-
source reservation (3-40 steps in Figure 1) is processed. 
When UE A completes resource reservation, it notifies 
UE B by ‘UPDATE’ request, and UE B responses ‘200 
OK’ to confirm it. Following UE B’s completion of re-
sources reservation, ‘180 Ringing’ message is sent back 
to the originating UE for ringing. When the terminating 
user answers, UE B sends the ‘200 OK’ which is the 
response of ‘INVITE’ request. As soon as UE A receives 
this response, ‘ACK’ is sent to confirm (41–67 steps in 
Figure 1) that the session between originating and termi-
nating users is established. 
 
3.2. Determine the Address of the Terminating 

S-CSCF 
 
In IMS basic session setup procedure, the originating 
S-CSCF (S-CSCF#1) is the first node that tries to forward 
the SIP request based on destination address which is in 

the ‘Request-URI’ field carried by SIP ‘INVITE’. The 
P-CSCF and the I-CSCF are not concerned the destina-
tion address, which means they don’t inspect ‘Request- 
URI’ field in the SIP request. So the originating S-CSCF 
is the first point parsing the destination address, that is, 
according to the ‘Request-URI’ of SIP request it deter-
mines the next-hop address in the terminating network. 
During this procedure, the originating S-CSCF may find 
two different types of ‘Request-URI’: ‘SIP URI’ or ‘TEL 
URI’. If the ‘SIP URI’ is found, a normal SIP process is 
adopted and ‘INVITE’ request is forwarded to the 
I-CSCF in terminating network through multi-steps DNS 
querying to determine next SIP server’ s address, which 
consists of transport protocol, hostname and port number 
that the I-CSCF supports [21]. And if the ‘TEL URI’ is 
found in ‘Request-URI’, DNS ENUM (E.164 number and 
DNS) is needed to decide the right I-CSCF address in 
terminating network. After receiving the ‘INVITE’ re-
quest, the I-CSCF gets the terminating S-CSCF 
(S-CSCF#2) address from the HSS by Diameter LIR 
(Location-Information-Request) and Diameter LIA (Lo-
cation-Information-Answer) messages and relays ‘IN-
VITE’ request. Thus, as shown in Figure 2 (A), the route 
between originating and terminating network has been set 
up. The detailed signalling flow presented in the specifi-
cation [6] for the origination S-CSCF towards the termi-
nating S-CSCF is summarized as follows. 1) If the analy-
sis of the destination address determined that it belongs to 
a subscriber of a different operator, the request is for-
warded to a well-known entry point in the destination 
operator’s network, i.e. the I-CSCF. Then the I-CSCF 
queries the HSS for current location information and for-
wards the request to the S-CSCF. 2) If the analysis of the 
destination address determines that it belongs to a sub-
scriber of the same operator, the S-CSCF forwards the 
request to a local I-CSCF, who queries the HSS for cur-
rent location information. Then, the I-CSCF forwards the 
request to the S-CSCF. 

Obviously, in originating network so many DNS que-
ries and terminating S-CSCF discovery processes have 
seriously impact on the session setup delay and the cost 
of network transport. For IMS network which serves tens 
of thousands of users, performance will be significantly 

 

 

Figure 2. To find the terminating S-CSCF. 
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improved if we try to save a few messages for per ses-
sion. Therefore, optimizing of IMS basic session setup 
mechanism is took into account. Furthermore, by ad-
dressing the terminating S-CSCF from the originating 
S-CSCF fleetly we can decrease the session setup delay 
and save network resources. 

 
4. The Cache Based Session Setup Mechanism 
 
This part describes the details of cache based session 
setup mechanism. The principles of this mechanism are: 
1) If caller and callee are located in one S-CSCF serving 
area, their session will be established directly; 2) the 
originating S-CSCF forwards the ‘INVITE’ requests 
directly to the terminating S-CSCF, instead of the 
I-CSCF through DNS query; 3) the originating S-CSCF 
caches the terminating S-CSCF address information ob-
tained from the previous session, and set a valid time for 
the cached information, which is an exponential distribu-
tion. 

 

4.1. Cache Based Local Routing Policy 

 
According to the principles of the cache based session 
setup mechanism, the local routing policy is adopted dur-
ing session setup. The originating S-CSCF first checks 
whether the callee UE has registered on the originating 
S-CSCF or not. If true, session is established directly. If 
originating and terminating users are not in one S-CSCF, 
the originating S-CSCF checks whether the current ter-
minating S-CSCF addresses has been cached or not, then 
it can determine that the next-step is directly visiting the 
terminating S-CSCF or querying DNS for retrieving the 
I-CSCF addresses. 

The details are as follows, see Figure 2 (B): 
1) When the originating S-CSCF receives the session 

setup request from caller, it checks whether the callee is 
within the same S-CSCF currently (the UE learns which 
the S-CSCF will be serving it through the IMS registra-
tion). If originating and terminating users are in one 
S-CSCF, session is established directly; else goes to 2. 

2) The originating S-CSCF queries local cache to look 
for whether there has been the address of the S-CSCF 
serving the callee in previous sessions. If not, the S-CSCF 
performs a DNS query to retrieve the I-CSCF address, 
and sends ‘INVITE’ request to the terminating S-CSCF 
via the I-CSCF for session establishment, otherwise goes 
to 3. The originating S-CSCF caches the terminating 
S-CSCF address from the first response message (e.g. 
‘183’ message). 1–4 steps in Figure 2 (B). 

3) For the originating S-CSCF cached the terminating 
S-CSCF address information, the originating S-CSCF 
sends ‘INVITE’ request to the terminating S-CSCF to 

establish session, 1’ step in Figure 2(B) 
4) When the terminating S-CSCF receives originating 

‘INVITE’ request, re-registration process perhaps be ini-
tiated because of the terminating user’s roaming. A new 
S-CSCF is selected again in terminating home network, 
and the S-CSCF (the current terminating S-CSCF) is no 
longer available with returning error message. The origi-
nating S-CSCF needs to re-initiate basic session setup 
process. 1–4 steps in Figure 2 (B). 

 

4.2. Adaptive Caching Algorithm 

 
How to cache this information decides the accuracy of 
address query for the S-CSCF serving the terminating 
user. When the session setup request arrives, if cache 
information is effective, the originating S-CSCF hit the 
terminating S-CSCF with the most prefect performance. 
If the cached information in terminating S-CSCF is inva-
lid or inexistence, basic session establishment procedure 
is needed, then at least the performance of cache based 
session setup is not worse than that of the basic one. But 
if cached information is outdated, after session arriving 
at a wrong location, it should re-establish in accordance 
with basic procedure, which is obviously the worst. 
Therefore, the effective of cached information has a great 
impact on probability of hitting terminating location in 
session establishment procedure. 

Consequently, we design an adaptive caching algo-
rithm in terms of the mobility patterns and the locality of 
call traffic rules, i.e. the probability that caller and callee 
locate in the same S-CSCF serving area is large. And we 
assume there is a data buffers in S-CSCF and the buffer 
size can satisfy system requirement. 

 
Let G be the set of all out-area users.  
A= {x|x ： the out-area users with new location 

in-formation}. 
B=G-A={y|y： the out-area users with comparative 

mobile stabilization}. 
Define vector V. // V expresses the state of out-area 

user address information. 
If V(x) =TRUE  
x B;  
Else  
x A. 
        End If 
Define vector T(x) for the caching time of the 

in-formation. // T(X) expresses the period from previous 
resetting to the present time.  

Assume Z is the out-area user obtained in the ses-sion 
setup procedure.  

If z G 
Set G=G {z}, B=B {z}，V(z)=TRUE，T(z)=0;  
Else 
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Compare the address information of this procedure 
and the previous cached one.  

If they are same & V(z)=FALSE 
Move the address information of user z from set A to 

set B; 
Set V(z)=TRUE, T(x)=0;  
Else If they are not same & V(z)=TRUE 
Move the address information of user z from set B to 

set A 
Set V(z)= FALSE. 
          End If 
        End If 
The judgment of cached information is:  
Let the cache time threshold be D.  
Let out-area callee as w.  
If w G  
If V(w)=TRUE  
If T(w) < D 
Get the address information of user w from set B. 
Else If T(w) > D 
Address as basic session setup procedure 
          End If  
Else If V(w)=FALSE 
Session is established according to basic method; 
        End If 
            Else If w G 
Session is established according to basic method. 
         End If 

 

5. Analytical Model 
 
This section deduces the cache based session setup cost 
function and mean-delay function. For simplicity, we 

have only analyzed the process shown in Figure 2, with-
out considering the delay, the cost of UE, P-CSCF enti-
ties etc. Our definition of parameters is shown in Table 1. 

According to [14], , ,    are defined.   means the 

probability of cache valid, i.e. the address of S-CSCF 
serving the terminating user has been cached in the origi-
nating S-CSCF and the called UE is in the terminating 
S-CSCF service area as it receives the session request. 
  means the probability of cache invalid: the originating 

S-CSCF hasn’t cached the address information of S- 
CSCF serving the callee.   means the probability of 

cache miss, i.e. the address of the terminating S-CSCF 
serving callee has been cached, but the callee no longer 
resides the terminating S-CSCF. According to the defini-
tion, we know      1. The cost function of basic 

session setup mechanism is given by 

cscbasic dns s i i i s s fC C C C C C               (1) 

The mean delay function of basic session setup mecha-
nism is: 

cscbasic dns s i i i s s fD d d d d d             (2) 

The cost function of cache based session setup mecha-
nism is: 

csc csc

csc

csc

(1 ) ( ( )
( )
( )

caching l s f l s s s f

dns s i i i s s f

s s dns s i i i s s f

C P C P C C
C C C C C
C C C C C C







 

  

      
     
       )

)

   (3) 

The mean delay function of cache based session setup 
mechanism is: 

csc csc

csc

csc

(1 ) ( ( )
( )
( )

caching l s f l s s s f

dns s i i i s s f

s s dns s i i i s s f

D P d P d d
d d d d d
d d d d d d







 

  

      
     
      

   (4) 

 
Table 1. Parameters definition. 

Symbol Quantity Value 

/
dns dns

C d  The cost / mean time delay for performing a DNS querying 15u/15t 

/s i sC d  i  The cost / mean time delay for transmitting message from the originating S-CSCF to the terminating 
I-CSCF 

10u/10t 

/
i i

C d  The cost / mean time delay for one process of the S-CSCF assignment by the I-CSCF 20u/20t 

/i s i sC d   The cost / mean time delay for transmitting message from the I-CSCF to the S-CSCF in the terminating 
network 

5u/5t 

/
s s s s

C d   
The cost / mean time delay for transmitting message from the originating S-CSCF to the terminating 
S-CSCF 

25u/25t 

csc csc
/

s f s f
C d  The cost / mean time delay of the S-CSCF  30u/30t 

lP  The probability of caller and callee in one S-CSCF  

  The probability of cache hit 

  The probability of cache invalid 

  The probability of cache miss 
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Then we try to derive probabilities of cache valid, miss, 

and invalid to (3), (4). Let the user residence time in 
S-CSCF as which is assumed as an exponential distri-

bution with parameter 
St

S , and its probability density 

function is: 

( ) S t
S Sf t e          (5) 

Denote by  the interval between two consecutive 

calls to the terminator, and the interval between the 

arrival of previous call and the time as terminator move 
out the S-CSCF service area. 

ct

mt

c ( )f t  and ( )mf t  are den-

sity functions of  and . We assume that the incom-

ing call is a Poisson process, and then we have 
ct mt

( ) ct
c cf t e            (6) 

According to the random observer property, we have  

( ) ( ) S t
m S S S

r t

f t f r dr e 






 

Copyright © 2009 SciRes.                                                                                 WSN 

    (7) 

We assume that the resident time of cached data is an 
exponential distribution with parameter h , so 

( ) ht
h hf t e            (8) 

While caller initiates a session, if the address of 
S-CSCF serving the callee has been cached in the origi-
nating S-CSCF and the callee is still in cached S-CSCF, 
then the result is cache valid, and   is 

0 0

[ ]

( ) ( ) ( )
c m

m c h c

r c m c h
t t

c
m m c c h h h c m

S h ct t t t

P t t t t

f t f t f t dt dt dt




  

 

  

  


   




 (9) 

If the originating S-CSCF has already removed the 
cached information of the address of S-CSCF serving the 
callee before an incoming call, the result is cache inva-
lid  . The probability   is given by 

0 0

1 [ ] 1 ( ) ( )
c h

h c

t t

h
r c h h h c c c h

c ht t

P t t f t f t dt dt



 



 

     
        (10) 

 
As 1     , we can get  

1 h S h

c h S c h

  
  

    


    
  

   (11) 

 
6. Performance Analysis 
 
In this section, we firstly verify the validity of analytical 
model by using simulation experiments, and then we use 
numerical examples to investigate the performance of the 
proposed cache based session setup mechanism. For cal-
culation convenience, let basic unit of cost be u, and basic 
unit of time delay be t. Parameter values are shown in 
Table 1. As the session setup cost of Equation (3) are the 
same as the session setup delay of Equation (4) in form, 
we only take the simulation experiments for the metric of 
session setup cost. 
 
6.1. Verify Analytical Results with Simulation 

Results 
 
In our simulation, there are provided the IMS network 
topology consisting UEs, the P-CSCF, the I-CSCF, the 
S-CSCF and the HSS. The simulation signaling flows are 
the same as Figure 2. The situations of user roaming and 
session initiating are simulated by generating discrete- 
events, including three types: 1) call event; 2) cache up-
date; and 3) UE roaming. To investigate the impact of 
various network parameters on the performance of the 
new mechanism, the probability of roaming and the 
probability of caller and callee in one S-CSCF service 
area are varied by using different simulation configura-
tions. 

 

 

Figure 3. Simulation results of session setup cost. 
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Table 2. Simulation and analytical results with difference of cost ( =0.5). 
lP

Ccaching 
λc (1/s) SMR(λc /λs) 

Simulation Analytical 
Error (%) 

800 1 54.9999 55 0.00% 

400 2 53.81361761 54.053 0.44% 

266.66667 3 50.7577782 50.739 -0.04% 

200 4 49.20909 48.862 -0.71% 

160 5 47.78306 47.674 -0.23% 

133.33333 6 47.1684 46.858 -0.66% 

114.28571 7 46.3097 46.263 -0.10% 

100 8 46.5301 45.811 -1.57% 

88.88889 9 45.771 45.456 -0.69% 

80 10 45.3963 45.169 -0.50% 

 
Here, the 

S  is five time of 
h , and the SMR (Ses-

sion to Mobility Ratio), expressed as c S  , is varied 

from 1 to 10. Then the cost values of two session setup 
mechanisms are measured and the values of 1000 sam-
ples got from the experiment in different network con-
figuration are shown in Figure 3. Moreover, Table 2 
shows the session setup cost values of the cache based 
session setup mechanism in both simulation experiments 
and numerical results, respectively. The cost values be-
tween simulation and model have some discrepancy due 
to the number of random generated discrete-events. And 
the jitter of the simulation values is also depicted in the 
Figure 3. If several more session events generated during 
the simulation period, the cost value of simulation is 
bigger than that of analytical value, and vice versa. Al-
though the values between simulation and model have 
some discrepancy, as the error rates are all under 3%, 
these experiments have verified that analytical model is 
consistent with the simulation results. 
 
6.2. Session Setup Cost and Delay 
 
According to [14,15], we defined CBR (Cost Benefit Ra-
tio) that is the ratio of to and TBR (Time 

Benefit Ratio) that is the ratio of to . We 

calculate session setup cost value and mean delay value in 
accordance with the formulas in Section 5. The conditions 
and results have been depicted in the figures.  

cachingC basicC

cachiD ng basicD

Compared result curves are given in Figure 4 upon 
three different probabilities of , ,   , with ratio results 

at y-axis and x-axis expressing the probability changing 
of the caller and callee in one S-CSCF. If  increases, 

the ratio of CBR and TBR becomes smaller. According 
to y-axis, along with the increasing of cache valid prob-
ability, the advantages of cache based session setup 
mechanism become more obvious. When the probability 

of cache miss is bigger as

lP

=0.5 , the performance of 

cache based session setup mechanism is worse than the 
performance of basic session setup mechanism 
(CBR/TBR>1), because of session re-establishment after 
requests arriving the wrong location. However, we note 
that CBR/TBR has more than 1 just upon 0.18lP  . 

Considering the locality of call traffic (the number of 
local users calling local users is a large part total call 
number), the probability of callers and callees not in the 
same S-CSCF is smaller, so this situation will occur less. 
Therefore, generally speaking, cached based session 
setup mechanism outperforms the basic one. 

According to the definition of SMR, the small value of 
SMR means the high mobility that UE has, vice versa. 
The curves varying along with the variable value of SMR 
and different  have been given in Figure 5. We can 

see that CBR and TBR decrease as SMR increases, 
which means caching contributes to decrease the session 

lP

 

 

Figure 4. Comparison of CBR/TBR with caller and callee in 
one S-CSCF. 
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Figure 5. Comparison of CBR/TBR with . 0.5h St = t

 

 

Figure 6. Comparison of CBR/TBR with . 0.4lP =

 
delivery cost and mean delay if UEs have low mobility. 
Figure 6 presents the curves of CBR and TBR with three 
different multiple values of residence time and the 
cached data . Study from y-axis, when the value of 

SMR is small (high mobility), the longer the caching 
time is, the greater the values of CBR and TBR are, and 
as the value of SMR is higher (low mobility) and the 
caching time is shorter, the values of CBR and TBR be-
come the greater. 

ht

 
6.3. Query Accuracy Analysis 
 
Let 0, 0, 1     , CBR/TBR=1, then 0.333lP  . 

In the worst situation n, i.e. cached information is out-
dated. After session arrives at wrong location, session 

should be re-established in accordance with basic proce-
dure. When 0.333lP  , the ratio of CBR and TBR is 

equal to 1 or less than 1. This shows that enlargement of 
S-CSCF serving area conduces to improve the perform-
ance of session setup mechanism based on caching. We 
define the query accuracy as     , then we get 

1         . From the above analysis, the per-

formance of session setup mechanism based on caching 
can be improved by increasing the query accuracy  . 

When caller and callee are in one S-CSCF serving area, 
no information required to cache and the performance of 
session setup procedure based on caching must be better 
than the basic. Then we discuss the required query accu-
racy when caller makes a call to the user in other 
S-CSCF serving area. For description convenience, we 
name the callee in this situation as out-area user. 

From the definition of   and the Equations (9) and 

(10), we can derive the expression as follow: 

1 c

c h


  

 
  


            (12) 

As shown in Figure 7, as SMR increasing,   in-

creases. This is the query accuracy is added along with 
the value of CBR/TBR decreasing, i.e. the performance 
of session setup procedure based on caching is improved. 
Upon 0.5 Stht  , when SMR equals 0.333, the value of 

  can be got as 0.957, i.e. the probability of cache hit is 

large. And   decreases a little along with the SMR 

increasing. Upon 5ht St , when SMR equals to 0.333, 

the value of   is 0.592.   increases fast along with 

the SMR rising, and the query accuracy   is as large as 

0.90 when SMR is 8.33. Thus, comparing of the two 
situations, to the out-area users with less mobility, the 

 

 

Figure 7. Query accuracy. 
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session setup mechanism based on cache has advantages 
of performance. The query accuracy will increase and the 
performance of cache based session establishment pro-
cedure will be improved while the effective time of 
cached data is prolonged. 
 
7. Conclusions 
 
How to decrease the network load and session delay is an 
important issue for designing and deploying IMS network. 
This article proposes: a cache based session setup mecha-
nism, mainly through improving signaling flows in ses-
sion establishment and introducing the caches to reduce 
network load and session delay. As it mostly perfects 
signaling flows, with no change of IMS core network 
architecture, no change or adding to terminal signaling, 
the cost of this improvement is comparatively smaller. 
Therefore, this innovation is practical for building of IMS 
network. 
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Abstract 

Data dissemination is an important application in vehicular networks. We observe that messages in vehicular 
networks are usually subject to both time and space constraints, and therefore should be disseminated during 
a specified duration and within a specific coverage. Since vehicles are moving in and out of a region, dis-
semination of a message should be repeated to achieve reliability. However, the reliable dissemination for 
some messages might be at the cost of unreliable or even no chance of dissemination for other messages, 
which raises tradeoffs between reliability and fairness. In this paper, we study the scheduling of data dis-
semination in vehicular networks with mesh infrastructure. Firstly, we propose performance metrics for both 
reliability and fairness. Factors on both the time and space dimensions are incorporated in the reliability met-
ric and the fairness in both network-wide and Mesh Roadside Unit-wise (MRU-wise) senses are considered 
in the fairness metric. Secondly, we propose several scheduling algorithms: one reliability-oriented algorithm, 
one fairness-oriented algorithm and three hybrid schemes. Finally, we perform extensive evaluation work to 
quantitatively analyze different scheduling algorithms. Our evaluation results show that 1) hybrid schemes 
outperform reliability-oriented and fairness-oriented algorithms in the sense of overall efficiency and 2) dif-
ferent algorithms have quite different characteristics on reliability and fairness. 

Keywords: Data Dissemination, Vehicular Networks, Scheduling, Mesh Backhaul 

1. Introduction 
 
Recently, vehicular networks with the assistance of road-
side units (RSUs) have received considerable attention 
[1–5]. RSUs are useful in many different scenarios, such 
as Internet access “on the go”, collecting of sensed data 
from the sensors on vehicles, buffering data at hotspots, 
etc. However, we propose vehicular networks with mesh 
backhaul. As wireless mesh networks have the potential 
advantage of easy deployment, self-configurability and 
large coverage [6], mesh routers are adequate to act as 
RSUs, which we call MRUs (Mesh Roadside Units). 

In vehicular networks, data are often subject to some 
type of time constraints and space constraints. For exam-
ple, congestion information is meaningless for vehicles 
10 miles away and might become invalid after two hours. 

Other types of messages can include the following: 
“Road maintenance work will be performed from 
3:00pm to 4:00pm at the Lincoln Street”, “Traffic control 
will be enforced from 10:00am to 10:30am near the 
railway station”. Messages can also be generated by the 
transportation monitoring system, such as “The Lincoln 
Street is often in congestion from 5:00pm to 6:00pm”. 
This kind of messages should be disseminated during a 
specified duration and within a specific coverage. As 
vehicles are constantly moving in and out of a region, 
dissemination of a message should be repeated in the 
specified duration to achieve reliability, namely to ensure 
that at all times all the vehicles in a region are notified. 
However, the reliable dissemination of some messages 
might be at the cost of the unreliable or even no chance 
of dissemination of other ones, which raises tradeoffs 
between reliability and fairness. In this scenario, reliabil-
ity has the meaning in both time and space dimensions. 
The time dimension depicts the reliability achieved by a 
specific MRU in its scheduling process while the space 

* This work is co-supported by National Key Basic Research Program 
of China (No. 2009CB320504 and No. 2007CB310902), State key
lab. of virtual reality technology and systems and Peking Univer-
sity-Morgan Stanley Research Fund. 
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dimension describes whether messages are disseminated 
at all the MRUs within their requested coverage. Simi-
larly, fairness is significant in both the network-wise 
sense and the MRU-wise sense. In this paper, we first 
propose metrics for reliability and fairness and then de-
velop and evaluate five scheduling algorithms quantita-
tively. To the best of our knowledge, this is the first pa-
per on scheduling mechanisms in this scenario to address 
the reliability and fairness issues. 

The rest of this paper is arranged as follows: the sec-
ond part presents our system model, including the net-
work architecture and performance metrics. Five differ-
ent scheduling algorithms are proposed in Section 3 and 
evaluation results are shown in Section 4. Related work 
is reviewed in Section 5, and in the last section, we con-
clude this paper. 
 
2. System Model 
 
2.1. Network Architecture 
 
We assume a vehicular network with mesh backhaul, as 
shown in Figure 1. Mesh Roadside Units (MRUs) are 
placed at roadside locations to receive messages from 
cars nearby or to disseminate information to vehicles in 
its vicinity. Since wireless mesh network has the poten-
tial advantage of easy deployment and self-configurable, 
we assume that MRUs are connected via wireless links. 
MRUs can have larger coverage than vehicular clients, 
so that they can serve more vehicular clients at the same 
time and disseminate messages efficiently. When a vehi-
cle needs to send messages to an MRU, it can first select 
a nearby MRU and then looks for relays to forward in-
formation to the designated MRU. However, the mecha-
nism with which vehicles send messages to MRUs is out 
of the scope of this paper. We assume perfect message 
transmission from vehicular clients to MRUs in this 
work. We focus on the scheduling for data dissemination 
in this type of vehicular networks, which will be ex-
plained in detail in later sections. 
 

 

Figure 1. Network architecture. We assume a mesh back-
haul assisted architecture. Mesh road side units are as-
sumed to be well connected. 

2.2. Performance Metrics 
 
In our message dissemination model, each message is 
coupled with a <start-time, end-time, x , y, radius> tuple, 
in which “start-time” and “end-time” indicate the instants 
when message dissemination should begin and terminate; 
<x,y> and “radius” specify the center and radius of the 
dissemination area. With “x”, ”y”, ”radius” and some 
geographical information, the MRU which receives the 
message dissemination request can easily obtain the des-
tination MRUs which locate in the destination area. With 
this message dissemination model, we figure out two 
important factors which determine the efficiency of 
message dissemination: 
 Reliability. Reliability describes the quality of ser-

vice for the selected messages. In this case, reliabil-
ity covers two different dimensions. On one hand, 
in the time dimension, a message should be given 
as much dissemination time as possible in the 
[start-time, end-time] duration. On the other hand, 
in the space dimension, message dissemination 
should occur in an area as large as possible within 
the requested <x, y, radius> coverage.  

 Fairness. To achieve better reliability for the a se-
lected message to disseminate, more time as well as 
MRUs should be allocated to it, which may in turn 
decrease the quality of service for the other mes-
sages. Therefore, fairness should be taken into ac-
count to enhance the efficiency of message dis-
semination. 

We now present the metrics for both reliability and 
fairness. Our metric for reliability, RM (reliability metric) 
is defined as 

* (1 )*  (0RM TRM SRM        

where TRM and SRM stand for Time Reliability Metric 
and Space Reliability Metric, respectively. The formulas 
for TRM and SRM are as follows. 

@
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where MRUN
i

 is the total number of MRUs in the net-

work and RN  is the number of messages to disseminate 

(or received) at the ith MRU.  indicates the 

time ratio for message m at the ith MRU and  is 

the space ratio for message m. The exponent 

( , )TR m i

( )SR m

1 

(SR m

 is 
used to specify the reliability level, whose effects will be 
explained later in this section. TR  and   
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_

_

( )
m
D MRU

m
C MRU

N
SR m

N
 , respectively, namely  is the 

ratio between dissemination time allocated to message m 
at the ith MRU and the requested duration of message m, 
and  is the ratio between number of MRUs 

which provide dissemination service for m and the over-
all number of MRUs within the requested <x,y,radius> 
coverage. It is clear that our metric of reliability incor-
porates the reliability factors in both the time dimension 
and the space dimension. 

( , )TR m i

( )SR m

The selection of  is critical to achieve different re-
liability levels. Take the definition of TRM as an exam-
ple. We assume the dissemination cycle of an MRU is 



 , 
which we call it a slot. Assume there are two messages 

 to disseminate, both with the same duration of 2 

slots and the same coverage. If , then the schedul-
ing sequences ( the first slot for  and the sec-

ond slot for ) and  will result in the same 

TRM. This is because in the first sequence  

1,m 2m

1 
1[ ,m m

2m

2 ] 1m

1 1[ , ]m m

1 2

1 1
( ) ( ) 1

2 2
TR m TR m   



 

And in the second sequence 

1 2( ) ( ) 1 0 1TR m TR m    

However, if we choose 2  , then the TRM of the 
two sequences will be different. For the first one,  

2
1 2

1 1
( ) ( ) ( ) ( )

2 2
TR m TR m  



2 1

2
  

And for the second one 
2 2

1 2( ) ( ) (1) (0) 1TR m TR m    

Therefore, the sequence with less messages will 
achieve higher reliability. The value of  for TRM and 
SRM can be different. However, in this paper, we as-
sume the same reliability level is used for both TRM and 
SRM. 



Our metric for fairness, FM (fairness metric) is de-
fined as 

* (1 )* (0i

i
D
i

MRU RD

R MRU

N

NN
1)

N N
      


FM  

In which DN  and RN  stand for the number of dis-

seminated messages and the number of dissemination 
requests for the network while i

DN and i
RN  stand for 

the number of disseminated messages and the number of 
dissemination requests at the ith MRU. It should be clear 
that our fairness metric combines fairness factors in both 
the network-wise sense and the MRU-wise sense. How-
ever, currently our fairness metric only reflects whether a 
message is given the opportunity to be disseminated, 
without regarding whether different messages are given 

the same level of opportunities. We leave this topic as 
our future work. 

Also, we can combine the two metrics together. There-
fore the combined metric, CM, can be defined as 

* (1 )*  (0CM RM FM   1)      

 
3. Scheduling Algorithms 
 
Given the system model described above, we developed 
several scheduling algorithms, which exhibit different 
characteristics of reliability and fairness. As been stated 
before, we assume the dissemination cycle of an MRU is 
  and call it a slot. A given duration between start-time 
and end-time can be transformed into the equivalent rep-
resentation with the ordinal number of dissemination 
cycles. The task of scheduling algorithms is to determine 
the message to disseminate in the future W dissemination 
cycles, here we call W the schedule window. We further 
assume that any MRU knows locations of all the MRUs 
in the network, so that a given geographical coverage can 
be mapped into an equivalent representation with a list of 
MRUs. In the following sections, the coverage of a mes-
sage means the number of MRUs in the geographical 
area. All the scheduling algorithms have a time complex-
ity of , where W is the size of schedule window 

and n is the number of messages to disseminate. 
O(W *n)

 
3.1. MQIF-Maximum Quality Increment First 
 
Our first scheduling algorithm, Maximum Quality In-
crement First (MQIF) scheduling, serves first the mes-
sages which would bring the maximum quality of service 
(namely reliability) increment. Our approach is to first 
calculate the expected increment in TRM and then esti-
mate the expected increment in SRM assuming alloca-
tion the current cycle to a message. Afterwards, the two 
increments are combined. The detail of MQIF is shown 
in Figure 2. 

For each slot in the future schedule window, MQIF 
compares the expected quality increments of all the 
messages whose duration covers that slot and selects the 
one with the maximum quality increment. The precise 
calculation of expected increment of RM (denoted as QI) 
assuming the allocation of a slot to a message is impos-
sible at runtime in a distributed manner. Therefore, we 
use the scheme shown in Figure 3 to estimate the value 
of QI. 

The expected quality increment (QI) can be obtained 
from the expected increment of TRM (denoted as TQI) 
and that of SRM (denoted as SQI). TQI can be easily got 
from local information. However, SQI is dependent on 
the scheduling results of other MRUs in the coverage of 
the given message. Since we don’t assume one MRU 
knows the scheduling status of other MRUs, we estimate 
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Figure 2. Maximum quality increment first (MQIF) sche- 
duling. 

 

 

Figure 3. Calculating the expected increment of reliability 
metric. 

 
the current number of MRUs who have already sched-
uled the given message by generating a random number 
in the range 0 to msg.coverage. 

  

Figure 4. Least selected first (LSF) scheduling. 
 
3.2. LSF-Least Selected First 
 
The second scheduling approach, Least Selected First 
(LSF) scheduling, tries to schedule into the schedule 
window as many messages as possible. The general idea 
is that if a message had the least opportunity to be served 
before, it will be given the highest priority this time. LSF 
is given in Figure 4. 

For each slot in the future schedule window, LSF 
compares the selection count of all the messages whose 
duration covers that slot and allocate the slot to the mes-
sage with the minimum selection count.  
 
3.3. Hybrid Schemes 
 
Since MQIF tends to achieve high reliability and LSF 
tends to achieve good fairness, we can combine the two 
strategies to make tradeoffs between the two metrics. We 
figure out two approaches to do this: 
 Add a certain condition to MQIF or LSF. We call 

the resulting algorithm Conditional-MQIF or Con-
ditional-LSF. In Conditional-MQIF, MQIF strategy 
is applied only when the given condition is met; 
otherwise the LSF strategy is adopted. Different 
conditions can result in different tradeoffs between 
reliability and fairness; therefore this approach can 
be adapted to different application scenarios easily. 

LSF_Schedule() 

1. _ []selected messages   

2. for 1i   to schedule_window do 

3.   min_selection_count INFINITY  

4.    for 1j   to number_messages do 

5.      if [ ]. _ _msg j start time current slot i   

        AND  then [ ]. _ _msg j end time current slot i 

6.           s  election_count msg[j].selection_count

7.            if selection_count < min_selection_count then 

8.               min_selection_count = selection_count 

9.                   selected_messages[i]=msg[j] 

10.          end if 

11.        end if 

12.    end for 

13.    if _ [ ]selected messages i null  then 

14.      selected_messages[i].selection_count ++ 

15    end if 

16. end for 

Calc_QI(msg) 

1. 
. _ 1 . _

( ) (
. .

msg selection count msg selection count
TQI

msg duration msg duration
) 

   

2.   (0, .coverage)r random msg

3.  if msg.selection_count = 0 then //estimate increment of SRM 

4.     
1

( ) (
.coverage .coverage

r r
SQI

msg msg
 

  )   

5. else 

6.       0SQI 

7. end if 

8. * (1 )*QI TQI SQI     

9.  return QI 

MQIF_Schedule() 

1. _ []selected messages   

2. for  to schedule_window do 1i 

3.      max_QI 0

4.   for 1  to number_messages do j 

5.     if  ( msg[ ]. _ _j start time current slot i  ) 

       AND ( ) then [ ]. _ _msg j end time current slot i 

6.               _ ( [ ]QI calc QI msg j )  

7.               if  QI > max_QI then 

8.                  max_QI = QI 

9.                 selected_messages[i]=msg[j] 

10.             end if 

11.        end if 

12.    end for 

13.    if _ [ ]selected messages i null  then 

14.      selected_messages[i].selection_count ++ 

15.    end if 

16. end for 
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Combine the two strategies by simply combining the 
selection metrics of the two. Although it is less tunable 
than the former one, it may achieve better overall effi-
ciency. 

 

 

Figure 5. Conditional-MQIF. 

3.3.1. Conditional-MQIF 
The first approach to combine MQIF and LSF is to add a 
threshold to MQIF or LSF. In Conditional-MQIF, MQIF 
strategy is applied only when the ratio between the 
maximum and minimum QI exceeds a specified MQIF_ 
THRESHOLD. If the condition is not met, LSF is applied. 
Similarly, we can also combine MQIF and LSF using 
Conditional-LSF. In Conditional-LSF, LSF is used only 
when the difference between the maximum and mini-
mum selection count exceeds a predefined LSF_THRE- 
SHOLD. We show the detail of conditional-MQIF in 
Figure 5. By varying the MQIF_THRESHOLD or LSF_ 
THRESHOLD, we can control the proportion of opportu-
nities for applying MQIF or LSF strategy; therefore the 
algorithm can be adapted to various application demands. 
For example, small MQIF_THRESHOLD values tend to 
achieve better reliability thus adequate for reliabil-
ity-sensitive scenarios. 

Conditional_MQIF_Schedule() 

1. _ []selected messages   

2. for  to schedule_window do 1i 

3.    ,max_QI 0 min_QI INFINITY  

4.     min_selection_count INFINITY

5.   for  to number_messages do 1j 

6.      if [ ]. _ _msg j start time current slot i   

         AND  then [ ]. _ _msg j end time current slot i 

7.          _ ( [ ])calc QI msg jQI  

8.          s  election_count msg[j].selection_count  
3.3.2. MQILSF-Maximum Quality Increment Least 
Selected First 9.       if  then max_QI QI

10.           max_QI=QI 

11.        MQIF_msg msg[j]

12.        end if 

13.         if QI<min_QI then 

14.               min_QI = QI 

15.        end if 

16.         if selection_count < min_selection_count then 

17.               min_selection_count = selection_count 

18.                LSF_msg msg[j]

19.        end if 

20.      end if 

21.  end for 

22.  //determine which strategy to use 

23.    if 
max_QI

_
min_QI

MQIF THRESHOLD  then  

24.        selected_messages[i]=MQIF_msg 

25.    else 

26.       selected_messages[i]=LSF_msg 

Since MQIF tends to select messages with small cover-
age and duration, while LSF favors messages with small 
selection count, we can simply incorporate selection 
count into the quality increment (QI). This strategy is 
similar to MQIF, except that in MQILSF the Quality 
Increment (QI) is redefined as 

* (1 )*

[ ]. _ 1

TQI SQI
QI

msg j selection count

  



 

Note that we use  instead of 

because the initial values of selection 

counts are all 0. 

[ ]. _ 1msg j selection count 

[ ]. _msg j selection count

 
4. Performance Evaluation 
 
We developed a discrete event simulator in Java. It takes 
as input an XML configuration file and a scenario file, 
runs the designated scheduling algorithms and writes the 
scheduling results to trace files.  

 

4.1. Simulation Setup 

 
We extract a 2500m*2500m network scenario from a 
realistic geographical map of the TianAnMen district of 
Beijing, whose e-map is shown in Figure 6 [13]. We as-
sume MRUs are evenly distributed with a distance of 
300m along the roads. Therefore over 50 MRUs are de-
ployed. The communication range of an MRU is as-
sumed to be 350m. 

27.     end if 

28.    if _ [ ]selected messages i null then    

29.        selected_messages[i].selection_count ++ 

30.    end if 

31. end for 

The message generation interval and message genera-
tion probability indicate how often events are generated.  
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Figure 6. Simulated scenario. 

 
Table 1. Simulation setup. 

Parameter Value 

Simulation time 6000s 

Dissemination Cycle of MRUs 1s 

Duration of messages 5s~300s 

Coverage of messages 600m~1500m 

Message Generation Interval 30s 

Message Generation Probability 0.15 

Schedule Interval 5s 

Reliability Level   2 

Reliability Metric Parameter   0.5 

Fairness Metric Parameter   0.5 

Combined Metric Parameter   0.5 

Threshold in Conditional-MQIF 15 

Threshold in Conditional-LSF 15 

 
4.2. Comparison of Different Schemes The simulation parameters are shown in Table 1. In our 

experiments, an opportunity is given to an MRU every 
30 seconds and the MRU generates a message with a 
probability of 0.15. Durations of messages are in the range 
[5s, 300s] and the coverage of messages are in the range 
[600m, 1500m], namely about 2~5 hops. The reliability 
level is set to 2 in Subsection 4.2 and Subsection 4.4. 
Threshold values for Conditional-MQIF and Condi-
tional-LSF are all set to 15 in Subsection 4.2 and 4.3. 



 
The Reliability Metric (RM), Fairness Metric (FM) and 
Combined Metric (CM) achieved by different scheduling 
algorithms are shown in Figure 7(a), Figure 7(b) and 
Figure 7(c), respectively. 

It is not hard to understand that the reliability metric of 
LSF and the fairness metric of MQIF are the worst 
among all the algorithms. However, it is interesting that  
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Figure 7. a) Comparison of reliability metric, b) Compari-
son of fairness metric, c) Comparison of combined metric. 
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Figure 8. a) Effects of   on global service ratio, b) Effects 
of   on average local service ratio, c) Effects of   on 
fairness metric. 
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MQIF does not achieve the best reliability. We attribute 
this to the fact that MQIF is a greedy approach but its 
decisions are not made based on deterministic informa-
tion. Hybrid algorithms achieve better reliability and 
fairness, therefore better combined metric. For example, 
the Reliability Metric of Conditional-LSF is about 7% 
higher than that of LSF and they achieve about the same 
level of fairness metric; the Reliability Metric and the 
Combined Metric of MQILSF are about 11% and 7.5% 
higher than those of MQIF, respectively. 
 
4.3. Effects of  
 
The different values of indicate different reliability 
levels. Although we cannot analyze the effects of 


  on 

reliability by directly comparing the values the reliability 
metric under different models, we can do analysis by 
comparing the number of messages disseminated glob-
ally and locally. The Global Service Ratio (GSR), which 
is defined as 

D

R

N
GSR

N
 , 

reflects the service ratio of the overall network, where 

D
 and 

RN  stand for the number of message dissemina-

tion requests received and the number of disseminated 
messages of the network, respectively. Note that GSR is 
actually the first part of the fairness metric. The Average 
Local Service Ratio (Average-LSR), which is defined as 

N

Average-LSR i

i
D
i

MRU R

MRU

N

N

N



, 

reflects the average of the local service ratio of all MRUs 
in the network. Note that Average-LSR is actually the 
second part of the fairness metric. We also study the net 
effect of  on the fairness metric. 

As shown in Figures 8(a), (b) and (c), in MQIF, Con-
ditional-MQIF and MQILSF, the Global Service Ratio, 
the Average Local Service Ratio and the Fairness Metric 
all decrease as  increases. 

Specially, the effect of  on the Average Local Ser-
vice Ratio is stronger than on the Global Service Ratio 
and the Fairness Metric, and moreover, MQIF is ex-
tremely sensitive to the value of  while MQILSF is 
the least sensitive. This may indicate that MQILSF has 
the advantage of increasing reliability without degrading 
fairness very much. 





 
4.4. Effects of Threshold Values 
 
In Conditional-MQIF and Conditional-LSF, the thresh-
old values are critical on the reliability and fairness met-
ric achieved. 

As shown in Figure 9(a) and Figure 9(b), in Condi-
tional-MQIF, the reliability metric decreases as the 
threshold value increases while the fairness metric in-
creases as the threshold value increases. This can be at-
tributed to the fact that the larger the threshold, the less 
opportunities MQIF strategy is adopted while the more 
opportunities are given to the LSF strategy. Similar 
trends are also observed in Conditional-LSF. In Condi-
tional-LSF, as the threshold increases, more opportuni-
ties are given to the MQIF strategy, which results in bet-
ter reliability metric and smaller fairness metrics. In our 
simulated scenario, the best threshold for Conditional- 
MQIF is 14 or 15, while the best for Conditional-LSF is 
any number in [15,18]. 
 
5. Related Work 
 
Although a lot of work has been done to develop vehicu-
lar networks with infrastructure [1–5], they are usually 
restricted to one-hop communication between vehicular 
clients and roadside units. However, we propose using 
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Figure 9. a) Effects of threshold values on reliability metric, 
b) Effects of threshold values on fairness metric. 
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wireless mesh routes as the backhaul of the network, 
which has the potential advantage of easy deployment, 
self-configurable and scalability.  

Scheduling for data access in vehicular networks is 
studied in [5]. However, our work is different from [5] 
because 
 The work by [5] only studies scheduling for data 

access within one hop. In contrast, we focus on the 
multi-hop case, which is realistic for data dissemi-
nation in vehicular networks. 

 The work by [5] does optimization for scheduling 
of upload/download data access. However, we con-
sider the scheduling for data dissemination. 

 The matter of fairness is not taken into account by 
[5]. We figure out that in data dissemination in our 
scenario, reliability and fairness should both be 
studied so that dissemination efficiency can be en-
hanced. 

To the best of our knowledge, this is the first paper to 
address the reliability (in both the time dimension and 
the space dimension) and fairness issues in scheduling of 
data dissemination in the vehicular networks with mesh 
infrastructure. 

A large amount of work has been performed on packet 
scheduling of MAC layer in wireless networks. The work 
by [7,8] tried to providing packet-level quality of service 
by packet scheduling. The main goals of [7,8] is to 
achieve fairness and maximum channel utilization. The 
work by [9] proposed OSMA, a packet scheduling ap-
proach in MAC layer to enhance throughput by choosing 
a receiver with good channel condition. However, none 
of them address the time and space constraints in the 
scenario of data dissemination in vehicular networks.  
 
6. Conclusions and Future Work 
 
As messages in vehicular networks are usually subject to 
space and time constraints, tradeoffs must be made be-
tween reliability and fairness for message dissemination 
algorithms. We propose the performance metrics for re-
liability and fairness in the scenario of scheduling for 
message dissemination in vehicular networks with mesh 
infrastructure. Five different scheduling algorithms are de-
veloped and evaluated quantitatively. We concluded that 
 Although a greedy approach is adopted, the reliabil-

ity-oriented algorithm, MQIF, does not achieve the 
best reliability. We attribute this to the fact that 
MQIF makes its greedy decisions based-on non- 
deterministic information. 

 The fairness-oriented algorithm, LSF, achieves the 
best fairness metric as well as the worst reliability 
metric. 

 The hybrid scheme, MQILSF, achieves the best 
reliability and combined metric and its fairness 
metric is nearly the same as LSF. 

 The other two hybrid schemes, Conditional-MQIF 
and Conditional-LSF, are not as good as MQILSF. 
However, the idea of combining different algo-
rithms by adding a certain condition to one algo-
rithm can be helpful in other research fields, be-
cause it is easy to be adapted to different applica-
tion scenarios. 

Our evaluation on the reliability level parameter   of 
the reliability metric show that different values of   
means different reliability levels. Therefore, for scenar-
ios requiring different reliability levels, different values 
for   should be used. 

However, our current metric for fairness is not perfect; 
for example, it does not incorporate the relative dissemi-
nation time between different messages. On the other 
hand, different messages may have different priorities 
(indicating different level of importance or urgency), 
which is not considered in this paper. Furthermore, dy-
namic traffic densities may be useful for scheduling al-
gorithms. For example, if the current traffic density is 
low, diversity of messages or fairness might be favored. 
Therefore, we plan to develop priority and traffic density 
aware scheduling schemes in the future. 
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Abstract 

In high frequency surface wave radar (HFSWR) applications, range and azimuth resolutions are usually lim-
ited by the bandwidth of waveforms and the physical dimension of the radar aperture, respectively. In this 
paper, we propose a concept of multiple-input multiple-output (MIMO) HFSWR system with widely sepa-
rated antennas transmitting and receiving sparse frequency waveforms. The proposed system can overcome 
the conventional limitation on resolutions and obtain high resolution capability through this new configura-
tion. Ambiguity function (AF) is derived in detail to evaluate the basic resolution performance of this pro-
posed system. The advantages of the system of fine resolution and low peak sidelobe level (PSL) are demon-
strated by the AF analysis through numerical simulations. The impacts of Doppler effect and the geometry 
configuration are also studied. 

Keywords: MIMO, HFSWR, Radar, Sparse Frequency Waveform 

1. Introduction 
 
HIGH frequency surface wave radar (HFSWR) is a 
low-cost radar system that adopts vertically polarized 
high frequency electromagnetic signals which propagate 
along the ocean surface. A preferable property of 
HFSWR is that it can detect and track ship and aircraft 
targets beyond the horizon. Due to this reason, HFSWR 
has a wide range of applications in both civil and mili-
tary fields. For conventional HFSWR systems, its range 
resolution is highly restricted by the bandwidth of avail-
able clear channels in a congested spectrum environment 
[1,2], while the azimuth resolution is also constrained by 
the physical dimension of the radar antenna aperture.  

Multiple-input multiple-output (MIMO) radar is now 
getting much intention for various applications such as 
detection, estimation, and imaging etc. MIMO radar can 
transmit at transmitters multiple waveforms that are di-
vidual at the receivers so that it can obtain more degrees 
of freedom compared with conventional radars that 
transmit single waveform [3–6]. With widely distributed 
antennas, angular diversity can be fully achieved to 
compete with the target scintillations [7,8]. Meanwhile, 
MIMO radars with widely distributed antennas can gain 
high resolution by coherent processing [8]. Like distrib-

uted MIMO radar, a single-input multiple-output (SIMO) 
radar system with sparse coherent receiving aperture can 
also achieve high resolution on the order of one wave-
length with limited bandwidth as reported in [9]. 

Sparse frequency waveform problem has been studied 
in [10,11] and literatures therein. For HFSWR, sparse 
frequency waveform can provide large flexibility to 
choose clear channels and thereby reduce interferences 
from assigned channels. Motivated by the potential 
benefits from sparse frequency waveforms and high 
resolution capacity of coherent multistatic radar and 
MIMO radar systems, we in this paper propose a novel 
MIMO-HFSWR using sparse frequency waveforms to 
break down the limitation on range and azimuth resolu-
tions of conventional HFSWR. Ambiguity Function (AF) 
is derived in detail and fully investigated in this paper to 
analyze the performance of the proposed system. Unlike 
that of paper [8], we take Doppler effect in the AF for 
analysis. Through AF analysis it is demonstrated that this 
system has high flexibility in operation and attractive 
improvement on resolution in the restricted geographical 
condition as well as the congested spectrum environment. 
In particular, by using the widely separated antennas, it 
abates the aperture limitation as well as the rigorous land 
requirement successfully. In addition, by using sparse 
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frequency waveform it not only takes more clear chan-
nels into use to compete with co-channel interference but 
also reduces the peak sidelobe level (PSL). 

The reminder of this paper is organized as follows. 
The AF of the proposed MIMO-HFSWR using sparse 
frequency waveforms is derived in Section 2. Based on 
AF analysis and simulations the system is evaluated in 
terms of resolution capacity and PSL performance, with 
zero Doppler frequency in Section 3 and under the fac-
tors of geometric configurations and Doppler effects in 
Section 4. Finally, conclusions and future work are out-
lined in Section 5. 
 
2. Ambiguity Function of MIMO-HFSWR  

System Using Sparse Frequency 
Waveforms 

 
Ambiguity function is an important tool in conventional 
radar analysis as it shows radar’s inherent capacity of 
discriminating targets associated with different time de-
lay and Doppler frequency. Thus, in this paper, we also 
employ AF to evaluate the performance of the proposed 
system. 

The proposed MIMO-HFSWR system consists of M 
transmitters transmitting M waveforms and N receivers. 
Each transmitter is assigned a distinct channel with 
starting frequency fm, m=1, 2,…, M. Thus, collectively, 
the transmitting waveforms will have a sparse spectrum, 
because which we call the transmitting waveforms sparse 
frequency waveform. All antennas are arbitrarily located 
with mutual separation distance larger than several 
wavelengths in a 3-dimensional space. Figure 1 shows 
the system configuration, where Rn and Tm refer to the 
n-th receiver and the m-th transmitter, respectively.  
Each transmitter and each receiver are located at a point 
represented by a 3-dimensional vector in the Cartesian 
coordinate system. For example, the m-th transmitter is 
associated with a vector ct,m=[xm, ym, zm], and the n-th 
receiver cr,n=[xn, yn, zn]. For simplification, this paper 
considers only single point target case. And the target is 
assumed to be located at a general point x = [x, y, z] with 
constant velocity of v = [vx, vy, vz]. As the antennas are 
widely distributed, each of them will view the target with 

 

m
m

 

Figure 1. MIMO radar configuration. 

a different angle. Angle variables θ and φ refer to the 
true elevation and azimuth as illustrated in Figure 1. We 
also assume that the phases and time at the transmitters 
and receivers are synchronized in advance. Meanwhile, 
the signal attenuation in different path is assumed to be 
the same. 

Let xm(t) be the signal transmitted by the m-th trans-
mitter that meets the requirement of narrow band as-
sumption. It is expressed as 

   exp( 2 )m m mx t j f t s t



              (1) 

where sm(t) is the baseband waveform of the m-th trans-
mitter. After the signal impinged back from the target to 
the n-th receiver, the echo is: 

  ( )
M

n m nm nm
m=1

e t = x t- exp -j2πfd t          (2) 

where γ is the complex reflection coefficient of the target, 
τnm is the round-trip delay, and fdnm is the Doppler fre-
quency of the echo at the n-th receiver due to the m-th 
transmitter. We take the assumption that the target stops 
during the pulse transmission and reception. Then τnm is 
the round-trip delay at the start of observation time, and 
has the form 
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where c is the velocity of light in the media that the 
transmitters, receivers and targets are located in. In the 
case that the transmitters or the receivers are mounted on 
moving platform, the platform velocity can also be easily 
included in (3). For different scatter, τnm is a function of 
variables x, y, and z. Thus, through Taylor-series analysis 
at a reference point x0=[x0, y0, z0], (3) can be changed to 

   

    
  

  

  

0 0 0

[ , , ]

[ , , ]

0

0

0

0 / 0 /

0 / 0 /

cos cos cos cos

cos sin cos sin

sin sin

m n
nm T R x y z

m n
T R x y z

m m n n

m m n n

m n

0 '
nm nm

r c r c

r c r c

x x

c

y y

c

z z

c



   

   

 

 

 

 

 



 



  



 

   (4) 

where  

   
0 0 0[ , , ]

0 / 0 /0 m n
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and  
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  

  

  

0

0

0

cos cos cos cos

cos sin cos sin

sin sin

m m n n'
nm

m m n n

m n

x x

c

y y

c

z z

c

   


   

 

 
 

 



  



   (6) 

fdnm has the form 

   1 m n
nm T R

m

d fd r t r
dt

  t            (7) 

Again, through Taylor-series analysis (7) can be 
changed to 
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        (8) 

It can be easily proved that (8) is a tantamount expres-
sion of conventional Doppler frequency of bistatic radar.  

As each transmitting waveform is assigned to a dis-
tinct channel, orthogonality holds for all the transmitting 
signals. Thus, at each receiver, signals from M transmit-

ters can be firstly separated by down-converting into M 
channels. Then, for each channel, a matched filter of 
corresponding transmitting waveform is employed at the 
interested range cell centered at x0= [x0, y0, z0]. Thus, the 
m-th filter output at the n-th receiver can be expressed as 
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         (9) 

where Amm is the correlation between the m-th transmit-
ting waveform and its delay-Doppler shifted version, and 
nnm (t) is the noise component of the output. 

Collectively, there are NM outputs after matched fil-
tering. By coherently summing all these outputs we can 
get: 

  
2

0 0
1 1

, , , ,
N M

nm
n m

y
 

  A x x v x x v    (10) 

Besides, different waveforms may obtain different 
Amm, thus waveforms also play a key role in the MIMO 
radar ambiguity function. We take Linear Frequency 
Modulation (LFM) waveforms as an example to illustrate 
this point. A conventional LFM waveform defined by 
u(t)=rect(t/T)exp(jπkt2) has an correlation function like 
[12]: 

     2A , exp 1 sin 1
LFM

v j k c vT B
T T

 
   
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             

 

Because both τ’nm and fdnm in (9) are affected by azi-
muth angles and elevation angels, the geometry configu-
ration represented by a matrix C consisting of all the 
azimuth and elevation angels should be included in the 
ambiguity function. Ignoring the noise-based component 
and discarding the target reflection coefficient in (10), 
we can define the normalized ambiguity function for the 
proposed system as: 

(12) 

where v is the Doppler frequency, τ is the time-delay, k is 
the chirp rate, T is the pulse width, B is the bandwidth. 
From (12), it can be easily inferred that the bandwidth of 
single waveform adopted will impact the performance of 
the MIMO-HFSWR system. 
 
3. Resolution Capacity and PSL   
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In this section, the resolution capacity and PSL of the 
MIMO-HFSWR system using sparse frequency wave-
form are assessed by setting the Doppler frequency to 
zero in AF analysis. Sparse frequency waveforms con-
sisting of stepped frequency linear frequency modulation 
signals are investigated. For simplification we just study 
a simplified 2-dimensional configuration. 

As τ’nm and fdnm are related to x−x0, y−y0, z−z0, vx, vy, 
vz, azimuth angles and elevation angels, the range and 
azimuth resolution as well as the effects of velocity com-
ponents and geometry configuration can be assessed 
through the AF analysis.  
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(a) 

 
(b) 

Figure 2. MIMO AF of (a) Sparse frequency waveforms (b) Single LFM signal, at zero Doppler frequency. 

 
As we can see from above analysis, the ambiguity 

function of the proposed MIMO-HFSWR system de-
pends on the system geometry configuration confined by 
all azimuth and elevation angles. Thus, we can ignore the 
true position of transmitters and receivers. We here take 
nine transmitters and nine receivers located evenly over 

spatial region of (−π/4, π/4) for φ. Each transmitter will 
emit one LFM with an assigned start frequency. The 
pulse width is 100 us for all transmitters. The bandwidth 
of each LFM pulse is 500 kHz. The nine start frequencies 
of LFM waveforms are defined as the sequence of {5, 6, 
7, 8, 9, 8, 7, 6, 5} MHz. Orthogonality can be achieved 
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by sequentially transmitting at transmitters or by setting 
the first five LFM waveforms to be up-chirps and the left 
four down-chirps [12]. We in this paper utilize the first 
mechanism. As a comparison, we also take an ambiguity 
function from a single LFM waveform with the same 
bandwidth and pulse width as well as the start frequency 
of 9 MHz. We also suppose to transmit it sequentially in 
time domain so that we can separate at each receiver the 

returns from different transmitters. By central coherent 
processing we can also get the results of AF as showed in 
Figure 2(b), which seems the same as that in [8]. 

The mesh plots of the AF are showed in Figure 2 and 
more details on resolutions and sidelobe characteristics 
are given in Figure 3 and Table 1. As is obvious from 
both Figure 3 and Table 1, the resolutions of MIMO- 
HFSWR are at the level of one wavelength for both 

 

 
(a) 

 
(b) 

Figure 3. Resolution and sidelobe performances of sparse frequency waveforms (solid line) and single LFM signal (dotted line) 
along (a) x-axis and (b) y-axis. 
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Table 1．Resolution and sidelobe characters of different waveforms. 

Item Sparse frequency waveforms LFM 

Resolution of x 0.31 wavelength 0.58 wavelength 

PSL-x –14.9 dB –3.2 dB 

Resolution of y 0.9 wavelength 1.6 wavelength 

PSL-y –13.5 dB –16.5 dB 

 

 
(a) 

 
(b) 

Figure 4. Resolution capacity in 3 point targets case (a) Sparse frequency waveforms (b) Single LFM waveform. 
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sparse frequency waveforms and single LFM waveform. 
And the resolutions of sparse frequency waveforms are 
even better than those of common LFM signals. This is a 
great improvement for azimuth resolution and even for 
range resolution from conventional several kilometers to 
several tens meters. Meanwhile, as HFSWR always 
works in a highly congested spectrum environment, the 
sparse frequency waveform approach can provide better 
flexibility on choosing available channels than wave-

forms confined in only one channel. The sidelobes of 
x-axis and y-axis are well below –13 and –14 dB for 
sparse frequency waveforms, respectively, which is a 
significant improvement compared with the side lobe 
level from the single LFM waveform within the same 
channel. It demonstrates that the sidelobe levels can be 
suppressed by frequency diversity in random arrays [13]. 
This is another advantage of sparse frequency waveform. 

Multiple targets case are illustrated in Figure 4, where 

 

 
(a) 

 
(b) 

Figure 5. Bandwidth effect on resolution and sidelobe performance along (a) x-axis and (b) y-axis. Solid line is associated with 
bandwidth 50 KHz, while the dotted line is 500KHz. 
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(a) 

 
(b) 

Figure 6. Ambiguity functions of (a) Configuration 1 and (b) Configuration 2 in case 1 with velocity [vx, vy] = [500, 500] m/s. 
Configuration 1 (9×9), Configuration 2 (5×5), both evenly distributed in (−π/4, π/4). 

 
three targets are located in [0, 0], [0, 10], and [–10, –10]. 
The coordinate system is expressed in multiples of 
wavelength. As we can see, by using sparse frequency 
waveform set, the system can better distinguish different 
targets than by using waveform set in the same channel. 

Bandwidth effect is illustrated in Figure 5. We take a set 
of sparse waveforms like that mentioned above. The dif-
ference is that the bandwidth is 50 KHz for each wave-
form. From Figure 5 we can see that even with smaller 
bandwidth, the resolution capacity is not much impacted. 
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(a) 

 
(b) 

Figure 7. Resolution and sidelobe performance along (a) x-axis and (b) y-axis in case 1 with velocity [vx, vy] = [500, 500] m/s. 
Configuration 1 (9×9), Configuration 2 (5×5), both evenly distributed in (−π/4, π/4). 

 
However, the PSL performance is deteriorated. The PSL 
in x-axis is about –12.9 dB and is about –10 dB in y-axis 
for this waveform set. Thus, we can see that the larger 
the bandwidth adopted, the lower the sidelobes in both 
x-axis and y-axis.  

In this case study, the simulation results demonstrate 
that MIMO-HFSWR with sparse frequency waveform 
has superior resolution than conventional HFSWR in 
both range and downrange domain. Sidelobe levels can 
be suppressed by using sparse frequency waveforms. 
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Further work will be focused on the suppression of 
sidelobe levels by waveforms with effective frequency 
diversity scheme. 
 
4. Doppler and Geometry Factor 
 
As HFSWR is always operated in Doppler circumstances, 
the AF with Doppler effects should be further investi-
gated. Meanwhile, unlike monostatic radar the distrib-
uted MIMO radar is confined by the geometry configura-
tion. Thus the geometry factor should also be investi-
gated. Two cases are given below to investigate the 
Doppler and configuration effect.  

In Case 1, we study the configuration effect. Target of 
this case is with velocity of [vx, vy] = [500, 500] m/s. This 
is a high velocity target case corresponding to air targets. 
There are two configurations. For Configuration 1, in the 
region of (–π/4, π/4) there are nine transmitters and nine 
receivers, evenly distributed. The transmitting wave-
forms are defined as those in Section 3 except that each 
one has 10 kHz bandwidth. For practical HFSWR appli-
cation, only a limited number of continuous clear chan-
nels with bandwidth of a few kilo-Herz in the 3-30 MHz 
high frequency band can be found and used at a time 
when interference is considered [1,2]. Thus, 10 kHz 
bandwidth is used for a much more similitude in real 
condition of the HFSWR system. For Configuration 2, in 

the same region of (–π/4, π/4) there are five transmitters 
and five receivers, evenly distributed. The waveforms are 
the first five used in Configuration 1 of Case 1. Thus, the 
total spectra employed by these two configurations are 
the same. As illustrated in Figure 6, Figure 7, both con-
figurations in this case show high resolution capabilities. 
However, Configuration 1 with more transmit-receive 
pairs shows better sidelobe performance in both x-axis 
and y-axis. The PSL in x-axis is about –12 dB and is 
about –10.5 dB in y-axis for Configuration 1. Based on 
our numerous simulation experiments, it is found that as 
more pairs of transmitter and receiver are set in a much 
wider spatial region, the resolutions can be slightly im-
proved and the PSLs of y-axis and x-axis can be further 
reduced. However, systematic study on the PSLs reduc-
tion through geometry optimization will be explored in 
the future.  

In Case 2: we have four velocity settings like [0, 0] 
m/s, [100, –100] m/s, [–10, 5] m/s, and [500, 500] m/s. 
The geometry configuration in Case 2 is the same as 
Configuration 1 in Case 1. We also take the waveform 
set of Configuration 1of Case 1 in this case study. Figure 
8 shows the results of Case 2. We can see from Figure 8 
that the proposed system shows similar characteristics in 
different Doppler context, which means the resolution 
and PSL performance are both insensitive to Doppler 
frequency. Thus, for both high speed air targets and low 

 

 
(a) v=[0,0] m/s                                     (b) v=[100, −100] m/s 

 
(c) v=[−10,5] m/s                                  (d) v=[500,500] m/s 

Figure 8. Ambiguity functions of different velocity with Configuration 1. 
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velocity surface targets, the proposed system can also 
have high resolution performance.  
 
5. Conclusions 
 
In this paper, the concept of distributed MIMO-HFSWR 
radar transmitting sparse frequency waveforms is pro-
posed. The AF of this proposed system is derived in de-
tail. Potential advantages of the proposed system on 
resolution capacity and PSL performance are assessed 
through AF analysis and simulations. The impacts of 
Doppler effects and the geometry configuration factor 
are also studied. It has been found that the system has 
several distinguished characteristics. Firstly, the range 
resolution and the azimuth resolution can be improved to 
the level of one wavelength, namely, only tens meters 
and the PSL is reduced to a much lower level with sparse 
frequency waveforms. Meanwhile, the resolutions are 
not restricted by individual bandwidth while the PSL can 
benefit from large bandwidth. Secondly, the performance 
of fine resolution and low PSL are insensitive to the 
Doppler effects. Thus, for both high speed air and low 
velocity surface targets, the proposed system also has 
high performance. Thirdly, the resolution capacity and 
PSL performance can be optimized through geometry 
configuration optimization. In addition, multistatic con-
figuration provides large flexibility to find a proper place 
to locate the radar transmitters and receivers; by using 
sparse frequency waveforms, it is much easier to find 
more available channels in different locations thus the 
co-channel interference can be avoided and the perform-
ance can be further improved. Further studies will be 
conducted on the surveillance strategy and high quality 
waveforms with better AF performance. Meanwhile, 
synchronization problem should also be paid special at-
tention to so that coherent processing can be conducted 
perfectly. 
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Abstract 

A category of techniques for secret data communication called steganography hides data in multimedia me-
diums. It involves embedding secret data into a cover-medium by means of small perceptible and statistical 
degradation. In this paper, a new adaptive steganography method based on contourlet transform is presented 
that provides large embedding capacity. We called the proposed method ContSteg. In contourlet decomposi-
tion of an image, edges are represented by the coefficients with large magnitudes. In ContSteg, these coeffi-
cients are considered for data embedding because human eyes are less sensitive in edgy and non-smooth re-
gions of images. For embedding the secret data, contourlet subbands are divided into 4×4 blocks. Each bit of 
secret data is hidden by exchanging the value of two coefficients in a block of contourlet coefficients. Ac-
cording to the experimental results, the proposed method is capable of providing a larger embedding capacity 
without causing noticeable distortions of stego-images in comparison with a similar wavelet-based steg-
anography approach. The result of examining the proposed method with two of the most powerful steganaly-
sis algorithms show that we could successfully embed data in cover-images with the average embedding ca-
pacity of 0.05 bits per pixel. 

Keywords: Information Hiding, Steganography, Steganalysis, Contourlet Transform 

1. Introduction 
 
Steganography methods hide the secret data in a cover 
carrier so that the existence of the embedded data is un-
detectable. The cover carrier can be different kinds of 
digital media such as text, image, audio, and video [1]. In 
a successful steganography method the carrier medium 
does not attract attentions. The security of the steg-
anography methods is mostly influenced by the kind of 
cover media, the method for selection of places within 
the cover that might be modified, the type of embedding 
operation, and the number of embedding changes that is 
a quantity related to the length of the embedded data.  

The aim of the steganography methods is to commu-
nicate securely in a completely undetectable manner. As 
the steganography techniques progress, there is an in-
creased interest in steganalysis algorithms which their 
main goal is detecting the presence of hidden data.  

Many steganography methods have been proposed and 
several stego-products have been developed (e.g., EzS- 
tego [2]) in which an innocuous-looking image is used as 
the cover-image to conceal the secret data. In these me- 
thods, the secret data is embedded into the cover-image 

by modifying the cover-image to form a stego-image.  
Some image hiding systems use uncompressed images 

(e.g., BMP) or lossless compressed images (e.g., GIF) as 
cover-images. These images potentially contain visual 
redundancy so that they can provide large capacity to hide 
secret data. For reducing transmission bandwidth and 
storing space, the JPEG is currently the most common 
format for images that are used on the Internet. Therefore, 
embedding techniques in Discrete Cosine Transform 
(DCT) domain are popular because of the large usage of 
JPEG images. Although modifications of properly se-
lected DCT coefficients during embedding process will 
not cause noticeable visual artifacts, nevertheless they 
cause detectable statistical degradations. Various steg-
anography methods like F5 [3], Outguess [4], Model- 
based (MB) [5], Perturbed Quantization (PQ) [6], and 
YASS [7] have been proposed with the purpose of mini-
mizing the statistical artifacts which are produced by 
modifications of DCT coefficients.  

On the other hand, some steganography methods 
based on wavelet transform have been presented. In [8], 
a steganography method based on wavelet and modulus 
function is proposed. In this method, the capacity of a 
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cover-image is determined considering the number of 
wavelet coefficients with larger magnitude. 

Embedding data in adaptively selected parts of cover- 
images such as regions having edges and texture en-
hances the security of stego-images [9]. An adaptive 
steganography method attempts to provide secure em-
bedding by ensuring that the changes introduced into the 
cover-images remain consistent with natural properties 
of them. Since human eyes are less sensitive in edgy and 
non-smooth regions of images, modifications in these 
parts of cover-images are less detectable. 

In [10] we proposed a new steganography method that 
embeds secret data in contourlet coefficients of images. 
In this paper, we describe the method introduced in [10] 
with more details and complete our experiments with a 
larger image database. In this paper, we introduce Cont-
Steg, which is a method based on contourlet transform 
for hiding data in images. In ContSteg, contourlet trans-
form is applied to capture significant image coefficients 
across spatial and directional resolutions. Multiresolution 
flexibility, local and directional image expansion in the 
contourlet image representation, allow for easy subband 
processing [11]. To increase the embedding capacity and 
quality of stego-images compared to previous methods, 
we embed the secret data in proper contourlet coeffi-
cients of the cover-image. The embedding algorithm 
takes advantage of adaptive methods by embedding data 
in non-smooth regions of cover images. In this way, the 
visual degradation caused by the steganography method 
can be mitigated because the secret data is embedded in 
higher contourlet coefficients in edgy and non-smooth 
areas that can visually hide this information better [12]. 
The embedding process is carried on by changing the 

value of two contourlet coefficients to hide one bit of 
secret data. 

The experimental results illustrated that the proposed 
method can hide much more data while maintaining a 
good visual quality of stego-images compared to the 
similar wavelet-based steganography methods. We veri-
fied that by employing two well-known and efficient 
steganalysis methods. They could not discriminate be-
tween clean and stego-images reliably.  

The rest of this paper is organized as follows. In Sec-
tion 2, we introduce the proposed steganography method, 
ContSteg, and discuss the main characteristics of con-
tourlet transform. Performance of the presented method 
is analyzed in Section 3 and finally, we conclude this 
paper in Section 4. 
 
2. ContSteg 
 
Using suitable representation domain and proper coeffi-
cients to embed data, can result in stego-images with 
higher quality. Consequently, higher embedding capacity 
and enhanced security are provided. Accordingly, in this 
paper, a new method is proposed which is called Cont-
Steg. It takes advantage of a multiscale framework and 
its directionality to extract the appropriate places of an 
image to hide data. ContSteg like other steganography 
methods consists of an embedding process and an extrac-
tion process. Figure 1 shows the block diagram of em-
bedding and extraction processes of ContSteg. The details 
of these processes are described in the following subsec-
tions. 

 

 

Figure 1. The block diagram of ContSteg steganography method, (a) Embedding process, (b) Extraction process. 
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(a,b) 

(c,d)

(c) (a) 

 (b)

Figure 2. Embedding data in contourlet coefficients of an image, (a) Original input image, (b)Visualization of contourlet de-
composition of an image into one pyramidal level and sixteen directional subbands, (c) A 4×4 block of contourlet coefficients 
and the place of two coefficients for embedding. 

 
2.1. Hiding Data in Contourlet Coefficients 
 
Contourlet transform is one of several transforms devel-
oped in recent years, aimed at improving the representa-
tion sparsity of images over the wavelet transform. The 
main feature of this transform is the potential to handle 
2-D singularities efficiently, i.e. edges, unlike wavelet, 
which can deal with point (i.e.1-D) singularities exclu-
sively [13]. Contourlet transform is a directional exten-
sion of wavelet transform that fixes the wavelet sub-
band-mixing problem and improves its directionality. 
Two-dimensional wavelet transform produces one ap-
proximation subband, and three details subbands, corre-
sponding to the horizontal, vertical, and diagonal direc-
tions. The diagonal subband mixes the directional infor-
mation oriented at 45◦ and 135◦. The main idea of con-
tourlet is to find some directional extensions to divide 
further each detail subband of the wavelet into a number 
of directions. This transform is based on a double filter 
bank structure by combining the Laplacian pyramid with 
a directional filter bank [14]. Figure 2 shows an image 
that is decomposed into one pyramidal level and sixteen 
directional subbands (higher coefficients are colored 
white).  

Because of the subband-mixing problem in wavelet 
transform, manipulating one coefficient in diagonal sub-
band affects the value of other relevant coefficients in 
other directions. We used the effectiveness of contourlet 
transform in image decomposition to separate directions. 
Hence, manipulating the value of a coefficient in the 
contourlet subbands has less effect in the quality of the 

image than changing a coefficient in wavelet subbands. 
Furthermore, most of the current existing steganalysis 
algorithms are limited to the domain of spatial, wavelet, 
and DCT transform. Therefore, distinguishing cover- 
images from stego-images (constructed by embedding 
data into their contourlet coefficients) is not easy by 
these steganalysis algorithms. Accordingly, considering 
the fact that higher embedding efficiency translates into 
better steganographic security, more secure stego-images 
are achieved using the proposed method.  
 
2.2. Embedding Process 
 
The embedding process is done in the following steps: 

Step 1: The cover-image is decomposed with one py-
ramidal level and sixteen directional contourlet 
transform.  

Step 2: The regions of the subbands in which the data can 
be embedded are identified. Then the embedding 
process determines higher contourlet coefficients 
in these regions that can be used for embedding.  

Step 3: According to Kerckhoffs’ principle [15], the 
embedding algorithm is supposed to be known to 
the public. Therefore, the embedding process may 
use an embedding key so that only the legal user can 
successfully extract the embedded data by using 
the corresponding extraction key in the extraction 
process. Accordingly, a key that is a seed for gener-
ating a random sequence is considered to provide 
the embedding location addresses of 4×4 blocks.  

Copyright © 2009 SciRes.                                                                                 WSN 



H. SAJEDI  ET  AL. 
 
166 

Step 4: In this step, the embedding module is activated. 
The place of two coefficients in each block are 
chosen by the embedding module and agreed 
upon by both send and receive parties. These two 
coefficients are suitable for embedding if both of 
them belong to the higher coefficients set. The 
embedding module hides each bit of the secret 
data by comparing and if needed exchanging the 
values of two contourlet coefficients in non- 
smooth regions of the image. We use two coeffi-
cients that are shown in Figure 2(c). A 4×4 block 
encodes bit 1 if its coefficient(a,b) >= coeffi-
cient(c,d) and bit 0 otherwise. Two coefficients are 
swapped if their values do not match with the bit to 
be encoded. Since the JPEG compression, round-
ing in computation, and non-orthogonality of 
contourlet transform can affect the relative size of 
the coefficients, the embedding module ensures 
that |coefficient(a,b) -coefficient(c,d)| > t , where 
t is a value that represents the tradeoff between 
image quality and hidden data retrieval error rate. 
We set t =2 experimentally. Due to the cases we 
mentioned before, manipulating the value of co-
efficients may cause loss of the embedded data in 
inverse contourlet transform. In addition, it may 
affect the value of neighborhood coefficients and 
thus the embedded data in such neighborhood may 
be lost. To maintain a high level of similarity be-
tween the original clean and stego-images, and to 
have minimum loss in extracted data, each can-
didate coefficient for embedding should has a 
distance form other candidate coefficients. Con-
sidering these properties, we embed each bit in 
coefficient block of size 4×4. In this fashion, a 
candidate coefficient has the least closeness to 
other candidates. Figure 3 shows a part of a con-
tourlet subband, which has some 4×4 blocks. As 
the figure shows, candidate coefficients for em-
bedding are considered far from other candidates. 

 
2.3. Extraction Process 
 
The stego-key used in the embedding process should be 
shared by both the sender and receiver so that the em-
bedded data can be extracted by a legal receiver. The 
extraction module consists of the following steps: 

Step 1: Decompose stego-image with a one level con-
tourlet transform.  

Step 2: Recognize higher contourlet coefficients. 

Step 3: Form the random sequence by using the same 
key as the sender has used. 

Step 4: Retrieve the embedded data by comparing co-
efficient (a,b) and coefficient(c,d) in each 4×4 co-
efficient block. If coefficient(a,b) >= coefficient 

 

Figure 3. A part of a contourlet subband with some 4×4 
blocks. Candidate coefficients (shown in dark gray) for 
embedding are at least one pixel apart from other candi-
dates. 

(c,d) , the hidden bit is 1 and it is 0 otherwise. 

Figure 1(b) shows the block diagram of the extraction 
process of ContSteg. 
 
3. Experiments 
 
We did different experiments to assess the efficiency of 
the proposed method. We collected 1000 images from 
some typical images and some random ones from Wash-
ington University image database [16]. All images were 
converted to grayscale and cropped to size of 512×512. 
The JPEG quality factor of images is 75. To obtain a 
stego-dataset, for each cover-image a random binary data 
was embedded using ContSteg. Therefore, in our data-
base we have 2000 images, 1000 cover-images, and 1000 
stego-images. 
 
3.1. Efficiency of ContSteg 
 
In this experiment, we assess the efficiency of ContSteg 
in terms of quality of stego-images and embedding rate 
of ContSteg.  
 
3.1.1. Calculation of Embedding Rate 
In the proposed method, the desired frequency partition-
ing for a N×N size image by contourlet transform con-
tains of sixteen directional subbands of size N/8×N/2 in 
first level of decomposition. By embedding one bit of 
secret data in each 4×4 block of all subbands, the em-
bedding capacity of an image will be (N×N)/16. If C 
percents of coefficients are used for embedding, then the 
embedding rate is C/16 bits per pixel. In most of the 
steganography methods based on wavelet transform, ap-
proximation subband is not used for embedding. Because  
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(a) Cover-image (b) Embedding Locations (c) Stego-image and its PSNR 

  

  PSNR= 46.45 (dB) 

  

  PSNR= 44.88 (dB) 

  

  PSNR= 43.95 (dB) 

  

  PSNR= 44.28 (dB) 

Figure 4. Computing the quality of stego-images, (a) Cover-image, (b) Proper locations for embedding are colored white, (c) 
Stego-image with its PSNR. 

 
changing the coefficients in approximation subband im-
poses a large distortion in the stego images. Hence, in 
this case the embedding rate should be very low. There-
fore, for a N×N image, in the first level of decomposition, 
the number of contourlet coefficients is (N×N)/4 more 
than wavelet coefficients. Therefore, more embedding 

rate can be archived in this domain. For a 512×512 size 
image, the number of contourlet coefficients is 262144. 
This number is equal to the number of image pixels. If 
we keep 50 percent of higher coefficients, we have 
131072 coefficients. If one bit is embedded in each 4×4 
block, the maximum rate for embedding is about 0.03  
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bits per pixel. By this configuration, in the best condition 
(since we embed only in coefficients with higher ampli-
tude, a block is proper for embedding if it has coeffi-
cients with higher amplitude) we can embed 8192 bits of 
data in the mentioned image. Using greater percent (C 
>50) of coefficients with higher amplitude for embed-
ding provides higher embedding rate (>8192).  
 
3.1.2. Computing the Quality of Stego-Images 
In this evaluation, we consider perceived quality of 
stego-images. Figure 4 shows some cover-images, the 
locations to embed data and the stego-images after em-
bedding 5600 bits. The results show that the quality of 
stego-images is high, and unintended observers cannot 
be aware of the existence of hidden data in it. The im-
perceptibility is evaluated by the objective quality meas-
urement PSNR (peak signal to noise ratio) [17]: 

2255
10 logPSNR

MSE

 
  

 
             (1) 

where MSE represents the mean square error between the 
cover-image x and the stego-image y both of size 
512×512. 

512 512
2

1 1

1
(

512 512 ij ij
i j

)MSE x y
 

            (2) 

Figure 5 shows the average PSNR for images of size 
512×512 after embedding the secret data of size 3000 to 
12000 bits in wavelet and contourlet coefficients of im-
ages. In this figure, the points on the curve correspond to 
the average PSNR of stego-images in the database with 
certain payloads. For example, for payload of 3000 bits 
some stego images in our database has PSNR above 45 
(dB) and some other have PSNR below 35 (dB) but av-
eragely PSNR is about 38.8 (dB). The embedding and 
extraction processes in wavelet and contourlet domains 
are the same. The results show that embedding in con-

tourlet transform domain increases the quality of stegoi-
mages. 
 
3.2. Protection against JPEG Compression 
 
Due to the rounding in computation, and non-orthogo-
nality of wavelet and contourlet, embedding methods in 
both of these domains have less than 1% loss of the se-
cret data in the worst case. For lossless data recovery, we 
have to use a redundancy factor in an error correction 
framework. Table 1 shows the evaluation of proposed 
steganography technique against JPEG compression. As 
we see, the proposed method has not a good robustness 
against compression but with the cost of lower quality 
stego-images (e.g. using hamming code algorithm that 
makes the secret data secure with added redundancy), 
higher robustness against compression can be achieved. 
 
3.3. Steganalysis Results 
 
Wavelet-based steganalysis (WBS) [18], and Feature- 
based steganalysis (FBS) [19], and Contourlet-based 
(CBS) [20] methods are used to evaluate the security of 
ContSteg. In WBS, a Fisher Linear Discriminator (FLD) 
and in FBS and CBS, a nonlinear Support Vector Ma-
chine (SVM) is trained to discriminate between clean 
and stego-images. 1200 images (600 cover and 600 stego 
images) from database were chosen randomly for testing, 
while the remaining 800 images were used for training. 
This partitioning was repeated ten times, with different 
random subsets used for training and testing each time. 
The average of detection accuracy is shown in Table 2. 
The accuracy is the average of true detection of both 
stego and clean-images. As can be seen, the detection 
accuracy is about 50% and the proposed method with 
payload of approximately 0.05 bits per pixel cannot be 
reliably detected by the applied steganalyzers. 

It is shown in [21] that the average embedding capacity 
of existing steganography methods for grayscale JPEG
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Figure 5. Comparing the quality of stego-images produced by wavelet-based and contourlet-based steganography methods. 
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Table 1. Retrieval error rate of hidden data after JPEG compression. 

Secret Data Size (bits) Quality Factor Retrieval Error Rate (%) 

5,000 90 , 70 , 50 10 , 14 , 20 

10,000 90 , 70 , 50 13 , 18 , 26 
 

 

Table 2. Accuracy of WBS, FBS, and CBS steganalysis methods on detection of stego-images produced by ContSteg. 

Secret Data Size (bits) Steganalysis Method Average Detection Accuracy (%) 

5,000 WBS 51 

FBS 53 
 

CBS 59 

10,000 WBS 53 

FBS 54 
 

CBS 63 

15,000 WBS 58 

FBS 61 
 

CBS 68 

 
images with quality factor of 70 is approximately 0.05 
bits per non-zero AC DCT coefficient. For a 512×512 
image, 4096 blocks of size 8×8 is existed. Usually 20 
AC DCT coefficients are considered non-zero. Therefore, 
we have 4096×20=81920 non-zero coefficients. Hence, 
the capacity is 81920×0.05=4096 which is 4096/ 
(512×512) =0.015 bits per pixel. We see that our pro-
posed method has higher embedding capacity. 
 
4. Conclusions 
 
Steganography that is a branch of information hiding 
technology aims to hide a secret data securely in a cover 
media for transmission. Embedding rate and stego-image 
quality are two important criteria in evaluating a steg-
anography method. In this paper, a new secure and adap-
tive steganography is presented which is called ContSteg. 
It embeds a secret data in contourlet transform coeffi-
cients of an image. Since embedding data in non-smooth 
and edgy regions of the image causes less delectability, 
these regions of the image are identified in contourlet 
domain and the secret data is embedded in the corre-
sponding coefficients. According to the experimental 
results, in comparison with wavelet domain approach, 
the proposed steganography method increases embed-
ding rate and image quality of the stego-images by hid- 
ing the secret data in contourlet coefficients correspond-
ing to high frequencies. The results of our experiments 
show that employing two of powerful steganalyzers on 
stego-images produced by our method, they could not 

discriminate between stego and clean-images reliably. 
In general, ContSteg is a secure steganography method 
that provides high embedding capacity and high image 
quality. 
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Abstract 

A novel algorithm for the direction of arrival (DOA) estimation based on the fractional Fourier transform 
(FRFT) is proposed. Firstly, using the properties of FRFT and mask processing, Multi-component LFM sig-
nals are filtered and demodulated into a number of stationary single frequency signals. Then the 
one-dimensional (1-D) direction estimation of LFM signals can be achieved by combining with the tradi-
tional spectrum search method in the fractional Fourier (FRF) domain. As for the multi-component LFM 
signals, there is no cross-term interference, the mean square error (MSE) and Cramer-Rao bound (CRB) are 
also analyzed which perfects the method theoretically, simulation results are provided to show the validity of 
our method. The proposed algorithm is also extended to the uniform circular array (UCA), which realizes the 
two-dimensional (2-D) estimation. Using the characteristics of time-frequency rotation and demodulation of 
FRFT, the observed LFM signals are demodulated into a series of single frequency ones; secondly, operate 
the beam-space mapping to the single frequency signals in FRF domain, which UCA in array space is 
changed into the virtual uniform circular array (ULA) in mode space; finally, the DOA estimation can be 
realized by the traditional spectral estimation method. Compared with other method, the complex 
time-frequency cluster and the parameter matching computation are avoided; meanwhile enhances the esti-
mation precision by a certain extent. The proposed algorithm can also be used in the multi-path and Doppler 
frequency shift complex channel, which expands its application scope. In a word, a demodulated DOA esti-
mation algorithm is proposed and is applied to 1-D and 2-D angle estimation by dint of ULA and UCA re-
spectively. The detailed theoretical analysis and adequate simulations are given to support our proposed al-
gorithm, which enriches the theory of the FRFT. 

Keywords: DOA Estimation, The Fractional Fourier Transform, UCA, ULA, LFM 

1. Introduction 
 
In various applications of array signal processing such as 
radar, sonar, communications, and seismology, there is a 
growing interest in estimating the DOA of LFM signals 
by dint of time-frequency analysis tools. G. Wang [1] 
proposed an iterative algorithm based on time-compen-
sation, but the initial estimate is necessary. Using inter-
polation in the spatial time-frequency distribution matri-
ces (STFD’s) [2], Gershman [3] extended the signal 
subspace technique and estimated effectively DOA of 

LFM signals, however Gershman’s approach presences 
model biases in addition to time consuming. The above 
Wigner-Ville distribution (WVD) based methods conse-
quentially suffer from the disturbance of cross-terms in 
the presence of multi-component signals.  

Using a new time-frequency analysis tool-FRFT, di-
rection estimation of LFM signals has been proposed in 
Reference [4]. However, only maximal energy concen-
tration point is selected as estimate data, easily interfered 
by surroundings. In this paper, a new FRFT based algo-
rithm is proposed. Firstly, Observed signals are separated 
into a number of single components by adding an adap-
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tive filter in the FRF domain. Secondly, the separated 
components are demodulated into stationary signals. Fi-
nally, the 1-D DOA of LFM signals can be estimated by 
the traditional spectrum search method. This algorithm 
digs two dimensional time and frequency information 
without the initial estimate, frequency focusing and pa-
rameter partnership. With the increasing of the Sig-
nal-to-Noise ratio (SNR), the MSE is quite closed to the 
CRB [5], for multi-component signals, cross-terms and 
non-linear optimize operation are also avoided. 

For the UCA widely used in the third generation mo-
bile communication system, the time-frequency charac-
teristics of the FRFT are combined with the beamform-
ing technology in FRF domain, an algorithm for the 2-D 
DOA estimation of the multi-component LFM signals is 
also proposed. Compared with other methods, the preci-
sion is enhanced by a certain extent. Simulation verifies 
the method to be effective in the multipath and Doppler 
frequency shift existed complex channels. 
 
2. Background Knowledge of FRFT 
 
2.1. Definition and Properties of FRFT 
 
Recently the FRFT attracts more and more attention in 
the signal processing society, in 1980, Namias [6] firstly 
introduced the mathematical definition of the FRFT. 
Then Almeida [7] analyzed the relationship between the 
FRFT and the WVD, and interpreted it as a rotation op-
erator in the time-frequency plane. This characteristic 
makes FRFT especially suitable for the processing of 
LFM signals [8–9].  

As a generalization of the standard Fourier transform, 
the FRFT can be regarded as a counterclockwise rotation 
of the signal coordinates around the origin in the time- 
frequency plane. If the traditional Fourier transform of a 
signal can be considered as a / 2  counterclockwise 
rotation from the time axis to the frequency axis, the 
FRFT can be accordingly considered as a counterclock-
wise rotation from the time axis to the  axis with an 
angle

u
 , as illustrated by Figure 1.  

The FRFT of signal ( )x t is represented as  

( ) [ ( )] ( ) ( , )PX u F x t x t K t u dt 




      (1)  

where is called the order of the FRFT,p / 2p  , 

 denotes the FRFT operator and [pF ] ( , )K t u  is the 

kernel function of the FRFT  
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Figure 1. FRFT and WVD. 
 

This has the following properties, 
*( , ) ( , )K t u K t u                 (3) 

* ' '( , ) ( , ) ( )K t u K t u dt u u  



         (4) 

Hence, the inverse FRFT is  

( ) [ ( )] ( ) ( , )Px t F X u X u K t u du




      (5) 

Equation (5) indicates that signal ( )x t  can be inter-
preted as decomposition to a basis formed by the or-
thonormal LFM functions in the  domain, and the  
domain is usually called the fractional Fourier domain, in 
which the time and frequency domains are its special 
cases. The FRFT is a one-dimension linear transform and 
has the rotation-addition property. Essentially, the repre-
sentation of a signal in the fractional domains contains 
the information in both time and frequency domains of 
the signal; Thus the FRFT is considered as a time-fre-
quency analysis method and has close relationships with 
other time-frequency analysis tools. 

u u

In Reference [10], some important characteristics are 
expressed as  

2
2

/ 2 1 tan tan
[ ] exp(

1 tan 2 1 tan
p jct j u c

F e
c c

)
 
 

 


 
   (6) 

2

2

[ ( ) ] ( sin ) 4

exp[ ( sin cos cos )]
2

p jvt
pF x t e X u v b ac

v
j uv



  

  

 
      (7) 

2

[ ( )] ( cos )

exp[ ( sin cos / 2 sin )]

p
pF x t X u

j u

  

    

  


   (8) 

 
2.2. Discrete FRFT Computation 
 
In engineering applications, the discrete FRFT (DFRFT) 
is usually required. According to the definition of the 
FRFT, it is obvious that the numerical computation of 
the DFRFT is much more complicated than that of DFT. 
So far, there have been several DFRFT algorithms with  
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Figure 2. Normalized time-frequency support region. 

 
different accuracies and different complexities. In this 
paper, we select the decomposition algorithm proposed 
in Reference [11]. This algorithm decomposes the com-
putation of DFRFT to a convolution which can be com-
puted by FFT, and the result is very close to the output of 
continuous FRFT. In this algorithm, the signal represen-
tation in time domain and frequency domain should be 
approximately constrained with an interval of [ / 2T ,  

 and a bandwidth of / 2]T [ / 2, / 2F F ]  respectively, 

viz. the time-bandwidth product of the signal is N TF , 
and according to the uncertainty principle,  con-

stantly. If the sampling rate is selected as

1N

/s T T N , 

the discrete representations of the signal in time domain 
and frequency domain will have the same length, which 
is called the dimensionless normalized process and the 
principle can be shown in Figure 2. 

Therefore, Equation (1) can be expressed as     

2 2cot 2 csc cot( ) ( )j u j ut j tX u A e e e x t d     
 




  t    (9) 

where 

1 cot

2

j
A





  

For 0.5 1.5p  , signal  has a bandwidth 

which is at most 

2 cot ( )j te x  t

2F  and can be represented using 
Shannon formula 

2 2 2cot cot /(2 )( ) sin 2
2 2

N
j t j n F

n N

n n
e x t e x c F t

F F
   



           
    

  

(10) 

Substituting Equation (10) into Equation (9) and ex-
changing the sequence of the integral and the summation, 
we have 

 
2 2cot 2 csc / (2 ) cot / (2 )

( ) ( )

2 2

P

N
j u j un F j n F

n N

X u F x t

A n
e e e x

By quantizing the variable  in the fractional Fourier 
domain, Equation (11) can be finally discredited as 

u

2 2 2( 2 )/ (2 )( )
2 2 2

N
P j m mn n

n N

An n
X m F x e xF

F F F
   


 



             
  

(12) 

where ( )X m  denotes the DFRFT of signal ( )x t , 

cot   , csc  . This algorithm can be imple-

mented by FFT, and has a computation complexity of 

2og )N( lN [11]. 

 
2.3. Two Special FRF Domain 
 
WVD is an important non-stationary signal analysis tool, 
which has a very simple relationship with FRFT; viz. the 
WVD of FRFT is the coordinate rotation of the original 
signal’ WVD, while the shape of WVD keeps unchanged 
in the rotation. Therefore, a lot of the WVD-based signal 
processing methods can be substituted by FRFT. The 
relationship of the two time-frequency analysis tools can 
draw a conclusion that “time width ” and “fre-

quency width (

( )u
)v ” will change with the difference of 

the rotation angle. Considering two extreme cases, 
0,u v      or 0,v u     , from the above 

analysis, the former corresponds to the rotation an-
gle 1cot  

cot  

, LFM signal becomes an impact func-

tion, which domain is called energy concentrated FRF 
one. The latter corresponds to the rotation an-
gle , LFM becomes a single fre-

quency signal, which domain is called demodulated FRF 
one and is the base of the proposed algorithm in this pa-
per. By dint of the time-frequency rotation property of 
FRFT, the detection, extraction and parameter estimation 
of LFM signals can be easily achieved. 

1  / 2 

 
2.4. The FRFT of Gaussian White Noise 
 
Theorem 1: The FRFT of zero-mean Gaussian white 
noise is still Gaussian white noise. 

Proof: let subject to the ( )n t 2(0, )N   distribution, 

and  is its FRFT, the mean is ( )pN u

     ( ) [ ( )] [ ( )] 0p p
pE N u E F n t F E n t     (13) 

Because the FRFT is the linear transform, does not 
change the distribution characteristics of Gaussian noise. 
Therefore, the noise is still a zero mean Gaussian noise. 

2

F F



      





  
 



As for the second-order statistical properties of noise, 
the correlation of the white noise  can be defined 
as: 

( )n t

 (11) 

 * 2( ) ( ) ( )E n t n t              (14) 
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The correlation of  is defined as: ( )pN u

 
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Submit Equation (2) to Equation (15), and obtain: 
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
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

     (16) 

Due to Equation (16), we can see that the FRFT does not 
change the time-domain white characteristics of noise, 
while noise energy does not be changed. 

Assume the array noise is the zero-mean airspace one, 
viz. as for the array element k , the output noise is 
unrelated:  

(k l )

     * *( ) ( ) ( ) ( ) 0k l k lE n t n t E n t E n t    (17) 

The cross-correlation of the noise in FRF domain is 

 
 

*
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( )[ ( )]

( ) ( ) ( , ) ( , )

0

p p
k l

k l p p

E N u N u

E n t n K t u K u dtd 
 

 



     (18) 

The above equation shows, FRFT does not change the 
airspace white characteristics of noise. Therefore, we can 
draw a conclusion that FRFT does not change the statis-
tical properties of Gaussian white noise, the theorem 
certification has completed. 

Inference: as for the M  antenna array element, if the 
array output noise is zero mean and variance 2 , the 
noise covariance matrix in FRF domain is: 

 *( ) ( )p
N p pR E N u N u I  2

M     (19) 

 
3. 1-D DOA Estimation Algorithm 
 
3.1. ULA Array Model  
 
Let a ULA of M sensors receive LFM sources from 
the unknown directionsD 1 2{ , , , }D    , as illustrated by 

d

( )ks t

k

 

Figure 3. ULA and array model. 

 
Figure 3. The observed signal at the output of the th 
sensor can be described as  

i

1

( ) [ ] ( )
D

i k ik
k

ix t s t n


   t         (20)  

1,2, , 1i M          1,2, ,k D   
where, 

2( ) exp[ ( / 2)]k k ks t j t t          (21) 

( 1) cos /ik ki d c              (22)  

k , k  are initial frequency and FM rate, ( )ks t  is the 

th source in reference sensor k 1x .  is the additive 

white Gauss noise with variance 

( )in t
2 , which is assumed 

to be statistically independent with signal sources. ik  

is the th’s path delay,  is light velocity and  is 
sensor spacing. 

k c d

From (20) and (21), we get the direction matrix is 
time-variant; however the traditional estimation method 
is merely suitable for time-invariant signal model. 
Therefore, the traditional method cannot be used to the 
direction finding of LFM signals directly. 
 
3.2. 1-D Estimation Algorithm Description 
 
In this section, the main work is how to make the direc-
tion matrix time-invariant. The FRFT is actually a “Ro-
tation” of signal in time-frequency plane. An LFM signal 
can be turned into an impulse in a proper fractional do-
main, for the ULA model, signal ( )ks t

'k

 will present an 

impulse while the rotation angle cot k    . There 

will be the energy concentration, consequently a distinct 
peak will appear in that FRF domain, whereas the noise 
energy is distributed much more symmetrically in the 
entire time-frequency plane and will not be concentrated 
in any FRF domain [12].  

Using (20) and (21), we get that path delay can not 
change the FM rates, so the impulse corresponding rota-
tion angles of signal ( )ks t  are same in every sensor. 

Then Equation (20) is rotated with angle 'k
 by the 

FRFT from two sides: 

' ' ' '' ' '( ) ( ) ( ) ( )k k k k

D

i ik il i
l k

W u Y u Y u V u
   



   '     (23) 
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where, presents an impulse, and 

 are approximately considered as LFM signal 

and the white Gauss noise respectively.  

' '( )k
ikY u


)

' '( )k

D

il
l k

Y u





' '(k
iV u


Therefore, a mask operation is applied to (23) accord-
ing to the peak position , which is a narrowband 

filter with central frequency , and with a properly 

selected bandwidth , most energy of the signal 

 will be removed. This procedure can be re-

garded as an open loop adaptive time-varying filter 
whose central frequency varies linearly following the 
peak position .  

ikm

ikm

2L
' '( )k

ikY u


ikm

Signal  is performed the FFT (viz. FRFT 

of ). According to the rotation-addition property 
[10], the two procedures above are equivalence to one 
time rotation with angle 

' '( )k
ikY u


1p 

k  viz.  

3 / 2 cotk k    ; 

tank k                    (24) 

Using (6), (7) and (8), signal ( )ks t  is rotated with angle 

k by the FRFT can be expressed as  
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
 



   

 (25) 

where,  

21 tan
exp[ ( sin cos / 2)]

1 tan
k

k k k
k k

j
B j


  

 


 


  (26) 

From (25) and (26), it can be seen that LFM signal ( )ks t  

has been transformed into the single frequency signal 

in the FRF domain.  ( )k
kS u

Similarly, the FRFT of path delayed signal ( )ks t   

with rotation angle k can be expressed as  

2

2

[ ( )] exp( sin cos / 2)

exp( cos )exp[ ( cos sin )]

k
k k k

k k k k k

F s t B j

j ju

    

     

 

 
 (27) 

 

In practice,   is too small viz.  

sin cosk k

2exp( sin cos / 2) 0k kj            (28) 

Substituting (28) into (27), we get  

2

2

[ ( )]

exp( cos )exp( cos )

exp( cos ) ( )

k

k

k

k k k

k k k

F s t

B j ju

j S u







k   

 



 



 (29) 

From the above analysis, Using (25) and (29), the ob-
served signals described by (20) are performed the FRFT 
with rotation angle k  from two sides  

( ) ( ) ( )k k k
ik ik ikX u S u N u           (30) 

1, 2, , 1i M     

Equation (30) can be compactly represented by matrix 
form as follows  

( ) ( ) ( )k k k k
k k k kX u A S u N u         (31) 

1[ , , , , ]k T
k k ik MkA a a a             (32) 

where, denotes the transpose of matrix.  T

2

2

exp( cos )

2
exp( cos ( 1) cos )

ik ik k k

k k

a j

j i d

  
  




 
     (33) 

1 2( ) [ ( ), ( ), , ( )]k k k k
k k k MkX u X u X u X u       

1 2( ) [ ( ), ( ), , ( )]k k k k
k k k MkN u N u N u N u         (34) 

From (32) and (33), the direction matrix k
kA  is only 

relative to the direction information k , so the observed 

signal model has been time-variant in the FRF domain.  
In the FRF domain, the covariance matrix of the ob-

served signal can be defined as  

2[ ( ) ( )]k k k k k kH H
XX k k k SS kR E X u X u A R A      I    (35) 

where, H denotes the conjugate transpose of matrix. 
k

SSR is the auto-correlation matrix of signal sources. The 

composite covariance matrix (35) has the same structure 
as the covariance matrix arising in the case of stationary 
signals. Therefore, the DOA can be estimated by per-

forming eigendecomposition to k
XXR . Using the signal 

subspace k
NS  and the noise subspace k

NE , the space 

spectrum function of the th source in the FRF domain 
can be given by [13]  

k

( ) 1/ ( )k k k kH H
k k N NP A E E     kA       (36)  

( )kP   is performed an 1-D search and k can be obtain 

by the maximal peak rotation angle. Similarly, all the 
Direction of LFM signals can be estimated in turn. This k     
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algorithm is considered as FRFT based demodulation 
method. 

To summarize, the proposed algorithm can be formu-
lated as follows:  

1) The observed signals at all sensors are rotated with 
a continuously variable angle by the FRFT; per-
form a 2-D peak search in the ( , )m plan to obtain 
the maximal peak position  and corresponding 

rotation angle
ikm

'k
  respectively. 

2) Mask operations are applied according to at 

every sensor, then the filtered 
ikm

2L  points are per-
formed the FFT to obtain stationary signals conse-
quently.  

3) Get the covariance matrix of the stationary signals 
and perform eigendecomposition in the FRF do-
main, construct the spectrum function ( )kP  ac-

cording to (36).  
4) Perform 1-D peak search to ( )kP  and obtain the 

DOA of the th LFM signal. k

5) For multi-component LFM signals, all the direction 
can be estimated by repeating the above proce-
dures. 

 
4. 2-D DOA Estimation Algorithm Using UCA 
 
4.1. Introduction 
 
UCA has many advantages which the linear array cannot 
match. E.g. UCA can be implemented with all-direction- 
funding; its precision measurement does not change with 
the azimuth significantly and is fit for the system cor-
recting. UCA is the main receiving antenna of base sta-
tion system in the third generation mobile communica-
tion system. Thus, the UCA based DOA estimation has 
been a research hotspot in array signal processing. 
Mathwes [14] proposed an UCA-RB-MUSIC method, 
which can be only suitable for the stationary signals; 
however, the actually existed signals are non-stationary 
ones which are represented by LFM. Tao ran [4] pro-
posed an algorithm of LFM signal DOA estimation. 
However, the method does not apply to the UCA. 

Due to the above analysis, we propose a novel DOA 
estimation algorithm based on FRFT using UCA, as for 
the multi-component LFM signals, using the characteris-
tics of time-frequency rotation and demodulation of 
FRFT. Firstly, the observed signals are demodulated into 
a series of single frequency ones; secondly, operate the 
beam-space mapping to the single frequency signals in 
FRF domain, which UCA in array space is changed into 
the virtual ULA in mode space; finally, the DOA estima-
tion can be realized by the traditional spectral estimation 
method. The proposed algorithm mines the time, fre-
quency and spatial information maximally; compared 

with other method, the complex time-frequency cluster 
and the parameter matching computation are avoided; 
meanwhile enhance the precision [15]. As for the 
multi-component LFM signals, there is no cross-term 
interference, the proposed algorithm is also applicable 
for the multi-path and Doppler frequency shift channels. 
 
4.2. UCA Array Model 
 
Assuming  independent LFM signals and the pitch 
and azimuth angle is 

D

1 1 2 2{( , ), ( , ), , ( , )}D D      
N

 re-

spectively, the array element number of UCA is  and 
radius is , the center is the reference point of receiving 
antenna, as shown in Figure 4. Then the output of the 

th sensor is: 

r

i

1

( ) [ ] ( )
D

i k ik
k

ix t s t n


   t        (37) 

1,2, ,i N      1, 2, ,k D 

where,  
2( ) exp[ ( / 2)]k k ks t j t t            (38) 

sin cos( ) /ik k k ir c              (39) 

2 ( 1) /i i N                    (40) 

( )ks t  is the k th LFM source, and k  and k  are the 

initial frequency and FM rate respectively, ik  is the 

path delay and  is the light velocity.  is the ad-

ditive white Gaussian noise with zero mean and variance 

c ( )in t

2 , which is independent with signals. 
From the Equations (37) and (38), the direction matrix 

of observed signals is time-varying in UCA, while the 
traditional DOA estimation algorithm is only suitable for 
the time-invariant model, which cannot be used to deal 
with LFM signal directly. 
 
4.3. 2-D Estimation Algorithm Description 
 
From Equations (26) and (28), operate the FRFT to Equa-
tion (37) with the rotation angle k  from two sides: 

( ) ( ) ( )k k k
ik ik ikX u S u N u              (41) 


















DOA

X

Y

Z

r
kθ

k
i  

Figure 4. Uniform circular array. 
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The matrix form of Equation (41) is: 

( ) ( ) ( )k k k k
kX u A S u N u              (42) 

1[ , , , , ]k T
k ik NkA a a a                 (43) 

where,  donates the transpose of matrix. T

2

2

exp( cos )

exp( 2 sin cos( ) cos / )

ik ik k k

k k i k

a j

j r

  

    



  
  (44) 

From Equations (43) and (44), in appropriate FRF 
domain, direction matrix kA  is only related to angle 
information  , , viz. the observed signals have been 
transformed into unvaried smooth signal model. There-
fore, the mode excitation method can be used to estimate 
the DOA of LFM signals. 

The spatial beam former H
rF  in FRF domain is de-

fined as 
H H

r
HF Q CeR               (45) 

where, H  denotes the conjugated transpose of matrix. 

 1 0 1, , , , , ,MCe diag j j j j j         M     (46) 

( , , , , )H H
M o MR N Q Q Q            (47) 

Select the central Hilbert matrix, 

0'

1
[ ( ), , ( ), , ( )]M MQ v v v

M
             (48) 

0( ) [ , , , , , , ]jM j j j jMv e e e e e              (49) 

'2 /t M           (50) [ ,t M M  ]

where, the largest model number ,M kr ' 2 1M M  . 

Wave number 2 / ,k      is the initial frequency 

corresponding center wavelength of LFM signals. H
rF  

can change the UCA in the array space into the virtual 
ULA in the mode space, and finally, the DOA estimation 
can be achieved by the eigendecomposition based search 
method. 

Summarize the above and the main steps are as fol-
lows: 

1) The observed signals are continuously operated by 
FRFT; perform a 2-D peak search in the ( , )m  

plan to obtain the maximal peak position ikm  and 

corresponding rotation angle 'k
  of the k th 

LFM signal respectively. 
2) Select 2L  points whose center is ikm  and cal-

culate the FFT (FRFT with 1p  ), obtain the k th 

single frequency signal ( )k
ikX u . 

3) Let ( )k
ikX u  pass the beam switch H

rF , viz. 

( ) ( )

( ) ( )

k k

k k k

H
ik r ik

H H
r k r

Y u F X u

F A S u F N u

 

  



 
 , 

And calculate its covariance matrix 

[ ( ) ( )k k ]H
Y ik ikR E Y u Y u  . 

4) Define Re( )YR R , perform eigendecomposition 

to R  and obtain the signal subspace S  and 
noise subspace G . Construct: 

1
( , )

( , ) ( , )k k T T
ik k k ik k k

P
a GG a

 
  




,      

where, ( , ) ( , )H
ik k k r k ka F a   

k

, perform 2-D 

spectrum search and obtain   and k . 

5) As for the multi-component LFM signal, repeat the 
above process and obtain all the DOA of signals 
respectively. 

 
5. Performance Analysis and Simulation 
 
5.1. FRFT Property Simulation 
 
5.1.1. Simulation of FRFT and WVD 
As we all know, WVD is also one of the most important 
and most widely used time-frequency analysis tool, 
which is bound to FRFT with the existence of close ties. 
The derivation process is relatively complex; however, 
there is a very simple relationship between FRFT and 
WVD, that is, FRFT of WVD is the coordinate’s rotation 
form of WVD of original signal [10]. 

In order to validate the relationship between the FRFT 
and WVD, experiments of compute simulations are 
given. We assume a wideband LFM signal ( )s t  with a 

length of 1024, which is modeled as: initial frequency 
and FM rates are 9MHz  , 0.7 /MHz s   , sample 

frequency is 50sf MHz . The WVD of ( )s t  is shown 

in Figure 5 (a), ( )s t

5

 is performed the FRFT by the rota-

tion angle 0.1   and get the transformed signal 
. The WVD of the transformed signal  

is shown in Figure 5(b). Compared the two figures, it can 
be found that the WVD of  is just the rotation 

of the WVD of 

0.15 ( )S u 0.15 ( )S u

0.15 ( )S u

( )s t  by angle 0.15 , meanwhile the 

figure shape is invariable. So the FRFT is testified a kind 
of rotation arithmetic operators in the time-frequency 
plane. 
 
5.1.2. Two Special FRF Domain Simulation 

2( ) exp[ ( 2)]s t j t t   , signal model is: 1 9MHz  , 

1 1400000 /MHz s   . Sampling rate 50sf MHz , the 

number of snapshots is 1024. Perform continuous FRFT 
to signal and operate spectrum peak search, in the appro-
priate FRF domain, ( )s t  shows the ergy property of en

Copyright © 2009 SciRes.                                                                                 WSN 



H. T. QU  ET  AL. 
 
178 

 
(a) 

 
(b) 

Figure 5. (a) The WVD of The WVD of ( )t , (b) s 0.15π( )S u . 

 

 

 

(b) 

Figure 6. (a) Energy concentration property of FRFT, (b) 
Demodulated property of FRFT. 

 

concentration, as shown in Figure 6(a). The signal con-
tinues to be rotated 2  

ain, 

in FRF domain, viz. in the 

demodulated FRF dom ( )s t  shows the demodulated 

property, as shown in Figure 6(b). 
 
5.1.3. Gaussian White Noise Simulation 
Assume the complex Gaussian white noise is: 

( ) (1,1024) (1,1024)w n randn jrandn 
continuous FRFT to it, the energy distrib

 and perform 

ution of   

in different FRF domain is shown in Figure 7. We can 
see that the Gaussian white noise does not show energy 
concentration property in any FRF domain and can still 
be regarded as white noise. s theorem 1 is verified. 

 ( )w n

 Thu

 

 

Figure 7. Energy distribution in different FRF domain. (a) 
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5.2. 1-D DOA Estimation Simulation 
 
5.2.1. MSE and CRB Analysis 
The FRFT is a 1-D linear transform [10]. In the FRF 

domain  is approximately considered as the 

additive Gauss white noise. Therefore, the probability 

density  of signal

( )k
kN u

 function ( )k
kX u  represents normal 

school and the corresponding likelihood function can be 
expressed as  

2

2

1
[ ]

(2 ) ( / 2)

1
exp{ [ ] [ ]}

k

k k k k k k

k M M

H
k k k k k k

L X

X A S X A S



     

 





  
   (51) 

Using Reference [5], the CRB of the proposed method 
in the FRF domain can be represented as  



1( )RB

12
k k k k

k

H H H
2

Re ( ) ( ) ( ) ( )k H
k k k k k k k k

C

S d w I A A A A d w S k     



 
 

 


 

(52) 

where, 2  is the noise variance and I  is unit matrix, 

( ) /k
k kd w dA dw . 

Similarly, the MSE of the ed algorithm in the 
FRF domain can be represented as  

propos

1 ( )VAR    1
2

1 2 1 1 1
11

2
[ ( )[ ( ) ]

( )] / {[ ] [ ( ) ] }

k k k k

k k k k k

H H H
MU k k k k k k

H
k XX XX k k X

d w I A A A A

d w R R A A R

   

    


   

 

where, 

11X

(53) 

k
XXR is covariance matrix of the observed signals, 

e MSE of 
the proposed method will be more and more closed to the 
CRB with the increasing of the sensor number and the 
SNR. 
 
5.2.2. MSE and CRB Simulation 

 to d
u

 impinging from

11 denotes the first row and first line element of matrix.  

From (52) and (53), it can be obtain that th

[ ]

In order  validate the proposed metho , experiments of 
compute simulations are given. We ass me the ULA of  

6M   2D   far field wideband 

ar
LFM signals with a length of 1024, which is modeled as: 
initial frequency and FM rates e 1 200 Hz  ，

1 900 /Hz s   ; 2 200 Hz  ， 2 300 /Hz s 
0

2 70   respec-

, 

 and angles 

tively.

of arri

 Sample fre

val are 1
quency is

030
 s 900f Hz

e FRF dom

, the mask snap-

in. The input Sshots are 2 3L  00  in th a NR 
varies fr 15dB to 29dB with an interval 2dB, at each 
level of the SNR, we run 100 Monte-Carlo experiments, 

MSE of the proposed method and original method are 

 

Figure 8. MSE of proposed and original method. 

 

 

Figure 9. MSE and CRB of proposed method. 
 
shown in Figure 8. Obviously, the accuracy of our 
method has certain improvement comparing with the 
method proposed in the Reference [4]. 

In same assumption, the input SNR various from 
–15dB to 6dB with an interval 3dB, 100 times 
Monte-Carlo simulations are performed at each level of 
the SNR, MSE of the first signal and CRB are shown in 
Figure 9. It can be seen, the MSE of proposed method is 
closed to the CRB even at the lower SNR. 
 
5.3. 2-D DOA Estimation Simulation 
 
5.3.1. 2-D Estimation RMSE Simulation 

2D  two far-field LFM sources shoot the 20N   
0 050 ),   

1

UCA

( 3

om 

the 

 with the angle information 

} .  The signa
1 1{( 60 , 

l  model is:  0 0
1 10 , 70 )      

Copyright © 2009 SciRes.                                                                                 WSN 



H. T. QU  ET  AL. 
 
180 

200 Hz , 1 300 /Hz s  ; 2 200 Hz  , 2   

900 /Hz s . Sampling rate is sf   900Hz , number 

of snapshots is 1024, and the cover filter length is 
2 300L  . The Figure 10(a) gives the 2-D DOA 
tio

 RMSE (root 
ean square error, RMSE) comparison curves of the 

be seen in 
igure 10(b). The accuracy of our method has certain 

thm. 
 

estima-
n of signal one in the 0dB SNR. 
Change the input SNR range from 0dB to 20dB with 

the interval 5dB, firstly perform big step search to obtain 
the rough DOA estimation. Then run the high differen-
tiation search with the 0.001rad step. Run 300 time 
Monter-Carlo experiment respectively, the
m
proposed algorithm and literature one can 
F
improvement compared to the original algori

 
(a) 

 
     (b) 

Figure 10. (a) 2-D DOA estimation using UCA, (b) RMSE 
comparison curves using UCA. 

5.3.2. 2-D Estimation Performances in Complex 
Channel and Simulation 

In mobile communication system, the proposed algo-
rithm is applied to the complex channel which the multi- 
path and Doppler shift is existed simultaneously. In the 
same simulation conditions, viz. the random signal 
source model is: 



(54) 
where,

2

1

( ) exp( )exp[ ( ( ) ( ) / 2)]
E

k e e k e k e
e

s t M jf t j t t   


    

1 21, 0.9M M  , 

1 2 2f f

Doppler frequency shift is 

0,  , multi-path delay is 1 20, 1/ 900   . 

When the SNR is 0dB, the simulation result of signal one 
in most powerful path can be shown in Figure 11(a).  

 

 

(a) 

 
          (b) 

Figure 11. (a) 2-D DOA estimation in complex channel, (b
RMSE curves in complex ch l. 

) 
anne
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Change the input SNR range from –21dB to 0dB with 
the interval 3dB. Run 300 time Monter-Carlo experiment 
respectively, the RMSE comparison curves of signal one 
can be seen in Figure 11(b), which can show that the 
proposed algorithm is also effective in complex channel. 
 
6. Conclusions 
 
Analyzing the definition and characteristics of the FRFT, 
a novel DOA estimation algorithm has been presented
the implementation of the method, mask operation is
introduced to simply the filtering procedure with no ac-
curacy degradation. Demodulation operation is us
extend the application range of the traditional estimate
method without performance loss. Compared with other
methods, the veracity has certain improvement while th
cross-terms and interp oided. The prop
is also expanded to the timation using UCA,

 addition, the pro-
po

aking this method more reliable in theory and in prac-
rich the principle and applicatio
he optimization, the 2-D Cramer-R

is-
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Abstract 

Rate control is a key technology in the fields of video coding and transmission, and it has attracted a great 
attention and has been studied extensively. The TM5 framework of MPEG-2 is a classical rate control algo-
rithm and has being widely used. However, it has some underlying drawbacks during practical applications 
such as the poor rate control precision and high computational complexity. Hence, in this paper, a novel 
rate-control algorithm based on the TM5 framework is proposed. The drawback of the target bit allocation 
method of the original TM5 algorithm is firstly analyzed and improved. Then, a new rate-distortion model is 
incorporated into the rate control algorithm to implement rate prediction to enhance the rate-control precision. 
Meanwhile, the macro-block (MB) level rate control is adapted to be frame level to reduce the computational 
complexity. Experiments are conducted and some results are given. Compared with the original TM5 algo-
rithm, the improved novel algorithm not only can enhance the rate-control precision but also can reduce the 
complexity and the fluctuation of decoded image quality. 

Keywords: Rate Control, TM5, Target Bit Allocation, Rate-Distortion Model 

1. Introduction 
 
Rate control is a key technology in the fields of video 
coding and transmission [1,2]. With the rapid progress of 
video coding technology and explosion of video applica-
tions, it has attracted a great attention and has been stud-
ied extensively. The main objective of rate control is to 
optimally allocate available bits within video sequences 
to minimize visual distortion under the bit rate constraint. 
For a rate control algorithm, the rate-distortion perform-
ance and the computational complexity are two main 
issues that should be addressed. Although rate control is 
a normative part in video coding standards, almost all the 
main existing video coding standards have proposed their 
own recommendations on rate control over the last few 
years such as the TM5 algorithm of MPEG-2, the VM8 
algorithm of MPEG-4, the TMN8 algorithm of H.263 
and the F086/G012 of H.264 [3,4].  

As mentioned above, the rate control is an informative 
part in video coding standard, which means that this part 
is still open for research. It leaves the flexibility for de-
signers to develop suitable scheme for specific applica-
tions. Hence, this topic is still being studied extensively. 
Xu et al have proposed a novel Dynamic Video Rate 

Control (DVRC) technique which can enable adaptive 
video delivery over the Internet [5]. But its performance 
in heterogeneous network environments should be fur-
ther enhanced. Papadimitriou et al have proposed a novel 
rate control algorithm when hierarchical B-picture cod-
ing is used in H.264/AVC, where significant PSNR gains 
as well as accurate rate control precision can be achieved 
[6]. However, the computational load is high. For more 
other related works, the readers are referred to [2]. 

It is noted that, the TM5 rate control algorithm of 
MPEG-2 has obtained great attention and has been 
widely used. It implements rate control in macro-block 
level and mainly consists of three steps: target bit alloca-
tion, rate control and adaptive quantization. However, it 
also has drawbacks including poor rate-control precision 
and not low computational complex due to its macro- 
level quantification [7,8]. In this paper, a novel rate- 
control algorithm based on TM5 framework is proposed. 
The target bit-allocation of TM5 is improved and a new 
rate-distortion model is incorporated to implement rate 
prediction to enhance the rate-control precision. Mean-
while, the macro-block level rate control is adapted to 
frame level to reduce the computational complexity.  

The remaining of the paper is organized as follows: 
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The TM5 rate control algorithm is briefly reviewed in 
Section 2; the target bit allocation is analyzed and an 
improved rate-distortion model is introduced in Section 3; 
the proposed novel algorithm is introduced in Section 4; 
Section 5 shows the experimental results to evaluate our 
work; Section 6 concludes the paper. 
 
2. TM5 Rate Control Algorithm 
 
The TM5 rate control algorithm has been designed for 
MPEG-2 standard. It mainly consists of the following 
three steps: 
 
2.1. Target Bit Allocation 
 
The target number of bits for the next picture depends on 
picture-type and “universal” weighting factors. The tar-
get number of bits for different type of frames ( , , 

) are calculated by [9]: 
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where  is the remaining number of bits assigned to 
GOP, , are the number of P-pictures and 

B-pictures remaining in the current GOP, ,  are 

universal constants depending on the quantization matri-
ces. In most cases,  = 1.0 and  = 1.4.  
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(a) KP-QP curves of three P-frames 

 
(b) KB-QP curves of the six B-frames 

Figure 1. The (KP, KB)-QP curves of Alex sequence from 
one GOP. 

 

 
(a) KP-QP curves of the three P-frames 

 
(b) KB-QP curves of the six B-frames 

Figure 2. The (KP, KB)-QP curves of the Claire sequence 
from one GOP. 
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(a) KP-QP curves of the three P-frames 

 
(b) KB-QP curves of the six B-frames 

Figure 3. The (KP, KB)-QP curves of the Train sequence 
from one GOP. 
 
2.2. Rate Control 
 
The reference value of the quantization parameter for 
each macro-block (MB) is set as follows: jQ
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where r is the reaction parameter and given by 
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where  denotes the bit rate, denotes the frame 

rate.  
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2.3. Adaptive Quantization 
 
The final quantification parameter  for the jth 

Macro-block is given by 
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where is the normalized spatial activity meas-

ured for . 
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3. Improved Target Bit Allocation and Rate 

Distortion Model  
 
3.1. Improved Target Bit Allocation 

 
From Formulas (1), (2) and (3), it can be seen that , 

 are universal constants depending on the quantifi-

cation matrix, which can be viewed as the ratio of num-
ber of bits of I frame to that of P frame or B frame, re-
spectively, that is 
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where , ,  denote the number of bits of I, P, 

B frames respectively.  
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In practical video coding applications,  and  

are not constant, they are usually related to the quantifi-
cation parameter of I-frame. Hence, rate control error 
and video quality fluctuation may increase if  and 

keep constant during the whole encoding process. 

PK BK
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To investigate the actual relations between , 

quantification parameter of I-frame, experiments are 

conducted. Some standard test sequences, including Alex, 
Claire, and Train, are used to implement coding experi-
ments to investigate this phenomenon. The GOP struc-
ture is set to IBBPBBPBBP [10]. Some experimental 
results are given in Figures 1–3 where the values of  

and are normalized and the actual curves 

of three P-frames and the curves of six 

B-frames from the same GOP are given. From the ex-
perimental results, it can be observed that the decrease of 

 or  is approximately linear to the increment of 

 of I-frame.  
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where  denotes the frame-level bit-allocation coeffi-

cient of P or B frames, is the quantification parame-

ter of I frame, a and b are model parameters. 
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3.2. Novel Rate-Distortion Model 
 
R-D models have been introduced since MPEG-4 and 
H.263. These models are helpful in rate control since 
they can provide sufficient information for determining 
quantification parameters. Once the target bit rate for the 
current encoding frame is acquired, the quantization pa-
rameter can be determined through the R-Q models. In 
order to improve the precision of the traditional quadratic 
R-D model, based on empirical observations and lots of 
experiments, we improved the quadric R-Q model and 
proposed a novel one [11]:  
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where a, b, c are model parameters which can be calcu-
lated by linear regression method explained as follows.  
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Then based on linear regression method, the parameters 
can be estimated:  

RMMMC TT 1)(  ,         (12) 

where TM is the transpose of M  and is the 

inverse matrix of 

1)( MM T

MM T . 

 
4. Proposed Algorithm 
 
Based on the above observations, the traditional TM5 
rate control framework is adapted and a new rate control 
algorithm is proposed. The target bit-allocation is im-
proved and a new rate-distortion model is incorporated to 
implement rate prediction to enhance the rate-control 
precision. Meanwhile, the macro-block level rate control 
is adapted to frame level to reduce the computational 
complexity. The key steps of the rate control are briefly 
introduced as follows:  
 
4.1. Target Bits Calculation 
 
Suppose  is the length of GOP,  is the frame- 

rate, is the bit-rate, the initial target number of bits for 

a GOP is calculated as:  
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where denotes the initial value of virtual buffer, 

denotes the occupancy of virtual buffer after en-

coding the jth frame, denotes the occupancy of 

virtual buffer after encoding the former GOP,  

denotes the remaining bits available for the current GOP 
after encoding the jth frame. After encoding one frame, 

 is updated as:  

0B

)( jBc

)( jT

)0(cB

)( jT

)1()1()(  jAjTjT          (14) 

where is the number of bits generated by encoding 

the jth frame.  
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For frame-level bit-allocation, it is very important to 
properly select  and . The bigger the values of 

 and  are, the smaller the distortion of encoded 

I frame will be. However, if  and  are set too 

large values, not only will the stream fluctuation increase 
but also video quality will decrease. Hence, in our algo-
rithm,  and  are selected according to Equation (8). 
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4.2. Frame-Level Rate Control 
 
After the target number of bits for each frame is esti-
mated, the quantification parameter can be calculated 
through the following rate-distortion model: 

c
Q

b

Q

a

X
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where a, b, c are model parameters, H is the head infor-
mation. The complexity X of current frame is expressed 
by SAD predicted from that of the former frame, which is 
calculated as: 
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4.3. Model Update 
 
When finishing encoding one frame, the SAD model and 
the R-Q model are updated until the whole video se-
quence is encoded. 
 
5. Experiment Results 
 
In order to evaluate the performance of the proposed rate 
control algorithm, we conduct theoretical analysis as 
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(a) 160Kbps 

 
(b) 150Kbps 

 
(c) 130Kbps 

Figure 4. Rate-control precisions of the Alex sequence at 
different bit rates. 

 
(a) 1.2Mbps 

 
(b) 1.0Mbps 

 

(c) 0.6Mbps 

Figure 5. Rate-control precisions of the Train sequence at 
different bit rates. 
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(a) 160Kbps 

 

(b) 150Kbps 

 

(c) 130Kbps 

Figure 6. Image qualities of the Alex sequence at different 
bit rates. 

 
(a) 1.2Mbps 

 
(b) 1.0Mbps 

 
(c) 0.6Mbps 

Figure 7. Image qualities of the Train sequence at different 
bit rates. 
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well as simulation experiments. Two indexes are inves-
tigated, algorithm complexity and rate-control precision.  

In TM5 algorithm, the final selection of the quantifi-
cation parameter should consider the MB’s spatial activ-
ity. The spatial activity of the jth MB can be calculated 
by  

),,,min(1 821 vblkvblkvblkact j       (17) 
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Pk are the sample values in the n-th original 8*8 block. 
Based on above analysis, the complexity of TM5 algo-

rithm is o(n1
2) according to Formula (18). The complex-

ity of proposed novel algorithm is o(n2
2) according to 

Formulas (8) and (15), where n1 is the number of MBs in 
one frame and n2 is the number of available QPs. Since 
n1>>n2, one can see that the complexity of the improved 
algorithm reduces greatly compared with the original 
TM5 algorithm. 

To further evaluate the overall performance of the 
proposed algorithm, simulations are conducted on some 
standard sequences including Alex, Train and so on. We 
mainly investigate the rate-control precision and image 
quality fluctuation. Here, image quality is computed by 
PSNR and rate-control precision is defined as:  

RRRsqrt ])[( 2           (20) 

where is the target number of bits of GOP and R R  is 
the actual generated number of bits.  

Figures 4–7 give partial experimental results, where 
Figure 4 and Figure 5 are the results of rate-control pre-
cision of TM5 algorithm and the improved algorithm at 
different bit rates; Figure 6 and Figure 7 are the results of 
image quality of the two algorithms. From the experi-
mental results, it can be seen that, compared with the 
TM5 algorithm, the proposed algorithm can both im-
prove the rate-control precision and reduce the image 
quality fluctuation.  
 
6. Conclusions and Future Work 
 
The paper proposed a novel rate-control algorithm based 
on the TM5 framework of MPEG-2. The drawback of 
the target bit allocation method of the original TM5 al-
gorithm is improved and a new rate-distortion model is 
incorporated. The MB-level rate control is adapted to be 
frame level. As a result, compared with the original TM5 
algorithm, the improved novel algorithm not only can 
enhance the rate-control precision but also can reduce the 

complexity and the fluctuation of decoded image quality. 
In our future work, the HVS features will be analyzed 
and is to incorporate into our rate control algorithm to 
further enhance the subjective visual quality of coded 
videos.  
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Abstract 

A new scheme to generate multiple weights used in opportunistic beamforming (OBF) system is proposed to 
deal with the performance degradation due to the fewer active users in the OBF system. In the proposed 
scheme, only two mini-slots are employed to create effective channels, while more channel candidates can be 
obtained via linearly combining the two effective channels obtained during the two mini-slots, thus increas-
ing the multiuser diversity and the system throughputs. The simulation results verify the effectiveness of the 
proposed scheme. 

Keywords: Opportunistic Beamforming (OBF), Multiuser Diversity, System Throughputs, Scheduling 

1. Introduction 
 
With the development of the wireless communication, 
increasing the spectrum efficiency and data rates is be-
coming the major task, especially in the downlink case. 
Multiple-Input-Multiple-Output (MIMO) technique [1] 
can improve the spectrum efficiency with no need of 
more bandwidth by employing multiple antennas at both 
transmitter and receiver. Therefore MIMO technique is 
becoming one of the most promising techniques in the 
future communication systems (e.g., LTE, B3G), and 
coherent beamforming [2] and dirty paper coding [3] are 
two ways to improving the spectrum efficiency. How-
ever the full channel information for all users at the 
transmitter is required to realize the coherent beamform-
ing and dirty paper coding, which is not realistic with the 
increasing of the number of the users and antennas be-
cause of the waste of the systems resource to feedback 
the channel information from the receivers to the trans-
mitter. 

In wireless communication system, many users are 
communicating with the base station, and the system 
throughput can be improved by suitably scheduling 
(through, e.g., maximum throughput (MAX) scheduling 
algorithm or proportional fairness (PF) scheduling algo-
rithm) the user with large channel gains to transmit its 
packets, which is known as the multiuser diversity 

(MUD) [4]. In contrast to the channel equalization used 
in the traditional communication systems to combat the 
effect of the multipath fading channel on the data trans-
mission, it is the channel fluctuations that is the source of 
the MUD and the MUD will be enlarged with the in-
crease of the dynamic range of the channel fading. The 
larger the dynamic range of the channel fluctuations, the 
higher peak of the channels and the larger the multiuser 
diversity gain. Hence to achieve large MUD requires the 
large channel dynamic range and the suitable scheduling 
scheme. 

However, the MUD gain will be limited by the small 
dynamic range of the channel fluctuations due to the 
availability of light-of-sight (LOS) path and little scatting 
in the environment and the slowly channel fading com-
pared to the delay constraint of the services. Thus those 
users with small channel gain and fluctuations may not 
be scheduled to transmit their packets and their QoS can 
not be met. 

In [5], random fading is induced purposely in multi-
ple-input-single-output (MISO) systems when the envi-
ronment has little scatting and/or the fading is slow to 
increase the MUD gain of the system by multiplying the 
transmit data with different weighting factors at each 
transmitting antenna. When the weighting factors are 
phase-conjugate with the independent channels from 
the user to the transmitting antennas, this user is in its 
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beamforming configuration state and its channel peak 
values occur. When the number of the users in the sys-
tems is large enough, the probability that at lease one 
user is in its beamforming configuration state is large and 
the throughput of the system can approach that of the 
coherent beamforming with only partial channel infor-
mation (i.e., the overall SNR) feedback. And the scheme 
in [5] is interpreted as the opportunistic beamforming 
(OBF). 

However, one of the limits of the OBF is the require-
ment of large number of users in the system simultane-
ously and the system throughput will be degraded when 
the number of the users in the system is not too large. 
When fewer users are active in the system, the MISO 
system in [5,6] is extended to MIMO in [7], that is, mul-
tiple antennas are also employed at the receivers, which 
equivalently increase the number of visual active users 
and, thus, the system throughput. However, the feedback 
and the costs of each user will be inevitably increased 
with the increase of the number of the users and the em-
ployed receiving antennas. The weighting factors used at 
the transmitting antennas in [5] are totally random 
among different time slots. However, since the base sta-
tion possesses all the users’ channels information at cur-
rent time slot and the previous time slots, the weighting 
factors can be generated in an pseudo-random manner, 
that is, the former weighting factors that create beam-
forming configuration state for one user can be used, in 
some way, to generate the current former weighting fac-
tors only if the coherent time of the channels is large 
enough [8,9].  

Since the random weighting factors strongly affect the 
channel states, multiple weighting vectors at several 
mini-slots in one time slot [10] are used to create multi-
ple induced channels, and the one with larger channel 
gain is selected and the corresponding weighting vector 
is used as the current weighting vector. The OBF with 
multiple weighting factors (MW-OBF) can improve the 
throughput of OBF-CDMA systems. Since several 
mini-slot are used to ‘train’ the best weighting factors, 
some mini-slots and power resources are wasted in 
MW-OBF. 

In [11], two multiple weight OBF schemes tailored for 
fast fading and slow fading scenarios respectively are 
investigated and the tight upper bounds of the data rates 
for both schemes are derived. It is claimed that the faster 
the fading is, the less weight vectors are desired; and the 
more users there are, the less weight vectors are desired. 
To overcome the problem of limited multiuser diversity 
in a small population, [12] devises a codebook-based 
OBF (COBF) technique, where the employed unitary 
matrix changes with time slot to induce larger and faster 
channel fluctuations in the static channel and to provide 
further selection diversity to the conventional OBF tech-
nique. Compared with [10], the COBF technique reduces 

the required number of mini-time slots, and, since it is 
the size of codebook, not the number of mini-time slots, 
that determines the amount of supplementary selection 
diversity, the system throughput can be increased with-
out limitation from the number of mini-time slots. How-
ever, the receiver should estimate all of channels from it 
to the transmitters.  

In this paper, a new scheme to generate multiple 
weights used in OBF is proposed to deal with the per-
formance degradation due to the less number of users in 
the OBF system. In the proposed scheme, only the 
equivalent channels at two mini-slots are required to be 
estimated, as in the normal OBF. The paper is outlined as 
follow: after the introduction of conventional OBF and 
MW-OBF in Section 2, the proposed scheme with only 
two mini-slots to create more channel candidates via 
linearly combining the two effective channels at the re-
ceiver is developed and analyzed in Section 3. Section 4 
gives the numerical results to verify the effectiveness of 
the proposed scheme from different aspects. The paper is 
concluded in Section 5. 
 
2. Conventional OBF and MW-OBF 
 
Assume there are N transmitting antennas at the base 
station and one receiving antenna at each user side, the 
channel gain vector for the k-th user is  

, where hnk(t) (n=1,…,N) is the 

channel gain from the n-th antennas to the k-th user at 
time t. And the transmitting signal 

( )k tH

1[ ( ),..., ( )]T
k Nkh t h t

( )x t

( )Tt t α

 is multiplied 

with the weight vector , where ( ) ( )V e t
1( ) Nt C V , diagonal matrix 1( ),...,t( (iagα )t d   

( ))N t  denotes the power allocation on each transmit-

ting antenna, and  is random 

phase vector applied to the signal, θn(t) are the inde-
pendent random variables uniformly distributed over [0, 
2π). In order to preserving the total power, 

1 ( ) ,..., ]j t T ( )Nj te ( ) [t e e

1
( )

N

nn
t


1 , where random variable ( )tn  varies 

from 0 to 1. Then the received signal for the k-th user is,  

( )

1

( ) ( ) ( ) ( ) ( )n

N
j t

k n nk
n

ky t t e h t x t


  z t

k

 

( ) ( ) ( ) ( ) ( )T
k kt t t x t t e α H z  

( ) ( ) ( )
def

kH t x t t  z                  (1) 

where ( ) ( ) ( ) ( )T
k kH t t t  e H t ( ) ( )kt tV H  is the 

equivalent channel (i.e., overall channel) for user k, and 
 be the independent and identically distributed 

AWGN. 

( )k tz
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nk

 
From (1), when  are phase-conjugate with 

, that is, 

( )k tH

( )t( )te ( ( ))n angle h t    (n=1,…,N), 

( )kH t  are the coherent sum of hnk(t), and user k is in its 

beamforming configuration state. Thus large channel 
gain for user k is obtainable.  

In a heavy load system (i.e., the number of active user 
are large enough), by varying the weights V(t), there is a 
large possibility that some users are in or nearly in their 
beamforming configuration states. Using the propor-
tional fair (PF) scheduling algorithm [5], the users with 
their overall channel SNR near to the peaks are possibly 
scheduled and the system throughput is approaching to 
that of the coherent beamforming system. 

However, in order to obtain the high throughput by the 
opportunistic beamforming, a large number of users must 
exist in each cell. In particular, as the number of transmit 
antennas of the base station increases, the number of 
required users grows rapidly. In [9], the conventional 
OBF is generalized by allowing multiple random 
weighting vectors at each time slot.  

In the multiple weights OBF (MW-OBF) systems, 
there exist Q mini-slots in each time slot. During each 
mini-slots, respectively, Q known signals multiplied by 
Q randomly selected independent weighting vectors 

( ) are transmitted. Then, during the q-th 

mini-slot, the overall channel gain is  

( )q tV 1,...,q  Q

, ( ) ( ) ( )q k q kH t t V H t 1,...,q ,        (2) Q

Each user measures its overall channel gain, , ( )q kH t , 

and feeds it back to the base station, then the base station 
determines the optimum weighting vector, wopt(t), for 
data transmission and the selected user, k*, 

   *
,

1,.., 1,...,
, ( ) arg max max ( )opt

q k
q Q k K

k q t R t
 

       (3) 

( )
( ) ( )opt

opt

q t
w t w t                (4) 

where  is the transmitted rate for user k if the 

q-th weight vector is used. 
, ( )q kR t

 
3. New Scheme to Generate the Multiple 

Weights 
 
By allowing multiple random weighting vectors at each 
time slot, the throughput of the MW-OBF scheme is 
considerably improves compared to the conventional 
OBF since the employing the weights-selective diversity. 
However the using of several mini-slots will waste sev-
eral radio resources and, thus, lower the spectrum effi-
ciency.  

In this section, a novel multiple weights generation 
method is developed by using only two mini-slots at each 

time slot. This novel scheme is illustrated with N=2. 
Similar to the MW-OBF, two independent random 

vectors,  and 1( )tV ( ) ( )T t t e α 2 ( )tV ( ) ( )T t t  e , are 

used at two mini-slots to create two equivalent channels, 
where  1 2,diag  α ,  1 2,diag   T eβ ,  

, . And the two equivalent channels 

are, respectively, 

1( ,e 

2 )Te 1 2( , )Te e
T
 e

(1)
, 1( ) ( ) ( ) ( ) ( ) ( )T

eq k k kH t t t t t  V H e α H t  

(2)
, 2( ) ( ) ( ) ( ) ( ) ( )T

eq k k kH t t t t t  V H e β H t

) k

 

At the receiver, after the estimation of the two equiva-
lent channels, linearly combining them as (the time vari-
able t is omitted for simplicity in the following),  

(1) (2)
, , , 1 2eq k eq k eq k k kH H bH b      V H V H  

(T T T T
k kb b      e αH e βH e α e β H    (5) 

where  1 2,k k kh hH , the complex value b is the system 

parameter to be designed as followed. 
Denoting  

ˆ( ) T Tb b  γ e α e β             (6) 

then , ˆ( )eq k kH b γ H  can be viewed as the OBF channel 

using weighting factors . As in the conventional 

OBF, to preserve the total transmit power,  should 

be normalized as  

ˆ( )bγ

ˆ( )bγ

ˆ ˆ( ) ( ) ( )b b bγ γ γ               (7) 

Since  is the function of parameter b, selecting 

different b can resulting in different multiple weighting 
vectors using only two mini-slots. Then the newly gener-

ated channel  is the linear combination of  

and . Suppose that parameter b is selected from a 

set with W elements, then W new channel can be gener-
ated. 

ˆ( )bγ

)
,k

,eq kH (1)
,eq kH

(2
eqH

In order not to increase the number of multiple opera-
tions, suppose b is selected from the following set, 

 1, 1, ,j j  , with four elements (i.e., W=4). Then six 

weight vectors can be generated using only two mini- 
slots, thus improving the spectrum efficiency. Compar-
ing with the original MW-OBF, the proposed scheme 
needs to estimate the equivalent channels at the two 
mini-time slots; however, this is easier than the quantized 
codebook scheme in [11] where channel gains from all 
users to each antenna must be estimated.  

In the proposed scheme, users need feedback its 
maximum channel gain and the selected parameter b. 
Then transmitter schedules the users and calculating the 
current weights, using (6) and (7) based on the b, V1(t) 
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and V2(t). 
 
4. Numerical Results 
 
In this section, we present an extensive set of simulations 
to verify the effectiveness of the proposed scheme from 
different aspects. Firstly, since the achievable MUD gain 
in the system is determined by the dynamic range of the 
overall channel, which can be described by the probabil-
ity density function (PDF) of the channels, our simula-
tions depict the PDFs for different schemes. Then, if 
channels fade very slowly compared to the delay con-
straint of the application so that transmissions cannot 
wait until the channel reaches its peak, its QoS cannot be 
met. Therefore, the channel fluctuation speed, which can 
be described by the correlation function (CF) of the 
overall channel, is simulated and given for different 
schemes. Finally the average throughput of the system 
for different schemes is simulated for comparison, using 
both maximum throughput (MAX) scheduling scheme 
and the PF scheduling scheme. 

In the following simulations, we consider two transmit 
antennas at the base station under the Rician channel 
with different Rician factor   and average SNR=0dB. 
We also suppose the availability of an error-free feed-
back channel from each user to the base station and the 
data rate achieved in each time slot is given by the 
Shannon limit. 
 
4.1. The PDFs and CFs of the Overall Channels 
 
To compare the performance of increasing the dynamic 
range of the equivalent channels, the PDFs of the chan-

nels are plotted in Figure 1 for Rician channel (with 
10  ) using different schemes, that is, none-OBF, 

OBF, normal MW-OBF and the proposed scheme. The 
width of the PDF plot shows the dynamic range of the 
overall channel. From Figure 1, we can see that the dy-
namic range of the equivalent channels after OBF and 
the proposed scheme is much greater than that of the 
none-OBF, which ensures the larger obtainable MUD 
gain after OBF and the new MW-OBF scheme. Also 
comparing the proposed scheme with the normal MW- 
OBF, OBF and none-OBF, the probabilities that the 
overall channels have large amplitude are in descending 
order, which means that the proposed scheme has larger 
probability to approach high amplitude and, hence, the 
larger MUD gain. 

If the maximum throughput scheduling scheme is em-
ployed at the transmitter, the user with the largest chan-
nel gain at a time slot will be scheduled to transmit data 
and the distribution of the peaks of the overall channels 
will be related to the system throughput directly. Hence, 
Figure 2 gives the PDFs of the channels’ peak for 
none-OBF, OBF, normal MW-OBF and the proposed 
scheme, and 10 active users are in the system in the 
simulation. The four vertical bars, from left to right, in-
dicate the mean values for the four schemes, respectively. 
The proposed scheme obtains the largest mean values 
and dynamic range among the four schemes. 

Since the fluctuating speed within the time scale of 
interest is another source of the MUD gain, here we use 
the normalized correlation function (CF) of the overall 
channel as the indicator of the fluctuating speed, which is 
illustrated in Figure 3. And the Rician channels with 

30   are employed in this simulation. For the same 
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Figure 1. Channels PDFs for Rician channel. 
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Figure 2. PDFs of channels’ peak for Rician channel. 
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Figure 3. The normalized correlation function of the overall channel. 

 
time lag, the larger the correlation coefficient is, the sma- 
ller the fluctuation speed is. So the proposed scheme has 
less correlation for same time lag, especially for small 
time lag compared to none-OBF and normal MW-OBF. 
Since the channels are generated via linearly combining 
the two equivalent channels, there is correlation among 
the channels generated in the proposed scheme. So com-
paring the proposed scheme with OBF, the correlation of 
the proposed scheme is larger than that of OBF. For ex-
ample, when the time lag equals 1, the correlation coef-
ficient of none-OBF, OBF, normal MW-OBF and the 
proposed scheme are 0.984, 0.98, 0.86 and 0.925, re-

spectively. 
From the above simulations, the resulting channels in 

the proposed scheme have larger dynamic range, larger 
probability to have high amplitudes, and larger fluctuat-
ing rate. We, therefore, can expect that the proposed 
scheme can obtain larger MUD gain, which will be illus-
trated in the following simulations. 
 
4.2. The System Average Throughput for  

Different Schemes 
 
The simulating parameters are same as those in [10]. The 
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Figure 4. Average throughput using the PF scheme. 
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Figure 5. Average throughput using MAX scheduling scheme. 

 
Rician channel with . Six mini-slots are used to 
generate six equivalent channels in MW-OBF, whereas 
two mini-slots are used in the proposed scheme to create 
two overall channels, and four additional channels are 
generated via linearly combining the available two over-
all channels.  

10 

Figures 4 and 5 illustrate the average throughput of the 
system using PF and MAX scheme for different schemes, 
respectively. The results show that, in both scheduling 
schemes, the average throughput are improved greatly, 
especially when the system with small number of users 
in MW-OBF and the proposed scheme. Meantime, the 
proposed scheme has larger throughput than MW-OBF. 

4.3. Throughput Variation with the Rician Factors 
 
Finally we study the performance variation of different 
schemes with the Rician factor , that is, to investigate 
the influence of the light of sight (LOS) on the system 
throughput. From the Figure 6, it can be seen that with 
the increase of 



 , the throughput for all scheme de-
grades because the throughput rely on the peak values of 
the instant overall channel. When the  factor in-
creases, the channel fluctuations are reduced and the 
peak values of the instant overall channel are reduced, too. 
Compared with normal OBF, the proposed scheme can be 
improved the throughput, for example, for 



 =10, 
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Figure 6. Throughput versus Rician factor of the channel. 

 
more than 10% throughput enhancement can be ob-
tained. 
 
5. Conclusions 
 
A new simple scheme to generate multiple weights used 
in opportunistic beamforming (OBF) system is proposed 
in this paper to deal with the performance degradation 
due to the fewer users in the OBF system. Only two 
mini-slots are employed to create effective channels, 
while more channel candidates can be obtained via line-
arly combining the two effective channels at the receiver 
side, thus increasing the multiuser diversity and the sys-
tem throughputs. The simulation results show that the 
throughput can be improved using the proposed scheme. 
 
6. Acknowledgements 
 
This work is supported by Program for New Century 
Excellent Talents in University (NCET-08-0891), the 
Natural Science Foundation of China under the grant No. 
60602053, and the Natural Science Foundation of 
Shaanxi Province under the grant No. 2007F02. 
 
7. References 
 
[1] E. Telatar, “Capacity of multi-antenna Gaussian chan-

nels,” European Transactions on Telecommunications, 
Vol. 10, No. 6, pp. 585–596, 1999. 

[2] F. Rashid-Farrokhi, K. J. R. LIU, and L. Tassiulas, “Trans-
mit beamforming and power control for cellular wireless 
systems,” IEEE Journal in Selected Areas on Communica-
tions, Vol. 16, No. 8, pp. 1437–1450, August 1998. 

[3] M. Costa, “Writing on dirty paper,” IEEE Transactions on 
Information Theory,” Vol. 29, No. 3, pp. 439–441, May 
1983. 

[4] R. Knopp and P. A. Humblet, “Information capacity and 
power control in single cell multiuser communications,” 
In Proceedings of IEEE International Conference on 
Communications, pp. 331–335, 1995. 

[5] P. Viswanath, D. N. C. Tse, and R. Laroia, “Opportunis-
tic beamforming using dumb antennas,” IEEE Transac-
tions on Information Theory, Vol. 48, No. 6 pp. 1277– 
1294, June 2002. 

[6] M. Sharif and B. Hassibi, “On the capacity of MIMO 
broadcast channels with partial side information,” IEEE 
Transactions on Information Theory, Vol. 51, No. 2, pp. 
506–522, February 2005. 

[7] W. Zhang and K. B. Letaief, “MIMO broadcast schedul-
ing with limited feedback,” IEEE Journal in Selected Ar-
eas on Communications, Vol. 25, No. 7, pp. 1457–1467, 
July 2007. 

[8] M. Kountouris and D. Gesbert, “Memory-based oppor-
tunistic multi-user beamforming,” In Proceedings of In-
ternational Symposium on Information Theory, pp. 
1426–1430, September 2005. 

[9] I. R. Baran and B. F. Uchoa-Filho, “Enhanced opportun-
istic beamforming for Jakes-correlated fading channels,” 
In Proceedings of International Telecommunications Sym-
posium, pp. 1024–1029, Fortaleza, Ceara, September 2006. 

[10] II-M. Kim, S. C. Hong, and S. S. Ghassemzadeh, “Op-
portunistic beamforming based on multiple weighting 
vectors,” IEEE Transactions on Wireless Communica-
tions, Vol. 4, No. 6, pp. 2683–2687, November 2005. 

[11] M. Zeng, J. Wang, and S. Q. Li, “Rate upper bound and 
optimal number of weight vectors for opportunistic 
beamforming,” In proceedings of IEEE Vehicular Tech-
nology Conference, Fall, pp. 661–665, September 30 
2007–October 3, 2007. 

[12] J. Kang, I. K. Choi, D. S. Kwon, and C. Y. Lee, “An op-
portunistic beamforming technique using a quantized 
codebook,” In proceedings of IEEE Vehicular Technol-
ogy Conference, pp. 1647–1651, Spring, 2007. 

Copyright © 2009 SciRes.                                                                                 WSN 



Wireless Sensor Network, 2009, 3, 196-205 
doi:10.4236/wsn.2009.13026 ctober 2009 (http://www.SciRP.org/journal/wsn/). 
 
 

Copyright © 2009 SciRes.                                                                                 WSN 

 Published Online O

The Effect of Notch Filter on RFI Suppression 

Wenge CHANG, Jianyang LI, Xiangyang LI 
School of Electronics Science and Engineering, National University of Defense Technology, Changsha, China 

E-mail: changwenge@sina.com 
Received May 22, 2009; revised May 31, 2009; accepted June 10, 2009 

Abstract 

Radio Frequency Interference (RFI) suppression is an important technique in the ultra-wideband synthetic 
aperture radar (UWB SAR). In this paper, we mainly analyze the performance of a notch filter for RFI sup-
pression. The theoretical output from notch filter is presented based on RFI signal’s narrowband property. 
The research conclusion shows that the notch filter has significant effect on sidelobes of the system response, 
which might be considered to be false targets, however it has little effect on the resolution of the system re-
sponse. The theoretical result is verified by simulation and experimental data processing both in one dimen-
sion (range dimension) and in two dimensions (range and azimuth dimension). 

Keywords: RFI Supression, Matched Filter, Notch Filter, SAR 

1. Introduction 
 
The dual requirement of a low radar frequency for foli-
age and/or ground penetration and a wide radar band-
width for high resolution in wideband radar systems 
leads to radar operating in frequency bands occupied by 
other radio systems, such as TV and radio communica-
tions. As a result, Radio Frequency Interference (RFI) 
appears in the received radar signal [1–3]. In ul-
tra-wideband synthetic aperture radar (UWB SAR), the 
RFI energy is spread over the whole image scene, dis-
playing artefacts and masking targets, especially in low 
SNR areas [1–5]. Any subsequent processing in UWB 
SAR (such as target classification, interferometry, etc.) 
would be degraded by the presence of RFI. Thus, RFI 
suppression is an important technique in UWB SAR sig-
nal processing. 

The common approach to RFI suppression is to ex-
amine the spectrum of the contaminated signal, identify 
the interference spikes which usually have greater power 
than the radar echo signal, and subsequently remove 
these spikes with the help of a notch filter [1]. The notch 
concept is effective for RFI suppression. Having studied 
the notch filter based on least-mean-squared estimation 
and tested with real RFI data, T. Koutsoudis and L. 
Lovas suggested that the notch filter can produce an ad-
verse impact on the SAR performance (such as reducing 
image intensity, range resolution and creating loss in the 
target’s signal to noise ratio) but no theoretic results were 
presented in reference to this claim [2]. 

In this study, the performance of the notch filter is 
theoretically analysed. Firstly, the transmitted radar sig-
nal model, the received radar signal model and the RF 
interference model are presented. A matched filter with 
notches is designed. Secondly, the contaminated signal 
(the sum of radar echo and RFI) is fed to the matched 
filter, and the theoretical output of the filter is derived. 
The theoretical result shows that the output of the 
matched filter with notches is influenced by the notches’ 
width and carrier and, furthermore that the notch filter 
has little impact on range resolution but significant im-
pact on sidelobes. The simulation is studied both in the 
case of one RF interference existing as well as multiple 
RF interference existing. Finally, the matched filter with 
notches is applied to the experimental data acquired by 
an airborne UWB SAR, and the validity of the theoreti-
cal result is tested. 

This paper is arranged as follows: In part 2, the models 
are built and the output from the notch filter is theoretical 
deduced. In part 3, the simulation in range is carried out 
and the result is shown to be consistent with theoretical 
result. In part 4, the SAR image simulation as well as the 
experimental UWB SAR image is processed in order to 
test and verify the validity of the theoretical result. Fi-
nally, the results are summarised in the conclusion. 
 
2. Modelling and Theoretical Deducing 
 
Two assumptions are made in order to make analysis 



W. G. CHANG  ET  AL. 197
 
more convenient. Firstly, it is assumed that the transmit-
ted and received signal of UWB SAR is a base-band lin-
ear frequency modulated pulse as follows: 

2
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where B is the bandwidth, T is the width of the transmit-
ted pulse, S (ω) is the spectrum of s(t) . 

Secondly, it is assumed that only one narrow band RFI 
signal exists with carrier ω1 and bandwidth b1. 

The matched filter with a notch at ω1 is designed for 
suppressing FRI with carrier ω1 and bandwidth b1. The 
matched filter in spectrum is shown in Equation (3). 
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The received radar signal includes the echo signal (the 
reflected transmitted signal from the target), the RFI 
signal and thermal noise. Assuming only one RFI 

1 ( )RFIs t  exists and that thermal noise can be ignored, 

the received signal ( )rs t , and its spectrum ( )rS  , can 

be written as 

1( ) ( ) ( )r RFIs t a s t s t               (4) 

1( ) ( ) ( )j
rS aS e S

RFI              (5) 

where a is a constant coefficient. The received signal is 
processed with the matched filter. The output in spec-
trum is given by Equation (6). 
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(9) 

Based on the assumption that the RFI signal 1 ( )RFIs t  

is a narrow band signal with carrier ω1 and bandwidth b1, 
we have  
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(10) 

Considering Equations (10) and (9), the output of the 
matched filter with a notch is given by 

1

1

( ) ( ) ( )
2 2

j jY a rect e a rect e
B b

     (11) 
 

 
 

   

The output in the time domain of the matched filter 
with a notch is given by 

1 ( )
1 1( ) ( ( )) ( ( )) j ty t aB Sa B t ab Sa b t e             (12) 

From Equation (12) we find that the output of the 
matched filter with a notch has two parts: one is the de-
sired part and the other one is the undesired part. Here 
we call the undesired part clutter, which is a high fre-
quency oscillating signal modulated by a wide pulsed 
sinc-function, determined by parameters ω1, b1. This 
clutter influences the peak-sidelobe-ratio (PSLR), the 
integrated-sidelobe-ratio (ISLR) of radar system re-
sponse.  

Here the signal-to-clutter-ratio (SCR) is utilised to de-
scribe the influence as follows:  

120log( / )SCR b B           (13) 

It is easy to expand Equation (12) for multiple RF in-
terference signals. Assuming there are n RFI signals with 
carriers and bandwidths being ωn, bn (n=1,2,...,n) respec-
tively.  

The matched filter with n notches is given by: 
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      (14) 

The output spectrum of the matched filter is: 
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Corresponding time domain expression is: 
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k k
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For n RFI signals, the output of the matched filter with 
n notches also consists of two parts: one is desired, the 
other one is undesired (which is the sum of n high fre-
quency oscillating signal modulated by wide pulsed 
sinc-function, determined by parameters ωn, bn n=1, 
2,...,n).  

SCR is no longer suitable for describing the influence 
of the notch filter under these conditions. For the clutter, 
being coherent, might accumulate, some of the sidelobes 
would be higher than the case when only one RFI signal 
exists. 

From the Equation (12) and Equation (16), we have 
the conclusion that the notch filter affects the output of 
matched filter in following ways: 
 It produces the undesired output that is an oscillat-

ing signal modulated by a sinc-function. The unde-
sired output influences PSLR and ISLR of radar 
system response. 

 It has little influence on the resolution of radar sys-
tem response. 

 
3. Simulation 
 
We have two simulation steps in order to demonstrate the 
validity of Equation (16) with only one RFI and multiple 
RFI signals existing. 
 
3.1. Only One RFI Existing  
 
It is assumed that the base-band LFM signal has 20us 
pulse-width with 200MHz bandwidth, and that the RFI 
carrier is 30MHz and the bandwidth is 8MHz. Under the 
above conditions, the spectrum of the matched filter with 
a notch is shown in Figure 1. The output of the matched 
filter with a notch is shown in Figure 2. In the figure the 
ideal output, the output of the ideal matched filter for a 
ideal LFM input, is as dotted line and the output of the 
matched filter with RFI suppression for the mixed signal 
is as solid line. Comparing two outputs we find that 
regular spikes appear in the output with RFI suppression. 

To describe the effect of the notch filter in a clear way, 
the output is separated two parts, as the Equation (12), 
described as in Figure 3. The solid line is the desired out-
put and the dotted line is undesired part. From the figure, 
the SCR is about –27.6dB, being consistent with the theo-
retical result of –27.96dB derived from Equation (13). 

Figure 4 is the output of ideal matched filter for mixed 

signal. From the figure, the sidelobes rise, esp., the 
sidelobes being far from the mainlobe, as a result the 
clutter rise greatly.  
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Figure 1. Matched filter with a notch. 
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Figure 2. The output of matched filter. 
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Figure 3. The separated form of output. 
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Figure 4. The output for mixed signal. 
 

From the figures we find that the notch filter do have 
significant effect on RFI suppression, however, it has 
side effect that the sidelobes raise greatly. 
 
3.2. Multiple RFI Existing  
 
It is assumed that the base-band LFM signal is as same 
as above. Meanwhile, three existing RFI signals are as-
sumed and the RFI signals’ carriers and bandwidths are 
(–50MHz, 8MHz), (30MHz, 8MHz), and (50MHz, 8MHz) 
respectively. Under these conditions, the spectrum of the 
matched filter with notches is shown in Figure 5.  

The output of the matched filter with notches is shown 
in Figure 6. In the figure the ideal output is as dotted line 
and the output of the matched filter with RFI suppression 
for the mixed signal is as solid line. Comparing two out-
puts we also find that regular spikes appear in the output 
with RFI suppression. 

The output is also separated two parts, as the Equation 
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Figure 5. Matched filter with notches. 
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Figure. 6 The output of matched filter with notches. 
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Figure 7. The separated form of output. 
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Figure 8. The output for mixed signal. 
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(16), described as in Figure 7. It can be observed that 
the SCR is significantly higher than in the case of only 
one existing RFI. We measure the highest SCR as 
–18.2dB, which is consistent with the theoretical result 

 derived from Equation (13). 20 Lg(3 / ) 18.42b B dB 
Figure 8 is the output of ideal matched filter for mixed 

signal. From the figure, we have the same conclusion as 
the former: sidelobes rise, esp., the sidelobes being far 
from the mainlobe, causing the clutter rise greatly.  

We also find that the notch filter do have significant 
effect on RFI suppression, however, it has side effect. In 
summary, the notch filter has significant effect on RFI 
suppression, but it can produce an adverse impact that 
the sidelobes rise on the output of the matched filter. 
Meanwhile we find that notch filter has little impact on 
range resolution. 
 
4. Real Data Processing 
 
To check the validity of the theoretical conclusion we 
apply the matched filter with notch(s) to the real data 
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Figure 9. The received signal. 
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Figure 10. The spectrum of received signal. 

from a specified system. In the system, the transmitted 
signal, which is LFM signal with 10us pulse-width, 
50MHz bandwidth and 235MHz centre frequency, is 
generated by AWG520. This signal is fed to an antenna 
which is Archimedes screw form to radiation. Mean-
while a same form antenna is used to receive. The dis-
tance between two antennas is 8m. The received signal is 
amplified, and then is sampled by TDS784D Digital Os-
cilloscope. The received signal is as Figure 9. The spec-
trum is as Figure 10. From the Figures, we can see there 
are two RFI signals in the bandwidth of [210MHz~ 
260MHz], but only one RFI is relatively strong. So we 
use the notch filter to suppress this stronger one. The 
notch filter’s carrier and bandwidth are 221.5MHz, 

6.5MHz respectively. 
The output of matched filter without notch is shown in 

Figure 11. It is clear that RFI has intense influence that 
sidelobes, whatever are far or near from mainlobe, are 
raised to about –13dB on the system response. 
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Figure 11. The output of matched filter without notch. 
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Figure 12. The output of matched filter with notch. 
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5. Imaging 

 

 
The statement that the notch filter can suppress RFI but it 
has negative impact on the matched filter’s output has 
already been demonstrated in the range signal processing. 
Furthermore, we will demonstrate the theoretical conclu-
sion both in range and azimuth signal processing, that is, 
in SAR image processing.  

Through illuminating the ground with coherent radia-
tion and measuring the echo signals, SAR can produce 
two dimensional imageries with high resolution of the 
ground surface. Range resolution is accomplished thr- 
ough range gating. Fine range resolution can be accom-
plished by using pulse compression techniques. The 
azimuth resolution depends on antenna size and radar 
wavelength. Fine azimuth resolution is enhanced by tak-
ing advantage of the radar motion in order to synthesize 
a larger antenna aperture. 

The statement for the notch filter being used in SAR 
processing is also that significantly higher sidelobes 
would blur the SAR image where RFI signal exist.  

SAR image for simulation and experimental UWB 
SAR data is used to further demonstrate the influence of 
the notch filter. The procedure of image processing 
(whatever the simulation or experimental data processing 
is) is as follows: 

1) generating or receiving the radar echo signal 
mixed with the RFI signal; 

Figure 13. The diagram of NCS image algorithm. 2) analysing the echo signal spectrum and identify-
ing the RFI signal, including the RFI signal’s car-
riers and bandwidth; 

 
The output of matched filter with notch is shown in 

Figure 12. It can be seen that the influence of RFI have 
been decreased greatly, and the sidelobes level is less 
than –21dB. However, the regular spikes caused by the 
notch filter appear. 

3) designing the matched filter with notches, as in 
Equation (14); 

4) imaging with the NCS image algorithm [6]. The 
procedure is illustrated in Figure 13. 

 
 

   
(a)                                                             (b)  

Figure 14. Imaging for four RFIs with 4MHz bandwidth (a: Without RFI suppression, b: With RFI suppression). 
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(a)                                                             (b)  

Figure 15. Imaging for four RFIs with 8MHz bandwidth (a: Without RFI suppression, b: With RFI suppression). 
 
 
5.1. Imaging for Simulation  
 
In order to study the effect of the notch filter, we have 
LFM signal with 20us pulse-width and 200MHz band-
width to mix with four RFI signals to form the radar 
echo.  

Firstly, the bandwidths of all the RFI signals are as-
sumed to be the same as 4MHz, and the carriers are 
22MHz, 44MHz, 66MHz and 88MHz respectively. After 
the filter with the four notches and the SAR image is 
processed, the result is shown in Figure 14. Figure 14(a) 
is the figure without any RFI suppression, so the regular 
texture caused by RFI can be seen clearly and Figure 
14(b) is the figure with RFI suppression using the notch 
filter, where the regular texture disappears, but the false 
targets in range, caused by the notch filter, appear. 

Then all the RFI signal bandwidths are assumed to be 
8MHz whereas the other conditions are kept as above. 
The imaging result is shown in Figure 15. Figure 15(a) is 
the figure without any RFI suppression and Figure 15(b) 
is the figure with RFI suppression using the notch filter.  

Comparing Figure 14 to Figure 15, we find that RFI 
certainly blur the SAR image without RFI suppression, 
whereas the false targets appear in the SAR image with 
RFI suppression using the notch filter. From the simula-
tion we find that the wider bandwidth the RFI signals 
have, the stronger the false targets appear in the image. 
This observation is consistent with the theoretical con-
clusion. 

The influence of the RFI quantities has been studied, 
and with Figure 14 and Figure 15, the numerical values 
are measured and described in Table 1 and Table 2, 
where Table 1 is the result without any RFI suppression 
and Table 2 is the result with RFI suppression using the 

notch filter. In the table, the term (N×RFI with BMHz) 
means that there are N RFI signals with BMHz band-
width in the radar echo.  

We draw further conclusions from Table 1 and Table 2, 
namely that the notch filter has significant effect on 
sidelobes, as the quantities and the RFI bandwidth in-
crease, the sidelobes rise too. Raised sidelobes result in 
the SAR image having more false targets. 

We also have the conclusion from Table 1 and Table 2 
that the notch filter has little effect on the SAR resolu-
tion. 
 
5.2. Imaging for Experimental UWB SAR Data 
 
The matched filter with notches is applied to experimental 
UWB SAR data to verify the simulation and theoretical 

 
Table 1. SAR performance without RFI suppression. 

 Resolution(m) PSLR(dB) ISLR(dB)

2×RFI with 4MHz 0.66(r)×0.9(a) –11.32 –9.71 

2×RFI with 8MHz 0.66(r)×0.9(a) –11.8 –9.71 

8×RFI with 4MHz 0.66(r)×0.9(a) –11.23 –9.15 

8×RFI with 8MHz 0.66(r)×0.9(a) –11.59 –9.74 

*Note: ISLR is calculated only in range dimension. 

 
Table 2. SAR performance with RFI suppression. 

 Resolution(m) PSLR(dB) ISLR(dB)

2×RFI with 4MHz 0.66(r)×0.9(a) –11.12 –6.04 

2×RFI with 8MHz 0.66(r)×0.9(a) –7.84 –2.15 

8×RFI with 4MHz 0.66(r)×0.9(a) –11.12 –4.12 

8×RFI with 8MHz 0.66(r)×0.9(a) –9.06 1.1 

*Note: ISLR is calculated only in range dimension. 
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conclusion. The UWB SAR works at UHF frequency 
band with a bandwidth of 200MHz. Furthermore, The 
UWB SAR is a subsystem of the multi-frequency-band 
SAR (MFB SAR) developed in 2005 by the National 
University of Defense Technology (NUDT) of China, 
associated with the East China Research Institute of 
Electronic Engineering (ECRIEE). The MFB SAR sys-
tem installed on an Y7 aeroplane is capable of operat-
ing simultaneously in four frequency bands. Its flight 
test was performed in January 2005 in an area near the 
Sanya, Hainan, China. The sky is full of maritime radio 
and TV signals. Figure 16 is the averaged range signal 
spectrum of the received base-band signal. This spec-
trum is real, so we can see that there are at least 6 radio 
frequency interference signals in the band and their 
power vary from 10dB to 20dB greater than the radar 
echo signal.  
 

 

Figure 16. The measure spectrum of RFI. 
 

NCS algorithm is applied to form the UWB SAR image. 
Figure 17 is a UWB SAR image without RFI suppression. 
Figure 18 is a cross-section of a point target correspond-
ing to the frame in Figure 17, where Figure 18(a) is the 
plot along range and Figure 18(b) is the plot along azi-
muth.  

Figure 19 is a UWB SAR image with RFI suppression 
adopting notch filter. Figure 20 is a cross-section of a 
point target in the frame of Figure 19, where Figure 20(a) 
is the plot along range and Figure 20(b) is the plot along 
azimuth. 

We can observe that Figure 17 is blurred with RFI, 
especially in the relatively dark areas where have low 
SNR. Meanwhile, Figure 19 has more spots around 
strong point targets. These spots might be considered 
targets. But in the dark areas of Figure 19, the contrast of 
the image clearly improves. 

 

 

Figure 17. UWB SAR image without RFI suppression. 
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(a)                                                            (b) 

Figure 18. UWB SAR image without RFI suppression (a: The sectional plot in range, b: The sectional plot in azimuth). 
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(a)                                                            (b) 

Figure 20. UWB SAR image without RFI suppression (a: The sectional plot in range, b: The sectional plot in azimuth). 

 

 

Figure 19. UWB SAR image with RFI suppression. 

 
Table 3. Performance of the UWB SAR image. 

 Resolution(m) PSLR(dB) ISLR(dB)

Without RFI suppression 1.2(r)×2.5(a) –9.88 –4.79 

With RFI suppression 1.2(r)×2.5(a) –9.38 –2.98 

*Note: ISLR is calculated only in range. 

 
The cross-section of a point target in Figure 18 and 

Figure 20 is used to analyse the influence before and 
after RFI suppression. Detailed results are described in 
Table 3. We find from Figure 18, Figure 19 and Table 3 
that: 1) the average power of clutter, especially in range, 
is reduced after RFI suppression and 2) several spikes 
appear after RFI suppression adopting notch filter. For-
tunately, the notch filter has little impact on the SAR 
resolution. 

6. Conclusions  
 
In this paper, the performance of the notch filter is theo-
retically analysed. Firstly, a matched filter with notch(s) 
is designed and its theoretical output is derived. The 
theoretical result shows that the performance of the notch 
filter is influenced by the notches’ width and carrier, and 
that the notch filter has significant effect on the sidelobes 
but little effect on the resolution of system impulse re-
sponse. Secondly, the simulation data and a specified 
system data are processed in range direction (one-di-
mension) with notch filter applied to test the validity of 
the theoretical result. Thirdly, the simulation data and the 
experimental UWB SAR data are applied to test the va-
lidity of the theoretical result. Some useful conclusions 
are made. 

However, despite its shortages the notch filter is an 
effective tool to suppress RF interference for a small 
number of narrowband interferers in the lower SNR area 
of an image.  

The theoretical result has been made available to de-
scribe the effect of the notch filter on the SAR image. 
We hope our work and its results may be helpful to who 
engaged in UWB SAR, wireless system design and RFI 
suppression research. 
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Abstract 

This article analyses key technology used by network layer based on ZigBee technology. Then a reconfigure 
network as well as its strategy of forming network and distributing node is given. The simulation proved that 
the stability of reconfigure network and the ability of transmitting pass through obstacle are better than tradi-
tional network; it has an active significance for shorter delay because of the flexible of the improved forming 
network strategy. 

Keywords: ZigBee, Reconfigure Network, Forming Network Strategy, Routing, NS-2 

1. Introduction 
 
ZigBee wireless communication technology which has 
the characteristics of short range, low power, low bit rate, 
and low cost is a new member of WLAN families. Actu-
ally, although it is used in more and more filed of pro-
duce, it causes some problems. When the environment of 
the detect area is changed, for instance, once the node 
died or the communication link is obstructed by some 
things for some reason, the link is broken. It will influ-
ences communication efficiency and the ability of trans-
mitting through obstacle of ZigBee network. 

In order to adapt to the environment changes of the 
detecting area, reconfigure ZigBee network is introduced. 
When the network node has problems (node death or 
communication path blocked), the reconfigure network 
can change its network structure, repair break link 
quickly, which improve the ability of transmitting 
through obstacle of ZigBee network [1]. 

 

 

Figure 1. Network topology of ZigBee. 

2. ZigBee Network Layer 
 
The main functions of ZigBee network layer are forming 
network, allocating address for node joined the network, 
routing discover, routing contain and so on. There are 
three types of topology as illustrated in Figure 1: Start, 
Cluster-Tree and Mesh network [2,3]. Based on the func-
tion of general network layer, ZigBee reduce energy 
consuming and link cost as much as possible.  

In ZigBee networks, there are three types of nodes: 1) 
the ZigBee coordinator, which manages the network; 2) 
the routers, which are capable of participating in the 
AODV routing procedure; 3) the end devices, which 
transmit and receive frames through their parent node. 
Since end devices have no capability of AODV routing. 
Each non-ZigBee coordinator node has its parent while a 
non-end device node can have multiple children. 
 
2.1. Forming Network 
 
The first node which has coordination ability and has not 
joined any network coming into Personal Area Network 
(PAN) start to form network, and this node is the PAN 
Coordinator (PAN Coord) of this network. PAN Coord 
choose a idle channel after scanning channels, make sure 
its 16 bits network address, PAN ID, network topology 
parameters and so on. Then, it can accept other nodes as 
its children node. 

When node A wants to join the PAN, it sends associa-
tion request to the nodes in the network. If the node 
which receives the request has ability to accept node A to 
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be its children node, it assigns an unquiet 16 bits network 
address and sends association respond request to node A. 
Node A joins the network successfully and receives other 
nodes’ association request after it receives association 
respond request. Whether node has the ability to receive 
and associate with other nodes is line to the source used 
by node, such as memory, energy and so on. If node in 
the network wants to leave network, it can sends remove 
association request to its parent node. It can leave net-
work after receiving remove association request. What’s 
more, the node must remove all the association with 
other nodes before leaving network if it has children 
nodes. 
 
2.2. Network Address Allocate Mechanism 
 
In ZigBee networks, the network addresses are assigned 
using a hierarchical addressing scheme. The address is 
unique within a particular network and is given by a 
parent to its children. The ZigBee coordinator determines 
Cm that is the maximum number of children a parent can 
have, Rm that is the maximum number of routers a parent 
can have as children, and Lm that is the maximum depth 
in the network. Cskip(d), the size of the address sub- 
block being distributed by each parent at depth d to its 
router-capable child devices, is computed as follows [3]. 

1
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Network addresses Ad+1,rn and Ad+1,el will be assigned 
to the n-th router child and l-th end device child at depth 
d + 1 in a sequential manner, respectively, according to 
the following equations: 

Ad+1,rn = Aparent十Cskip(d)×(n-1)十1      (2) 

where 1 ≤ n ≤ Rm, and Aparent represents the address of the 
parent. 

Ad+1,el = Aparent十Cskip(d)×Rm十l        (3) 

 
2.3. ZigBee Routing Protocol 
 
In order to achieve low cost and low power, ZigBee 
routing algorithm combines Cluster-Tree and Ad-hoc 
On-demand Distance Vector routing (AODV). But the 
AODV routing algorithm used by ZigBee is different 
from classical AODV routing algorithm, it should be 
called AODV Junior (AODVjr) routing algorithm accu-
rately [4]. 
 
2.3.1. Cluster-Tree Routing Algorithm 
In the Cluster-Tree Routing Algorithm, node calculates 
next hop according to network address of destination 
node. For example, the routing node which address is A 

and depth is d, the node is its children node which ad-
dress is D according to the following equations: 

( 1Cskip dA D A )                (4) 

If the destination node of group is the generation of 
the receiving node, node sends the group to its children 
node. At the time, set the address of next hop node is N, 
if D>A十Rm× Cskip(d), N=D, otherwise, N is according 
to the following equations: 
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2.3.2. AODVjr Routing Algorithm 
The AODV routing algorithm used by ZigBee is differ-
ent from classical AODV routing algorithm, it should be 
called AODV Junior (AODVjr) routing algorithm accu-
rately [4]. AODVjr has main function of AODV and 
make some simplifications for reducing cost, energy 
saving and so on. 

1) AODVjr do not use sequence number in order to 
reduce control cost and simply routing progress. The 
sequence number used by AODV is to make sure that no 
cycle rode at any time. AODVjr formulate that the desti-
nation node can reply RREP when it has group. Even 
some inter node having routing to destination node can 
not reply RREP. 

2) AODVjr do not have precursor list, which simply 
routing table structure [5]. In AODV, if node detects 
there is an interruption in next-hop link, it makes upper 
node send RERR to inform influence node. AODVjr did 
not have precursor list because RERR is only sent to 
node which send failure. 

3) AODVjr use local repair mechanism when link 
breaks. In the progress of repairing, it also dose not use 
sequence number but allow destination node to send 
RREP. Sending RERR to destination of data group and 
noticing that node no arrive if it repairs fail. 

4) The node using AODV provides consistency infor-
mation to other nodes by sending HELLO group peri-
odically. The node using AODVjr dose not send HELLO 
group periodically, it updates neighbor list only accord-
ing to receiving group or information provided by MAC. 
 
2.3.3. ZigBee Routing 
ZigBee Routing includes two types of node: RN+ and 
RN-. RN+ is a kind of node which has enough memory 
and be able to run AODVjr. RN- is contrary to RN+, it 
has neither enough memory nor ability of running 
AODVjr, so it has to process group by Cluster-Tree al-
gorithm. 

In Cluster-Tree algorithm, node delivers group to next 
hop immediately after receiving it. There is no routing 
progress and it is not necessary to contain routing table 
entry, so it reduces link cost and node energy consuming, 
what’s more, it also reduce the demand to the memorial 
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ability of a node. However, because the link which built 
by Cluster-Tree may not be the best optimize link, the 
delay of deliver is big. The lower the depth of the node is, 
the more node works, and it makes assignment of com-
munication flow unbalance. ZigBee routing allow RN+ 
to seek the best optimize link: RN+ start to use routing 
discover to find the shortest link to the destination node 
after it receives group, if there are two links have the 
same hop, node choose the better one according to the 
LQI which provides by MAC layer of IEEE802.15.4; 
node deliver group via the link, if there is an interruption 
in the link, RN+ repair routing by local repair mecha-
nism. AODVjr reduce the delay of group deliver and 
improve reliability of group deliver [6]. 
 
3. Reconfigure ZigBee Network 
 
3.1. Reconfigure Network and Routing  

Algorithm 
 
Reconfigure ZigBee Network is a network that the net-
work structure can change dynamic. There are two 
meanings of structure changing dynamic: 1) the network 
topology does not change, but the type of node or the 
depth of network changes, 2) the network topology is 
changed. 

According to above, in ZigBee technology, Cluster- 
Tree algorithm is suit for the node which the memory is 
limited, node can send the receiving group to its children 
node or parent node without routing discovery progress, 
but it have a big per-to-per delay in the network which 
distribute nodes unbalance, it can causes business flow 
distribute unbalance. The less the depth of the node is, 
the more node works, it makes low depth node exhaust 
its power more quickly and lead communication to break 
at last. In the contrary, ADOVjr algorithm can seek the 
best optimize link, reduce per-to-per delay, and relax 
business flow distribute unbalance. But ADOVjr need 
more memory to contain routing table and much link cost. 

Reconfigure network use Cluster-Tree + AODVjr as its 
routing protocol, which can seek the best optimize link, 
reduce per-to-per delay, reduce link cost, and relax busi-
ness flow distribute unbalance. 
 
3.2. Network Address Allocate Mechanism in 

Reconfigure Network 
 
The reconfigure network use RN+ in order to reconfigure 
network to adapt the changing environment. The node 
joined the network form Cluster-Tree by the association 
provided by MAC layer. When a node allows a new node 
to join the network, they form parent-children relation; 
parent node assigns the unique 16 bits network address to 
children node. The Start topology is descript as a special 
Cluster-Tree topology (depth is 2) in reconfigure net-
work. 
 
3.3. Network Reconfiguration 
 
The network reconfiguration is embodied in the condi-
tion that the node environment is changing. Node need to 
reconfigure its network structure to communicate throu- 
gh obstruct when detect environment is changed. 

As shown in Figure 2(a), as a result of changing envi-
ronment, the communication link between node 7 and 
node 3 is obstructed in a Cluster-Tree network. Node has 
to leave network, it can’t transmit data to upper lever 
node. At this time, node starts to reconfigure network: 
according to network address allocate mechanism in re-
configure network (Equations (1) (2)), compute network 
address of the node (node 6) with same depth and parent 
node. Then AODVjr routing algorithm is used for rout-
ing for this node. If find node 6, node 7 will join the 
network as children node of node 6 and re-allocate net-
work address. The reconfiguration is finished when the 
communication link between node 6 and node 7 is built. 
If there is no node that both depth and parent node are 
the same around obstructed node (e.g. node 5), node will 

 

 

Figure 2. The forming network strategy of reconfigure Cluster-Tree network. “——”is represent parent-children relation; 
“()” is represent network address; “+” is represent node RN+, “-” is represent node RN-; Node 0 is PAN Coord, its network 
address is 0. 
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Figure 3. The process of reconfigure network. 

 
compute network address of the node (node 4) with same 
depth but different parent node. Then according to net-
work address allocate mechanism in reconfigure network, 
AODVjr routing algorithm is used for routing for this 
node. Node 5 will join the network as children node of 
node 4 and re-allocate network address if find node 4. 
The reconfiguration is finished when the communication 
link between node 4 and node 5 is built. Though the 
network structure is also Cluster-Tree after network con-
figuration, the depth of network is changing from 4 to 5, 
as shown in Figure 2(b). Node 7’s parent node is chang-
ing from node 3 to node 6 while node 5’s parent node is 
changing from node 2 to node 4. The process of recon-
figure network is shown in Figure 3. 

The Start topology is defined as a special Cluster-Tree 
topology (depth is 2) in reconfigure network. So as 

shown in Figure 4(a), according to AODVjr routing al-
gorithm, node begins routing node 5when the communi-
cation between node 4 and coordinator. Node 4 will join 
the network as children node of node 5 if find node 5 and 
be re-allocated network address. The reconfiguration is 
finished when the communication link between node 4 
and node 5. As shown in Figure 4(c), the network topol-
ogy is changing from Start to Cluster-Tree. 

The value of network depth is limited. It is consider 
that the communication link is break and need to repair 
as long as network depth is over limited value. 
 
3.4. Communication Link Repair 
 
Routing across break node is a way of addressing which  

Copyright © 2009 SciRes.                                                                                 WSN 



Y. XU  ET  AL. 
 
210 

 
(a)                  (b)                   (c) 

Figure 4. The forming network strategy of reconfigure start 
network. 

 

 

Figure 5. Routing across break node based on AODVjr. 
Link 1: If routing discovery find node 5, the new commu-
nication link will be 1-2-3-7-5-6. Link 2: If routing discov-
ery can not find node 5, the new communication link will be 
1-2-3-7-5-6. 

 

 

Figure 6. Performance with varying number of packet rate. 

seeks next two-hop node skip next node. In Figure 5, if 
node 4 fail in a five-hop distance communications link, 
node 3 can not receive MAC ACK. Considering that the 
communication links disconnected, node 3 will send a 
RERR packet to the node waiting for RREQ packet and 
set the path to invalid. Then, node 3 will find the address 
of next two jump node (node 5) and re-launch routing 
discovery to search for node 5. If routing discovery find 
node 5, the local repair will be completed by replacing 
the broken part of the communication link with a new 
rebuilding communications link (via node 7). The new 
communication link is 1-2-3-7-5-6 now. On the contrary, 
if routing can not find node 5, node 3 will find the ad-
dress of destination node (node 6) and re-launch routing 
discovery to search for it. At last, the communication 
link between node 3 and node 6 is rebuilt. At the same 
time local repair is completed. 
 
4. Simulation Results 
 
We used NS-2 Ver 2.33 as a simulator for performance 
evaluation of the reconfigure network, because the prin-
cipal part of reconfigure network strategy is Cluster-Tree 
topology, we only simulate Cluster-Tree topology as 
shown in Figure 2. Parameters used in simulations are as 
following. Traffic sources are CBR (continuous bit-rate), 
MAC protocol is IEEE802.15.4, simulate time is 500 
simulation seconds, data packet is 70 bytes; the entire 
node is RN+. Parameters of Cluster-Tree are: Rm=4，
Cm=4, Lm=5. Both reconfigure network and Cluster-Tree 
network’s packet deliver fraction in different deliver rate 
are shown in Figure 6, the average delay in different 
CBR is shown in Figure 7(a), and the link cost in differ-
ent CBR is shown in Figure 7(b).

 

  
(a)                                                        (b) 

Figure 7. Performance with varying number of CBR. 

Copyright © 2009 SciRes.                                                                                 WSN 



Y. XU  ET  AL. 
 

Copyright © 2009 SciRes.                                                                                 WSN 

211

 
As shown in Figure 6, we can see packet deliver frac-

tion of reconfigure network is higher than Cluster-Tree 
with the deliver rate growing, there are two reasons: 1) 
The Cluster-Tree topology transmit group by the par-
ent-children relation. The lower the depth of the node is, 
the more data groups the node has to be progressed. The 
possibility of collision in MAC layer is so high that the 
failure of packet deliver is high. But in reconfigure net-
work, lower depth node’s works is reduced because the 
use of RN+ node. 2) There is only one link between 
source node and destination node, once the link breaks, it 
makes some groups can not be transmitted to destination 
node. Reconfigure network use Cluster-Tree + AODVjr 
algorithm, if link breaks, local repair can be used, which 
improved deliver successful. 

As shown in Figure 7(a), the average per-to-per delay 
of reconfigure network is below 0.04s with the number 
of CBR increasing, while Cluster-Tree is higher than 
0.05s. Link cost of reconfigure network is increasing 
along with the number of CBR increasing as shown in 
Figure 7(b). 
 
5. Conclusions 
 
ZigBee wireless communication technology has the 
characteristics of short range, low power, low bit rate, 
low cost; it has broad application prospects and enor-
mous commercial value. This article analyses key tech-
nology used by network layer in detail. Then a reconfig-

ure network is given. The simulation proved that the sta-
bility of reconfigure network and the ability of transmit-
ting through obstacle are better than traditional network; 
it has an active significance for shortening delay because 
of the flexible of the improved forming network strategy. 
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Abstract 

Optimizing deployment of sensors with self-healing ability is an efficient way to solve the problems of cov-
erage, connectivity and the dead nodes in WSNs. This work discusses the particular relationship between the 
monitoring range and the communication range, and proposes an optimal deployment with self-healing 
movement algorithm for closed or semi-closed area with irregular shape, which can not only satisfy both 
coverage and connectivity by using as few nodes as possible, but also compensate the failure of nodes by 
mobility in WSNs. We compute the maximum efficient range of several neighbor sensors based on the dif-
ferent relationships between monitoring range and communication range with consideration of the complex 
boundary or obstacles in the region, and combine it with the Euclidean Minimum Spanning Tree (EMST) 
algorithm to ensure the coverage and communication of Region of Interest (ROI). Besides, we calculate the 
location of dead nodes by Geometry Algorithm, and move the higher priority nodes to replace them by an-
other Improved Virtual Force Algorithm (IVFA). Eventually, simulation results based-on MATLAB are 
presented, which do show that this optimal deployment with self-healing movement algorithm can ensure the 
coverage and communication of an entire region by requiring the least number of nodes and effectively 
compensate the loss of the networks. 

Keywords: Optimal Deployment, Self-Healing Movement, Particular Region, Euclidean Minimum Spanning 
Tree (EMST), Improved Virtual Force Algorithm (IVFA) 

1. Introduction 
 
Sensor networks consist of a large number of small, 
light-weight, highly power-constrained, and inexpensive 
wireless nodes called sensors. Sensors are equipped with 
detectors for intrusion, sensing changes in temperature, 
humidity, chemicals, or any other characteristic of the 
environment that needs to be monitored. The data about 
the environment is constantly observed, consolidated, 
and sent to a monitor or Base Station (BS). Data trans- 
mission from the sensors to the BS can be periodic, 
event-triggered, or in response to a query from the BS. 
While each sensor node has limited computation capa-
bilities and usually non-rechargeable battery power, the 
collaboration among thousands of sensors deployed in a 
region makes sensor networks a powerful system for 
observation of the environment [1]. The data sensed by 

the sensors is generally highly critical, and may be of 
scientific or strategic importance. Hence, the coverage 
provided by sensor networks is a very important criterion 
of their effectiveness. Special emphasis is placed on cov-
erage especially in tactical applications such as survei- 
llance and reconnaissance. Sensors can easily be used for 
the perilous and demanding duties of observing land-
scapes for intrusion detection [2]. In a wireless sensor 
network, the reasonable deployment of sensors should 
take both coverage and connectivity into account. Cov-
erage requires that any physical field in a sensing region 
can be monitored by at least one node. Connectivity re-
quires that each node is under the range of communica-
tion of its neighbor sensors. All these nodes can consist 
of an Ad-hoc network, and also transmit data packets to 
the BS. On the other hand, as time progresses the sensor 
nodes may die randomly due to malfunction, energy ex-
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haustion or malicious destruction. All these factors result 
in holes of coverage and connectivity in WSNs, which 
makes the system unable to meet the performance crit- 
erion. 
 
2. Related Works 
 
Recently, a lot of approaches were advanced to solve 
these problems of coverage, connectivity and dead nodes 
in WSN. The work in [3,4] discusses how to adjust the 
locations of the nodes to satisfy the coverage in an open 
space, but without considering the boundary or obstacle. 
The grid algorithm in [5,6] is an appropriate way to en-
sure coverage and connectivity when there are a few 
nodes in the sensing region, however, with increasing 
nodes, it would be low efficient. The work in [7] does 
consider both coverage and communication, but it de- 
faults that the range of sensing and communication are 
equal to each nodes without discussing varied situations 
respectively because of the different ranges between 
sensing and communication. The intersection point of the 
two dead nodes’ neighboring sensors is used to decide 
where available node moves towards based on the ran-
dom deployment in [2,8]. The Virtual Force Algorithm 
(VFA) strategy to enhance the coverage after an initial 
random placement of sensors is proposed by [9,10], but 
the shortest distance path among nodes is not rectified 
during the process of movement. Works [11,12] effi-
ciently adjust the sensor placement after an initial ran-
dom deployment and apply fuzzy logic theory to handle 
the uncertainty in sensor deployment problem. 
 
3. Problem Formulation 
 
Assuming a sensing field, the range of communication of 
each sensor in this region is Rc, within which it can 
transmit data packets to other sensors. Also, the sensing 
distance is Rs. The areas of each node’s coverage and 
connectivity are assumed as two ideal circles respectively. 
K. Kar and S. Banerjee default Rc=Rs in work [7], which 
satisfy the coverage and connectivity of the region. 
However, it is not realistic to analyze this issue by de-
fining Rc=Rs simply. We discuss different situations 
based on different relationships between Rc and Rs in 
order to adopt an appropriate deployment approach. Ac- 
cording to literature [13] D. Pompili the two adjacent 

sensors, which are separated by no more than 3 Rs, 
can ensure effective coverage of the surrounding region. 
Thus, we can figure out the deployment approaches that 
respectively regard coverage or connectivity as the first 
choice in open space. Our reform does not let nodes re-
strict by any choice, but simultaneity satisfy coverage 
and connectivity by the least number of nodes. Secondly, 
another important issue is how to deploy sensors effect- 

tively in that region with boundary and obstacle. Because 
the boundary or the obstacle may limit the distance of 
sensing and communication, the approach of placing this 
kind of region is not different from placing in open space. 
On the other hand, the sensor nodes may die randomly 
due to malfunction, energy exhaustion or malicious 
destruction as time progresses. All these factors result in 
holes of coverage and connectivity in WSN, which 
makes the system unable to meet the performance cri- 
terion. In this paper, we also propose another movement 
approach to compensate the loss based on the mentioned 
optimal deployment algorithm. Below, we discuss how 
to deploy in particular region. 
 
4. Optimal Deployment with Self-Healing 

Movement Algorithm for ‘Particular  
Region’ 

 
The ‘Particular Region’ is a closed area or semi-enclosed 
area with boundary or obstacle which is consisted of un- 
regulated polygons and arches. The optimal deployment 
algorithm can ensure this region’s coverage and connec- 
tivity by the least sensors. However, researching on the 
deployment algorithm in an open space is regarded as the 
foundation to analyze the different situations in a par- 
ticular region. This work discusses the deployment in an 
open space firstly, and then we improve and summarize 
the specific deployment algorithm in a particular region. 
All nodes are deployed above the ground about one me- 
ter to ensure the most optimal channel.  
 
4.1. Deploying Sensors in an Open Space 
 
Multi-line sensor arrays effectively resolve the issue. 
Below we study on deploying sensors in an open area 
without obstacles, and then extend to the deployment 
method in particular area with boundaries and obstacles. 

Firstly, we establish a two-dimensional coordinates 
without boundaries or obstacles, and deploy lines of 
sensors, it guarantees the entire coverage of both adja-
cent nodes and each row. As the adjacent nodes can 
communicate with each other, if it is required to maintain 
the whole region’s connectivity, we can add some of the 
sensors between adjacent lines to ensure it.  

Case 1: Rc≤ 3 Rs, the distance of adjacent nodes at 
each line is set Rc, which guarantees the coverage of ad-

jacent nodes. Because Rc≤ 3 Rs, the width of belt-like 
region that covered by a row of sensors is 

2
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X-axis. The above-mentioned method guarantees the 
coverage of the entire region. Figures 1–3 show three 

possible conditions. For Rc＜ 3 Rs, what should be 
paid more attention to is that the method only satisfies 
communication property between adjacent nodes but not 
adjacent lines. 

 

 

Figure 1. Deployment when Rs>Rc. 

 

 
Figure 2. Deployment when Rs=Rc. 

 

 

Figure 3. Deployment when Rs<Rc< 3 Rs. 

Case 2: Rc＞ 3 Rs, as the smaller Rs, if we continue 
to adopt above-mentioned methods, which would lead 
the blind region that is not monitored between two adja-
cent lines, and also result in a waste of sensor nodes. So 
here’s a typical use of the principle of hexagonal fabric 
which is more reasonable, and set the two adjacent sen-
sors by Rs as Figure 4 shows. Therefore, it ensures the 
regional coverage and connectivity. 
 
4.2. Deploying Sensors in Particular Area 
 
For placing in particular regions, we can sum up the rules 
of deployment in two-dimensional coordinates from ana- 
lyzing on a large area. First, establishing the 
two-dimensional coordinates, and assuming a initial node 
S(0,0)= (x0,y0) which is nearest to the origin than other 
nodes. According to above conclusion, the node S(1,0)= 
(x0+Rc,y0), which is deployed next to the initial node 
along the positive x-axis direction. While the node S(0,1) 

=(x0+Rc/2,y0+ -
2

2 c
S s

R
R + R

4
) deployed first on the 

second row that is close to initial row along the positive 
y-axis direction. 

S(2,2)=( 0 02 , 2 2
2

2 c
c S s

R
x R y R R -

4
   ). 

By the same token any node’s position placed by the 
above deployment algorithm in the two-dimensional co-
ordinates can be calculated. (Note: The odd and even 
lines are different): 

S(n’,2n)=( 0 0' , 2 2
2

2 c
c S s

R
x n R y nR n R -

4
   ),      (1) 

S(n’,2n+1)= 

( 0 0/ 2 ' , (2 1) (2 1)
2

2 c
c c S s

R
x R n R y n R n R -

4
      ), 

(2) 

n’=(0,1,2…∞), n=(0,1,2…∞). 

 

 

Figure 4. Deployment when Rc > 3 Rs. 
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Figure 5. This approach leads to uncovered area. 

 

 

Figure 6. Deploying along the boundary (nodes in the cor-
ners are redundant). 

 

 

Figure 7. Improved deployment. 

 
Of course, the node expression derived would change 

if we set different initial nodes. We need to be flexible in 
establishing the appropriate two-dimensional coordinates 
depending on the different shape of the area. However, 
the above-mentioned connectivity, which is limited that 
only ensures sensing data exchange between adjacent 
nodes at the same line, is limited. The following work 
focusing on the deployment of particular area will dis-
cuss how to ensure entire network’s connectivity. 

Assuming several nodes in a particular area with 
boundaries and obstacles are deployed as Figure 5, it 
results in uncovered area. The approach as Figure 6 
shows meets the whole coverage and connectivity, but in 

order to ensure the communication of adjacent nodes not 
to be blocked by obstacles, there are extra nodes to be 
added at the corner of the boundary, so it certainly 
wastes sensors. The deployment method in particular 
area can be improved on the basis of the above research 
as Figure 7 shows. 

Assuming d is the width of uncovered area: 

Case 1: 
2

2 c
s

R
d R -

4
 , and Rc≤ 3 Rs, the distance 

between nodes and boundary is set 
2

2 c
s

R
R -

4
, and two 

adjacent nodes are separated by Rc. 

Case 2: 
2

2 c
s

R
d R -

4
 , and Rc＞ 3 Rs, the distance 

between nodes and boundary is set 
2

2 c
s

R
R -

4
, and two 

adjacent nodes are separated by 3 Rs. This deployment 
method can satisfy coverage and connectivity.  

Case 3: ＞d
2

2 c
s

R
R -

4
, no matter what relationship 

between Rc and Rs is, the method is as well as the de-
ployment approach in large area. 

In this way, both the coverage of whole area and the 
connectivity of adjacent nodes are guaranteed by the 
least number of nodes. 

However, only satisfying connectivity of adjacent 
nodes on the same line is not enough to make all the 
nodes form an Ad-hoc network. In this paper, the EMST 
(Euclidean Minimum Spanning Tree) algorithm is intro-
duced to estimate the communication location of the 
longest boundary, and also it combines with geometric 
analysis to solve the entire network problem of connec- 
tivity.  

Assuming T area, and Choose any point S that can 
correspond to a leaf node of T, and all {S} are defined as 
subsets to C in T , set C←{S}, Also set K=0, K→K+1. 
Choose any 'S C . The Rc-disk which is chosen 
as centered at . Move any points in C which are 

covered by . Set 
kD 'S

k kD I  as the point of intersection by  

and the boundary of T. For each point , including 
kD

'' kS I
''S C , if 1 2 3D D 1kD ''S D   

''S

1k kD D 

 . So the path 

from initial  to  in T is covered 
by  completely. The de- 

ployment of specific path can be regarded as the geomet-
ric issues. The straight-line distance between two lines of 

S

3D 1 2D D 

nodes is 
2

2

4
c

S s

R
R R  . According to the parallelo- 

gram principle, two diagonal d1, d2 respectively is:  
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d1= 
2 2

2 2

4 4
c

S s

R R
R R  （ ） c ;       (3) 

d2= 
2 2

2 2 9

4 4
c

S s

R R
R R  （ ） c ;      (4) 

We choose an appropriate diagonal depending on the 
different shape of particular area, and calculate the num-

ber of complementary sensors: 1

c

d

R
or 2

c

d

R
. These added  

sensors are separated by the equal distance on the diago-
nal as shown in Figure 8. To sum up, the communication 
path among all lines is established, and all sensors ensure 
the connectivity in entire network. 
 
4.3. Self-Healing Movement  
 
Even if the applications of above-mentioned optimal 
deployment algorithm can satisfy both connectivity and 
coverage, the sensor nodes may die randomly due to 
malfunction, energy exhaustion or malicious destruction 
as time progresses. All these factors result in holes of 
coverage and connectivity in WSN, which makes the 
system unable to meet the performance criterion. In this 
paper, we propose another movement approach to 
compensate the loss based on the mentioned optimal 
deployment algorithm.After the initialization of network, 
we assume that every node is equipped with the capabi- 
lity of movement, and acquires their location and com- 
munication neighbors respectively by localization proto- 
col as [14,15] referred. Also communication neighbors 
will detect when any node dies. Then these nodes’ 
neighbors broadcast a packet containing its location to 
next one-hop node which continues to transmit to an-
other until all the nodes get the message of hole. The 
following section presents our movement algorithm: 

According to above-mentioned deployment algorithm, 
in order to satisfy the whole connectivity and coverage in 
networks, it is inevitable to produce some edge nodes  

 

 

Figure 8. Deployment by EMST. 

whose real coverage areas are smaller than other’s like 
the R nodes as the Figure 9 shows. In our approach, we 
need to make full use of these edge nodes to compensate 
the holes of coverage and connectivity in WSN. Hence 
we divide those nodes which were deployed near to the 
boundary or obstacles into three categories on the basis 
of different relationship between Rs and Rc:  

Case 1: When Rc   3 Rs: 
1) The vertical distance between node and boundary or 

obstacles is 
2

2 c
s

R
d R -

4
 , 

2) The vertical distance between node and boundary or 

obstacles is 
2

2 c
s s

R
R - d R

4
  , 

3) The vertical distance between node and boundary or 
obstacles is . Sd R

Also three types of nodes are set in different priority 

classes to move. The nodes (
2

2 c
s

R
d R -

4
 ) get the top 

priority, while the nodes（
2

2 c
s s

R
R - d R

4
  ）is mid.  

Case 2: When Rc > 3 Rs:  
1) The vertical distance between node and boundary or 

obstacles is 
2
sR

d  , 

2) The vertical distance between node and boundary or 

obstacles is 
2
s

s

R
d R  , 

3) The vertical distance between node and boundary or 
obstacles is . Sd R

Also three types of nodes are set in different priority 

classes to move. The nodes (
2
sR

d  ) get the top prior-

ity, while the nodes (
2
s

s

R
d R  ) is mid.  

 

 

Figure 9. X is a dead node, R is the node with top priority. 
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Figure 10. The process of movement. 

 

 

Figure 11. Changing another routing movement. 

 
Though the following research and proof are based on 

Rc   3 Rs, we adopt the same principle methods to 

move the nodes on the condition of Rc > 3 Rs except 
only the constant of slope and location of nodes 
changed by above analyses. When the message is re-
ceived by the nodes with top priority, they can calculate 
the distance from the dead node to its location 

dtd  2 2( ) (t d t d )x x y y   , (i.e. ( , )t tx y  ( , )d dx y  are 

the location of top priority node and dead node in 
two-dimensional coordinates respectively) and broadcast 
to the other top priority nodes. The radio energy dissipa-
tion model as [16] referred: 

2

4

      if  0
( , )

     if  0

elec fs

T

elec mp

lE l d d
E l d

lE l d d





   
 

      (5) 

It presents that more and more energy would be 
wasted with the increasing of distance. So we choose the 
minimum distance  from all the top movement pri-

ority nodes. In order to avoid energy depletion caused by 
excessive movement, we propose the new type move-

ment like routing to counterpoise the node’s energy con-
sumption in movement by calculation of routing move-
ment distance as shown in Figure 10. When the available 
node R with top priority is chosen to replace the dead 
node X, R will broadcast available nodes W, S, N and 
then these nodes produce the virtual force to make W 
move to the location of X, and simultaneously R is 
forced to the W location. On the other hand, if there is an 
obstacle caused failure of movement on the path from W 
to X, W will broadcast back to R, and the routing of 
movement change immediately as the Figure 11 shows. 

dtd

 
4.4. Calculation of Routing Movement Distance 
 
Assuming the neighbor W of the dead node X. Set the 
co-ordinates of X be 0 0( , )x y , and those of W be 

( , )w wx y . Consider another two neighbors of node X, S 

and N which located at ( , )s sx y  and ( , )n nx y  respec-

tively. The circle of coverage of nodes S and N intersect 
at the point I by the co-ordinates. Our algorithm makes 
node W move towards X such that the area that was ear-
lier sensed by X can now be covered by node W.  

Step 1: The co-ordinates of intersection node I and the 
distance snd  between S and N can be derived as fol-

lows:  

2 2

2 2

( ) ( )

( ) ( )

2

2

s s

n n

s

s

x x y y R

x x y y R

    


   
          (6) 

2( ) (sn s n s nd x x y y    2)          (7) 

The solution of equation group: 

2 2 2

2 2 2

( ) 2 ( ) (4 ) 2

( ) 2 ( ) (4 ) 2

s n s n c

s n s n c

2

2

x x x y y d r d d

y y y x x d r d d

     


    
  (8) 

The solutions ( , )i ix y which is closer to dead node X is 

the required answer. 
Step 2: As above-mentioned optimal deployment algo-

rithm, adjacent nodes have a fixed line slope in different 
relationship between Rs and Rc.  

When Rc   3 Rs: 
2

2( )
4 2
c c

S s

R R
tg R R     

When Rc > 3 Rs: 3tg    

Step 3: set ' ( ', ')X x y  as the point node W move 

towards.  

2 2( ' ) ( ' )

' '
i i

w w

2
sx x y y R

y y x x tg

    


  （ ）（ ）
           (9) 

So we can prove that the node W move towards 
( ', ')x y which was the location of dead node X.  
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4.5. Improved Virtual Forces Algorithm 
 
In the process of movement, we also combined with the 
VFA model as [10] presents:  

ij

( ( ), )          if  

0,                                    if  

1
( , ),             if  otherwise

A ij th ij ij th

ij th

R ij
ij

d d d d

F d

d

 

  


 
 

 



d



    (10) 

where dij is the Euclidean distance between sensor si and 
sj , dth is the threshold on the distance between si and sj, 
aij is the orientation (angle) of a line segment from si to sj, 
and wA(wR) is a measure of the attractive (repulsive) 
force.The threshold distance dth controls how close sen-
sors get to each other. We assume that the neighbors of 
the dead nodes will produce the “attractive” force to the 
predetermined movement nodes. In order to reduce the 
total moving distance of the sensors, we determine 
whether si can move toward pj at every period (namely 
round) as follows: 

Step 1: The dead nodes pj is detected by its neighbors, 
and its location is obtained by above geometry algorithm.  

Step 2: Calculating . When the 

shortest  is found, the si decide to move toward pj 

with a threshold 

njjj spspsp ddd ,,,
21


ij spd

 ,   is the maximal distance a sensor 
can move forward at every round. Then the ( , )

i ii s ss x y  is 

updated with ' '( ,i s
' )
isi

s x y  which can be calculated by the 

Equations (1) and (2). 
As Figure 12 shows, the linear equation of the line 

passes through the sensor si and the predetermined loca-
tion pj is . We 

can obtain 

( )( ) ( )(
j i j j i jp s p p s py y y y x x x x     )

j

' ( ) /
i i j j is s p p s px x x d x    

 

 

Figure 12. The coordinate of  is updated after moving a is

  threshold. 

and ' ( ) /
i i j j i js s p p s py y y d y   . 

So we can summarize an improved VFA with above 
analyses, if the final force of the dead node’s neighbors is 
calculated, the sensor with priority moves towards the 
dead node’s location according to the magnitude and di-
rection. The updated move can be calculated: 

( ) ( ) ( )

( ) ( ) ( )

ix
new old ix

i

iy
new old iy

i

F
x i x i sign F

F

F
y i y i sign F

F






  



   












     (11) 

To sum up, with combination geometry and improved 
VFA, we prove the feasibility of our movement algo-
rithm. If all these top priority nodes already compensate 
the loss in the network, the mid priority nodes will con-
tinue to move to the lower and dead ones. Note that the 
crucial Euclidean leaf nodes which ensure the whole 
connectivity of network need to be recovered first if any 
one doesn’t works. 

 

 
(a) 

 
(b) 

Figure 13. (a) 100*85 rectangle, (b) Particular areas: a 
complex area with kinds of boundaries and obstacles 
(shadow). 
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5. Simulation Results 
 
In this section, we present two groups of experimental 
results to prove the effectiveness of our optimal deploy-
ment with self-healing movement algorithm in different 
fields. We choose one simple and representative sensing 
fields, and then design a more complex particular area as 
shown in Figures 13(a), (b). We consider four groups of 
cases (Rc,Rs)=(4,6); (5,5); (6,4); (8,4) to reflect the rela-
tionships as above-mentioned: Rs>Rc; Rs=Rc; Rs<Rc< 

3 Rs; Rc > 3 Rs respectively. All nodes are deployed 
above the ground about one meter to ensure the most 
optimal channel. We compare the number of sensor be-
ing deployed as comparison metric in four different 
methods including ours optimal algorithm, coverage-first 
algorithm, connect-first algorithm, grid algorithm dis-
cussed in Section 3. Then we make some nodes die ran-
domly on purpose, and compare the coverage of this 
network with the other one which already healed it.  

 

 
(a) 

 
(b) 

Figure 14. (a) The number of sensors used in 100*85 rec-
tangle, (b) The number of sensors used in particular sensing 
area. 

The number of sensors in four different relationships 
of Rs and Rc under particular area is shown in Figure 14. 
Most sensors are used in the gird algorithm, because all 
adjacent nodes are separated by the minimum of Rs and 
Rc. Sensors are placed horizontally by separation of Rc 
under the connect-first algorithm, thus it results in wast-
ing many overlapping nodes in coverage when Rs>Rc.  

On the contrary, for it needs so many extra nodes to 
maintain the connectivity between adjacent sensors, the 
coverage-first method uses the most sensors except under 

grid algorithm when Rs<Rc< 3 Rs. Also when Rc 

> 3 Rs, the coverage-first method works the same as 
our optimal algorithm because of enough communication 
distance. To sum up, our optimal algorithm uses the least 
number of nodes to satisfy both coverage and connec-
tivity in all four different situations. 

The ratio of coverage in Region of Interest (ROI) is 
defined in [4] as shown in Equation (12).  

i=1...n i
r

A
C

A
               (12) 

Ai is the area covered by the ith node; N is the total 
number of nodes; A stands for the area of the ROI, which 
is simulated under our optimal deployment. In our simu-
lation, we set Rc= 4, Rs=6 and Rc= 8, Rs=4 to reflect the 

different relationship of Case 1: Rc   3 Rs and Case 

2: Rc > 3 Rs respectively. We assume that the rest of 
nodes exception the ones with top and mid priority die 
firstly. As the above-mentioned analyses because the 
number of nodes with top and mid priority is less than 
the half of all nodes in ROI, and the rest of nodes is 
meaningless in moving to increase the coverage, we set 
the maximum number of dead nodes are 120 and 150 
respectively. The comparison of the coverage ratio 
between the network with self-healing and the other 
one without movement is shown in Figure 15. The red 
lines are the simulation in Case 1 and the blue lines 
represent that in Case 2. We can find our algorithm with 

 

 
(a) 
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(b) 

Figure 15. (a) The coverage ratio of 100*85 rectangle in two 
Cases, (b) The coverage ratio of particular region in two 
Cases. 

 
self-healing maintains much higher coverage ratio by 
contrast with the original network without movement 
when the nodes die continuously. The lines with our al-
gorithm decline slowly at first and than get faster as all 
top priority nodes used up while the mid priority nodes 
start moving. When all the nodes with top and mid prior-
ity have already relocated, the slope of the line is the 
same as another ratio line of original network without 
moving. However, when most nodes have already died, 
the slope of original network’s coverage ratio line will 
rise slowly as a part of top and mid priority nodes that 
occupy smaller area can not be available. Because of less 
nodes in Case 2, the coverage ratio decline faster than the 
ratio in Case 1. 
 
6. Conclusions 
 
In this work, the optimal deployment with self-healing 
movement algorithm has been proposed to ensure the 
coverage and connectivity of particular area by fewer 
sensors as compared to other three methods. Besides, 
with the capacity of self-healing the coverage of the en-
tire particular area is obviously enhanced by contrast 
with another network without movement when some 
nodes are already dead. Thus, this method can be applied 
in closed sensing area or semi-enclosed sensing area with 
boundaries or obstacles which are modeled by irregular 
polygons or arches. Furthermore, with a combination of 
programs and protocols, the Ad-hoc network can be 
built. 
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Abstract 

The Wireless Sensor network is distributed event based systems that differ from conventional communica-
tion network. Sensor network has severe energy constraints, redundant low data rate, and many-to-one flows. 
Aggregation is a technique to avoid redundant information to save energy and other resources. There are two 
types of aggregations. In one of the aggregation many sensor data are embedded into single packet, thus 
avoiding the unnecessary packet headers, this is called lossless aggregation. In the second case the sensor 
data goes under statistical process (average, maximum, minimum) and results are communicated to the base 
station, this is called lossy aggregation, because we cannot recover the original sensor data from the received 
aggregated packet. The number of sensor data to be aggregated in a single packet is known as degree of ag-
gregation. The main contribution of this paper is to propose an algorithm which is adaptive to choose one of 
the aggregations based on scenarios and degree of aggregation based on traffic. We are also suggesting a 
suitable buffer management to offer best Quality of Service. Our initial experiment with NS-2 implementa-
tion shows significant energy savings by reducing the number of packets optimally at any given moment of 
time. 

Keywords: Data Aggregation, Data Fusion, Congestion Control, Buffer Overflow, End to End Delay 

1. Introduction 
 
Wireless sensor network (WSN) is a network of sensor 
nodes. The main constituents of the WSN nodes are the 
communication devices (i.e. receiver and transmitter), a 
small Central Processing unit (CPU), a sensing device 
and a battery. The sensor node senses and gathers infor-
mation from the surroundings; the CPU executes some 
control instructions and the communication unit sends 
the information to the base station through the network 
of such a large number of nodes. 

WSN is distributed in nature and an event based sys-
tem. Due to size and battery power limitations, these 
devices typically have limited storage capacity, limited 
energy resources, and limited network bandwidth. Due to 
these limitations, WSN differs from traditional commu-
nication networks in several ways. These limitations of 
sensor nodes demand specialized optimization tech-
niques. Typically in WSN applications, a large number 
of Sensor Nodes (SNs) are covered over the specific tar-
get area in close proximity to each other. In such de-

ployments, spatial correlation of data is observed where 
neighboring sensor nodes report data values with a high 
degree of correlation.  

Another kind of correlation observed in sensed envi-
ronmental data is the temporal correlation of data where 
the successive sensed parameter values are found to be 
identical and varies slowly except in the case of unex-
pected events [1,2].  

The spatial and temporal correlations of the WSN data 
can be exploited favorably for the development of effi-
cient communication protocols in the WSN. Moreover, 
there is redundancy in the sensor data. The communica-
tion cost imposed due to redundant data is unnecessarily 
consumes lifetime of the nodes and bandwidth. In wire-
less sensor networks, several information can be com-
bined together and represented by same number of bits. 
Once this is done the energy consumption in the com-
munication process will be reduced. This process is 
known as data aggregation. Data aggregation schemes 
are the most popular way of using the correlation in sen-
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sor data. 

Data produced by nodes in the network propagates 
through other nodes in the network via wireless links. 
When compared to local processing of data, wireless 
transmission is extremely expensive. Researchers esti-
mated that sending a single bit over radio is at least three 
orders of magnitude more expensive than executing a 
single instruction. With the new developments in the 
hardware of the motes, increasing memory size is giving 
us the chance to process the data, perform buffer man-
agement operations, so as to reduce the number of trans-
actions over the radio. 

For Scalability and flexibility of WSN applications, 
we need to consider this data aggregation as this results 
in energy saving and optimized performance. Indeed, 
several research efforts have been proposed in different 
forms of aggregation to achieve energy efficiency 
[1–4].  

The aggregation process can be lossless or lossy. In 
lossless aggregation, more information is embedded into 
a single packet (instead of one packet for every informa-
tion) thereby combining all headers into single header 
and same data bits. In lossy aggregation many data pack-
ets are passed through aggregation function that gener-
ates a single packet which has no information about the 
original data. These functions are computed by the in-
termediate nodes based on the data received. Thus, at 
each intermediate node, the amount of outgoing data is 
considerably lower than the amount inputted, resulting in 
increase of computational overhead thereby decreasing 
the transmitted data. The degree of aggregation (DoA) is 
defined as the ratio of number of bits present in all the 
packets considered for aggregation in one round of ag-
gregation and the number of bits present in the aggre-
gated packet.  

There are two different types of routing in WSN lit-
erature, namely address centric and data centric. Data 
centric routing [1] is used as one of the key techniques to 
support in-network aggregation. Based on the data rather 
than the data sources and destinations, data centric rout-
ing aims to find path from multiple sources to a single 
destination that promote data aggregation.  

Another approach is using hierarchies, where sensor 
nodes are usually organized into clusters. To perform the 
data aggregation nodes communicate with each other and 
form the clusters in order to share their sensed data. Even 
though such energy savings are desirable, data aggrega-
tion is sensitive with delay.  

WSNs have wide range of applications. We focus on 
data aggregation technique that target all classes of sen-
sor network applications from monitoring to industrial 
grade applications.  

The rest of this paper is organized as follows. In Sec-
tion 2, we give an overview of data aggregation tech-
niques in WSN from the literature and motivation for our 

work. We present system description and parameters in 
Section 3 and our approach is discussed in Section 4. 
Results and graphs are analyzed in Section 5 and finally 
the paper is concluded in Section 6. 
 
2. The Related Work, Motivation and   

Contribution 
 
Previous studies have proved that substantial energy 
savings are not only possible but essential for the success 
of wireless sensor networks [1]. We analyze some pre-
vious and on-going research efforts to put our work in 
perspective. The delay which occurred in the process of 
aggregation, (termed as aggregation delay) is a function 
of number of hops between the destination and the far-
thest source, and depends upon the aggregation parame-
ter such as degree of aggregation, which will be defined 
in the next section. To maximize the degree of aggrega-
tion within the network, data tend to be routed through 
the paths that promote aggregation, rather than shortest 
path, which contributes additional delay. 

The authors of [1] dealt with the performance issues of 
sensor data aggregation. They have presented a tech-
nique for delay energy trade-off in the presence of 
non-trivial (time consuming) aggregation. This is a 
mechanism to perform data centric aggregation. In their 
algorithm they used application specific knowledge 
which in turns provides a means to augmenting through-
put. One of the limitations is due to its application spe-
cific approach. This algorithm is not adaptive.  

The authors in [2] proposed an algorithm of aggrega-
tion which is a variant of directed diffusion. In this, in-
termediate nodes collect data for a specific amount of 
time or till they collect a fixed amount of data and send 
them for aggregation. The accuracy of aggregation will 
depend on the delay allowed at the intermediate nodes, 
which is specified by the application. This can improve 
path sharing and attain significant energy savings when 
the network has higher nodal density compared with the 
opportunistic approach. However, the idea is limited to 
specific amount of time or specific volume of data which 
is application dependent. 

The authors of [3] investigate the tradeoff in the pres-
ence of both data aggregation and topology control 
(through the sleep/active dynamics of sensor nodes). In 
these data aggregation technologies, all aggregator nodes 
would wait for a fixed-period of time before performing 
aggregation operation. So when the time triggers, the 
aggregation nodes can receive responses from all of its 
children. This approach can save more energy consump-
tion, but bring larger latency to the whole network. 

The authors in [4] study the energy-accuracy tradeoff 
under two different types of aggregation: one is snapshot 
aggregation which is performed once, and other one is 
periodic aggregation which is regularly performed. The 
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authors claim completely distributed and localized 
(nodes exchange information only with immediate one 
hop neighbors) algorithm, however the parent should 
receive an exact number of messages, equal to the num-
ber of its children and the final result is only available at 
the user node. Snapshot aggregation on the other hand is 
very sensitive to the stability of the hierarchical structure. 

The work by the authors in [5] provided a new sto-
chastic decision framework to study the fundamental 
energy-delay tradeoff in distributed data aggregation. 
Adaptive real-time dynamic programming (ARTDP) is 
asynchronous value iteration scheme and is suitable for 
on-line implementation only. This scheme might be good 
to have energy-delay trade-off case but Adaptive Appli-
cation-Independent Data Aggregation (AIDA) [6] offer 
better energy benefits than this scheme. The authors of 
paper [6] describe an aggregation scheme that adaptively 
performs application independent data aggregation in a 
time sensitive manner. AIDA performs lossless aggrega-
tion by concatenating network units into larger payloads 
that are sent to the MAC layer for transmission. This 
may not suite all the applications. 

Some aggregate functions require the concatenation of 
all readings to be returned to the host node. For example, 
in order to accurately determine the median value in a 
network [7], the host node must know all the values. In 
this case, it may still be possible to reduce the size and 
number of messages by applying compression. Resear- 
chers propose a unique data structure called a Quantile 
Digest (q-digest), which provides approximate results 
that adhere to a strict error bound. But it is a good ap-
proximation scheme when there are wide variations in 
frequencies of different values. 

The work by authors of [8] handles the case of lossy 
aggregation while bounding the number of messages 
transmitted in the network. They propose a Marginal 
Gains Adjustment (MGA) algorithm for the problem of 
bandwidth constrained aggregate continuous queries over 
sensor network. This does not consider all cases of ag-
gregation and is not adaptive in nature. 

Sometimes application specific aggregation will be 
giving better results rather than the general schemes as it 
can understand the environment conditions better. So we 
need to consider some application knowledge and pro-
pose a general purpose aggregation scheme. 
 
2.1. Motivation  
 
Even though several research works in the literature have 
discussed the problems and approaches of developing 
data aggregation processes mainly for energy, bandwidth 
and memory space savings by minimizing the data 
transferred in sensor networks [1,2]), however authors of 
these papers fail to address following practical problems: 

Quality of Service (QoS) issues in data aggregation: In  

sensor network there are several types of data. Namely 
normal hello packets, normal sensor data packets, some 
important alert data packets and control messages from 
the base station. The control message from the base sta-
tion and the alert sensitive data packets are very impor-
tant in nature and QoS provided to these packets should 
be better than others.  

Adaptive mechanism: The parameter of the data ag-
gregation such as DoA, QoS cannot be decided and fixed 
due to the burst nature of the sensor network. It should 
be adaptable enough. Feedback should be there to make 
the system controlled and adaptable. Though there is 
some paper available but they don’t address QoS and 
adaptable aggregation simultaneously.  

Scheduling: In the process of addressing QoS, we need 
to schedule the packets and apply some of the buffer 
management policies before applying aggregation proc-
ess. 

Most of the proposals in the literature give modeling 
and simulation of the WSN scenario for various parame-
ters like energy, priority, delay, degree of aggregation 
supported with the mathematical proofs. The authors of 
these papers have considered either distinct parameter in 
each piece of work separately or they have considered 
only few parameters together [1,2]. 

Moreover these proposed methods are too complex to 
be implemented in hardware of current state of the art. 
Although several schemes for programming and data 
aggregation in WSNs have been proposed in literature, 
few actually provide experimental validation and per-
formance evaluation [5,6].  

So there is a need to design a data aggregation mecha-
nism in WSN by considering different QoS parameters 
and take the feedback mechanism to make the system 
adaptive and save the energy. This general purpose data 
aggregation should be able to apply for all WSN applica-
tions, considering the priority information and applica-
tion knowledge for aggregation function. 

Our approach is to have buffer management in the ag-
gregator nodes to make the adaptive algorithm obeys the 
rule that degree of aggregation is proportional to number 
of packets. Special packet formats are considered in the 
aggregation. So this approach can be used for wide range 
of sensor applications.  
 
2.2. Contribution of This Paper 
 
There are considerable amount of work in data aggrega-
tion available in existing literature. Authors of these pa-
pers dealt with application dependent or adaptable tech-
nique, QoS issues, related techniques in separately. In 
this scenario following is the contribution of this paper: 

1) Lossy Lossless Aggregation: In the same algorithm 
lossy and lossless aggregation has been taken care. De-
pending upon the requirement algorithm switched from 
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lossy to lossless.  

2) Controlled Degree of Aggregation: The degree of 
aggregation is control parameter and existing number of 
packets in the buffer determine the instantaneous value 
of degree of aggregation. 

3) Buffer Management: In the same algorithm we have 
taken care of buffer management which optimizes the 
QoS by minimizing the packet loss due to buffer over-
flow.  

The above three points are our unique contribution in 
this. 
 
3. System Desctipiton 
 
We consider two types of nodes in our system, normal 
nodes and aggregating nodes. Normal nodes do not per-
form aggregation. They sense the data and send it to the 
sink. They also forward the data generated by other 
nodes. Aggregating nodes work as normal nodes and 
perform aggregation. Only local aggregation can be done 
at normal nodes. 

An aggregator receives the data from one or more 
normal nodes, performs an aggregation based on the al-
gorithm and then forwards the aggregated packet. In 
WSN, data from all of the nodes are supposed to be 
shipped to the base station only. Thus a base station in 
the WSN is a typical sink where the data reaches finally. 
Actually this base station connects the individual sensor 
node to outside world. 

In our system we consider following four types of 
packets: 

Hello packets which consists of the information about 
the source nodes and may contain the routing informa-
tion. It does not contain any sensor data or any other 
data. 

The control packets contain some of the control pa-
rameters. It may originate from the base station or from 
other nodes. The control parameter may be some system 
control instruction or to set some flag or otherwise. 

Normal data packets: In the sensor network the data 
packets are formed with sensor reading and headers. 
Regular messages are those messages that contain such 
sensor data which fall in the expected range. Typically it 
is the instantaneous sensor reading. In this case sensing 
is being done as a regular practice which occurs without 
any event of interest.  

Critical data packets: Critical data packets are those 
packets which contains sensor data and header. This 
sensor data is generated with an event of interest. For 
example, the normal temperature of office workplace is 
25℃. A packet with sensor reading of 25℃ will be 
known as normal packet. However if the sensor reads a 
temperature of 75℃ it will be an event of interest and 
the packet which contains this reading will be termed as 
critical packet.  

We assume whether a particular node will work as a 
normal node or aggregator nodes is decided by some 
technique which is not in the scope of this work.   

Typically there are two way of aggregation. Firstly 
extracting the sensor data from the packet and consider-
ing many such sensor data to pass through an aggrega-
tion function to get a single data. For example if the sen-
sor data is temperature reading then we can consider 
many temperature readings to take average of them. Thus, 
before aggregation we have multiple sensor data how-
ever after aggregation we have a single average value. 
When this average value is used to form a packet we call 
it as an aggregated packet. This aggregated packet is 
lossy. Because at receiving end we cannot reproduce the 
original sensor data with the average value of reading. 
Therefore it is called as lossy aggregation. However 
there is another technique in which sensor readings are 
extracted from multiple packets and they are put into 
single packet with one header only. Here nothing is lost 
however we are getting rid of header information. The 
packet length will be variable in this case. This is lossless 
aggregation.  

In our system we consider both lossy and lossless 
types of aggregation. To choose between lossy and loss-
less is completely application dependent. However gen-
eral rule is that when packet size is not fixed, we can go 
for lossless aggregation and when we have an optimally 
designed fixed size packet we can go for lossy aggrega-
tion. 

In our system we have considered two different level 
of aggregation taking place at different nodes. It starts 
from the source node itself. The first among these two 
levels of aggregation is local aggregation. Here any par-
ticular node generates data from sensor readings and put 
them into a packet. Nodes may decide to put more than 
one sensor data in single packet; they may take average, 
min-max of some of the data actually depending upon 
the application and then put them into a single packet. So 
the number of data packets is reduced and information of 
many possible data packets is embedded into a single 
data packet. We call it as local aggregation or level-1 
aggregation. It is to be noted that though it is a local ag-
gregation, this is a global policy of data aggregation. It 
means all other nodes of similar kind will do same ag-
gregation throughout the network.  

Second level of aggregation happens with the data 
packets of locally aggregated data down the line towards 
the base station. Thus it may happen at any intermediate 
node from the source node to the base station. In this 
second level of aggregation some aggregation function is 
applied to the data streaming from various source nodes 
to these level-2 aggregator nodes for lossy aggregation or 
sensor data are extracted from the packets to put them 
into single packet for lossless aggregation. This again 
depends upon the application. In this case aggregation 
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may be done on one kind of sensor data.   
 
3.1. Useful Parameters Considered in the System 
 
The performance evaluation of the data aggregation 
mechanism can be done by analyzing some of the pa-
rameters. In our system we consider following parame-
ters:  
 
3.1.1. Degree of Aggregation  
We define degree of aggregation as a ratio of total num-
ber of number of bits in all packets considered for one 
round of aggregation process and total number of bits in 
aggregated packets.  

Let us consider that X is the number of data bits in 
the packet and H is the number of header bits in a single 
packet. Thus if  number of packets are considered for 
aggregation in one round of algorithm of aggregation, let 
us consider the lossy and lossless aggregation case sepa-
rately to define degree of aggregation formally,  

n

Lossy aggregation: In this case  numbers of sensor 
data are passed through aggregation function to get a 
single packet. Additionally number of additional bits 

will be added to form the aggregated bits.  is the 

number of bits required to carry the aggregation informa-
tion like average value, statistical value, number of 
packets involved in the aggregation. This  can be 

fixed for a particular application. These  bits are used 

to decode the aggregated sensor data at the sink.  
Therefore DoA in this case will be defined 

as:

n

1z

1z

1z

1z

1

(n X H
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)

X H z




 
, for a very minimal additional bits 

as an identifier 1. .i e z n H(X ) . The degree of ag-

gregation will be reduced to  itself.  n
In the case of lossless data aggregation the degree of 

aggregation is defined as similarly. However the number 
of bits after aggregation will be reduced to 2nX H z  . 

Therefore degree of aggregation for lossless aggregation 

can be defined as 
2

(n X H
DoA

nX H z




)

 
 it is to be noted 

that degree of aggregation for lossless case is lesser than 
its lossy counterpart.  
 
3.1.2. QoS 
We have considered priority based service to four types 
of packets defined earlier. We consider hello packet and 
normal data packets as general packets. Other packets, 
namely, control packets and critical packets are impor-
tant packets. The important packets will have priority 
over the normal packets for service. We apply a special 
buffer management policy with data aggregation to 
achieve this. Typically we don’t want to have lossy ag-

gregation or loose any packets from these high priority 
packets.  
 
3.1.3. Packet Format 
To achieve the QoS discussed earlier we have proposed a 
general packet format which is applicable for both lossy 
as well as lossless aggregation. In WSN, there is no fixed 
format for the packet in practice. We are proposing both 
fixed and variable length packet format.   
 
3.1.4. Fixed Packet Format 
For lossy aggregation following is the packet format 
considered. We have a typical OS based header packet 
type and data field. It is to be noted that data packet have 
fixed length in this case. 

For example, TinyOS [9] default payload is of 29 
bytes. TinyOS Header field consists of destination ad-
dress, type, group id and message length. Rest of the 
payload is defaulted to 29 bytes. In our packet structure 
of multi hop routing, along with standard TinyOS header, 
we have few more fields as additional header, namely 
source node address, parent node address, hop count, 
sequence number and last forwarder id. Rest of the pay-
load consists of different sensor analog to digital con-
verter (ADC) values indicating sensor data readings. The 
packet is represented in associated Figure 1. 

As the payload is taken as fixed size for the aggre-
gated packet in lossy aggregation, one extra type field is 
enough to differentiate normal packet and aggregated 
packet. 
 
3.1.5. Variable Length Packet Format  
We propose special adaptable packet format here. The 
header field will be the same except there will be addi-
tional fields in header which will carry information about 
the length of the packet. The length of data field will be 
variable so the total length of the packet will be variable 
in nature and adapt to the current scenario. This is mainly 
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Figure 1. Packet structure for TinyOS with multi hop routing. 

 

Header Agg. Type Payload(variable length) 

Figure 2. Adaptive aggregated packet. 
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Figure 3. Buffer and DoA relationship. 

 
used for lossless aggregation. However it is to be noted 
that there is a maximum limit to the length of this pay-
load. For example, in case of TinyOS, the message 
length can be up to 116 bytes. So there will be different 
combinations possible to prepare the variable aggregated 
packet as sensor readings from different nodes need to be 
sent in a single packet. We shall consider both the type 
field in the header and the aggregation type in payload to 
handle different combinations (Figure 2). This variable 
packet needs to be interpreted correctly at the base sta-
tion by considering the aggregator type filed. By this 
way, system can generate aggregated packet on the fly 
based on the inputs given to the system. 
 
3.1.6. Special Buffer Management for Data Aggregation 
Data aggregation involves combining several sensor 
readings in intermediate nodes. This in turn requires 
storing the packets from different sensor nodes and 
processes them in the memory space available in nodes 
and outputting aggregated packet. To input the packets 
from different sensor nodes, we consider buffer space in 
the aggregator node and to process them we need a spe-
cial management policy [10,11] so that it can provide 
specific number of packets to aggregation process after 
considering type of packet and DoA type. 

Buffer acts as a storage for the packets and works 
similar to a queue. In our system, we consider a tempo-
rary buffer and multiple queue system in main buffer. 
First the input packet reaches the temporary buffer and 
then caters to different priority queues. We define dif-
ferent queues for different priority packets. For the first 
queue in the buffer, we push normal and Type-1 critical 
packets for which aggregation is needed. Second queue 
is for important packets and third queue is for critical 
packets. Let us consider that N is the total space in buffer 
and B is the number of packets in the buffer (Figure 3). 
Thus, F is considered as the difference between N and B 
(i.e. N-B) indicating free space in the buffer [10]. 

The policy considered in the buffer management fol-
lows these rules. 

1) General packet processing is on the first come first 
serve basis.  

2) From temporary buffer, the packet is pushed to 
relevant queue in the main buffer based on the type of 
packet.  

3) A packet is never dropped as long as there is room 

in the main buffer.  
4) A packet from temporary buffer is discarded only if 

the main buffer is full.  
N 

5) DoA is proportional to the number of packets (DOA 
α B) as shown in the Figure 3. 

                            

6) If there is no space for incoming packet, packet of 
the low priority is dropped from the temporary buffer. 

F B 

 
4. Our Approach 
 
In this section, we present our approach of adaptive data 
aggregation based on different parameters mentioned 
earlier in the paper. In our system, aggregation is per-
formed in two levels after storing and processing the 
sensor data packets in the buffer.  

Hello packets and control packets are processed with-
out aggregation. Aggregation is performed for the nor-
mal packets. Based on the application demand, critical 
data packets can also be aggregated. If the node can take 
necessary action in response to the event of interest, we 
may send the critical data packet after the aggregation, 
referred as Type-1 critical packets. This is implemented 
by incorporating necessary functionality inside the node. 
For these Type-1 critical packets, a control packet is also 
generated from the node. This control packet could be 
sending an alarm signal or sending an alert to the corre-
sponding person. For Type-2 critical packets, no aggre-
gation takes place as the critical data packet is sent to the 
sink as soon as possible. In this case, the sink responds to 
the received critical data packet, which is generated for 
the event of interest from the node. 

The sensors sense the data at frequent intervals of time 
and check for the possibility of any local aggregation 
before generating the packets. This is referred to as local 
aggregation. After local aggregation, the packet is gener-
ated and enters into the buffer of the next node towards 
the sink from the input queue. Based on the aggregation 
mechanism and type of packet, few packets are proc-
essed and an aggregated packet is outputted as described 
in the algorithm. The effectiveness of data aggregation is 
improved by taking feedback from the system. This 
feedback contains the number of packets to be consid-
ered for aggregation in each round. We consider the 
feedback and degree of aggregation type in the buffer 
management to make adaptive aggregation as shown in 
Figure 4. 
 

 

Figure 4. Feedback mechanism in the data aggregation. 
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Range of packets DoA Type 

B < M1 1 

M1 < B < M2 2 

M2 < B < M3 3 

M3 < B < N 4 

Figure 5. Degree of aggregation type based on count/time 
and number of packets. 

 
If aggregation is being done in a control environment, 

then degree of aggregation will not be a fixed parameter 
in the system. It will be adaptive to the instantaneous 
requirement of application. Moreover, the system can not 
aggregate all the packets present in the buffer due to the 
processing involved, which is delay sensitive. So this 
leads to requirement of different DoA types. The system 
can be either packet-count based or time based. The sys-
tem waits until the buffer reaches the specified number 
of packets in the count based type, where as in the time 
based type the system waits for a particular amount of 
time which in turn decides automatically the value of 
DoA types from Figure 5. 

We choose the number of packets to be aggregated at 
each instance and are given to the system as feedback so 
that corresponding DoA type is chosen to decide the ag-
gregation mechanism to be performed. For example, let 
M1, M2, M3 represent different numbers, which are se-
lected based on the application. If the present number of 
packets in the buffer is less than M1 choose DoA Type-1.  
DoA Type-2 is chosen if the number of packets lies be-
tween M1 and M2 as shown in Figure 5.  

The DoA type and the range of packets can be adap-
tive based on the feedback from the system so that we 
can optimize the aggregation output. 

For each round of operation, specified number of 
packets are aggregated based on the above mentioned 
considerations as described in the algorithm. The result-
ing aggregated packet is sent as output from the system. 
This holds good for both lossy and lossless aggregation. 
From the aggregated packet, we calculate the DoA based 
on the number of packets involved in the aggregation and 
type of aggregation like lossy or lossless which is ex-
plained in the previous section.  
 
4.1. The Algorithm 
 
By considering all the parameters and features mentioned 
in the last section, we propose an adaptive algorithm for 
data aggregation in two levels for both lossy and lossless 
types of aggregation. Level-1 aggregation is being per-
formed locally just after reading the sensor data. How-
ever, level-2 aggregation is being performed on the sen-
sor data coming from various nodes. We follow the algo-

rithm for level-1 and level-2 aggregation as explained in 
Table 1. In level-2 aggregation, we logically divide the 
system into two phases namely, collection and aggrega-
tion phases. Collection phase collects the data to be ag-
gregated where as aggregation phase processes the actual 
aggregation. The collection and aggregation phase repeat 
until the system is running. Few steps will be common 
for both lossy and lossless aggregation. 

Let us first consider the level-1 aggregation. The sen-
sor nodes sense the data from the environment at fre-
quent intervals of time. After sensing the data, it checks 

 
Table 1. Algorithm for data aggregation. 

 
Level-1 Aggregation: 
Require: Sensed data  
     { 
         if (local aggregation) then 
             if (event of interest) then 
                Generate packet;  Forward packet to Sink 
             else 
                  Store sensed data and aggregate with 
next readings 
             end if 
         else 

Generate packet  
        end if 
          Forward to Aggregator 
    }//end level-1 
Level-2 aggregation: 
Collection Phase: 
Require: packet reaches aggregator  
 { 
   Store the packets in buffer 
    if (packet priority = Critical/Important) then 
          Forward packet to sink (no aggregation)  
    else 
          Wait for T Sec/Count M. 
          if (Time/Count reached) then 
               Apply aggregation 
          end if 
    end if 
 }//end collection phase        
Aggregation phase: 
Require: Number of packets and DoA Type 
 {   Take the number of packets to aggregate 
      (Feedback parameter in next iterations) 
      Extract the sensor data from different packets 
      if (lossless aggregation) then 
           Format the packets with new type  
           Aggregate the packet and send to sink; Compute 
DoA in bits 
      end if 
      if (lossy aggregation) then  
           Use aggregation function; Compute DoA in bits 
           if (aggregation function = Min/Max Type) 
                   Continue the aggregation in next hops 
until packet reaches sink 
           else 
                  Send the aggregated packet to Sink 
           end if  
      end if  
} 
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for the need of any local aggregation (level-1) within the 
node. If local aggregation is possible, it stores the sensor 
data and waits for the next sensor readings before gener-
ating the packet. In case of any event of interest, the 
packet is generated without waiting for local aggregation 
and forwarded to the next node towards sink. Otherwise, 
this node generates the packet and forwards it to the ag-
gregator node. If local aggregation is performed, it is 
indicated by the type field in the packet format. So at this 
point, several packets from different nodes reach the ag-
gregator nodes. This is referred as level-1 aggregation. 

In the collection phase of level-2 aggregation, the ag-
gregator node collects the packets in the buffer. It checks 
for the priority of the packets and append the packet in 
the buffer as per the priority described in earlier section. 
If the packet is found to be critical or important, they are 
forwarded from the aggregator towards sink with out any 
aggregation. In other words those packets are not aggre-
gated at all. In the system, it needs to identify either to 
follow count based or time based mechanism for the ag-
gregation. In the count based, the system will wait for 
specific number of incoming packets to be inserted into 
the buffer. Then it aggregates the fixed number of pack-
ets (as per current DoA) from the head of the queue. The 
choice of count based or time based depends on the ap-
plication.  

Actually in phase-2, DoA type and number of packets 
to be aggregated are taken as inputs. DoA type is taken 
from predefined readings of the system as given in Fig-
ure 5. The number of packets to be aggregated at any 
particular moment of time is determined by current space 
in buffer which is taken as a feedback parameter as 
shown in Figure 4. All these steps are similar for lossless 
and lossy both. However, from this point onwards, lossy 
and lossless aggregation methods differ and are de-
scribed as follows: 

In lossy aggregation, particular number of packets in 
buffer is considered for aggregation from the collection 
phase and the sensor readings are extracted from differ-
ent packets. Then according to requirement of applica-
tion, a particular aggregation function is selected. 

Basically there are two types of aggregation functions 
possible. Functions like average, standard deviation are 
limited to one hop only in aggregation process. That 
means, once the packets are aggregated with this func-
tion, no further aggregation is suggested till it reaches the 
sink. In the other case, functions like minimum, maxi-
mum can continue aggregation till it reaches to sink, fur-
ther reducing the number of packets transferred in the 
system. 

It is to be noted that except the type field for indication 
of aggregated packet, the size of the packet remains same 
in this case. At each aggregation step, the DoA is com-
puted in terms of bits. In our system we have considered 
this for energy saving calculation and to analyze the sys-
tem performance. 

In case of lossless aggregation, the sensor readings are 
extracted from the packets taken from collection phase. 
All these sensor readings are aggregated and formatted 
into a packet with a new type and variable length. The 
type and length fields describe the packet format to re-
trieve the readings at the sink. The DoA is computed in 
terms of bits, at each aggregation step.  

Once the packets with or without aggregation reach 
the sink, it extracts the readings based on the packet type 
and is used for the application. These steps are described 
in the algorithm shown in Figure 6 and Table 1. 

 

 

Figure 6. Flow chart of level-2 aggregation. 
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Different applications can be taken up to illustrate our 
scheme. Let us consider temperature monitoring applica-
tion with average value as the aggregation function as 
one illustrative application. This is a typical monitoring 
application using sensor nodes. Nodes are deployed in a 
room or in an open space where there is a need for 
monitoring. The sink or base station is located either in 
the same room where the nodes are deployed or in an-
other room. The packets carrying the sensor data reach 
the base station in regular intervals of time. The base 
station process the data and business logic is applied. So 
the critical data packets should be sent to the base station 
as soon as possible without the aggregation. Required 
alerts are raised to the concerned person if the tempera-
ture readings are out of bound. Out of bound temperature 
readings are considered as the event of interest. As the 
aggregation function considered is average, the aggrega-
tion mechanism is considered up to 1 hop level only. 
After the packets are aggregated, they are sent to sink 
without further aggregation in the next levels. 

In this application, the packet is generated every one 
second at each node indicating the temperature reading. 
If there is not much change in the sensor reading from 
the previous value (up to a reference) we can do local 
aggregation. After that the packets are generated and 
reach the aggregator. 

Based on the algorithm of lossy aggregation, packets 
are aggregated and the aggregated packet is indicated as 
a special type of packet. We follow the table (Figure 7) 
to choose the DoA type. 

Here it is a time based function. For every 10 seconds 
the aggregation algorithm is called to check the number 
of packets (B) and DoA type to apply the aggregation 
mechanism in the system. 
 
5. Analysis & Results 
 
In this section we analyze the results from simulation of 
our model. Different parameters considered in the system 
are defined as follows: 

 
Average Delay: Delay is taken as the time each packet 

is in the buffer in the process of aggregation. Average 
delay is calculated taking average time each packet 
spends in the buffer. 

Degree of Aggregation: The DoA is defined as the 
ratio of number of bits present in all the packets consid-
ered for aggregation in one round of aggregation and the 
number of bits present in aggregated packet.  

Packet Loss: It indicates the number of packet drops 
or loss due to buffering of the packets to aggregate in the 
process of aggregation. Critical packets, important pack-
ets and normal packets are treated differently in the 
buffer and corresponding loss rate is considered. 

Range of packets Time DoA Type 

B < 10 10 sec 1 

10 < B < 20 10 sec 2 

20 < B < 30 10 sec 3 

30 < B < 100 10 sec 4 

Figure 7. Example of time based DoA. 

 
These parameters are considered for different Constant 

Bit Rate traffic (CBR) traffic, network sizes in both lossy, 
lossless aggregation based on count and time. We have 
conducted simulations in Network Simulator (NS-2) [12] 
to test the performance of our model in large scale. 
Packet size is taken as 32 bytes, as described in earlier 
section. Lossless aggregated packet size is variable and 
maximum size is considered as 116 bytes. So each loss-
less aggregated packet can accommodate maximum of 
20 packets considering 3 sensor readings per each packet. 
CBR varies from 1 packet/sec to 40 packets/sec. Differ-
ent network sizes from 10 sensor nodes to 500 sensor 
nodes are considered in the simulation. Buffer can ac-
commodate a total of 300 packets. For count based, 10 
packets are aggregated at a time. In time based, we have 
taken interval of 1 minute, so the number of packets dif-
fers as traffic and network size increases. This buffer is 
divided into 3 equal parts (100 packets) for critical, im-
portant and normal packets. But this memory is sharable 
among these packets giving the order of preferences, as 
described in the system description of the paper. 

5.1. Degree of Aggregation for Different    
Network Sizes 

Here DoA is considered for different network sizes as 
shown in Figure 8 keeping the CBR as constant and 
tested for all four possible combinations of lossless count 
based, lossless time based, lossy count based and lossy 

 

 

Figure 8. Degree of aggregation for different network sizes. 
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Figure 9. Degree of aggregation for different traffic. 

 

 

Figure 10. Packet loss for different traffic. 

 

 
Figure 11. Packet loss for different network sizes. 

time based aggregations. In count based aggregation, the 
DoA is in the range of 10 only both for lossy and lossless 
due to the fact that as soon as count reaches for 10 pack-
ets, aggregation is applied. In case of time based aggre-
gation, DoA increases as network size increases based on 
the table (Figure 5) for different DoA types. In case of 
lossless aggregation, there is a limit of DoA as it can 
accommodate maximum of 20 packets, so limiting the 
DoA around 20. In the case of lossy aggregation, the 
DoA grows as per the DoA type (Figure 5) and is limited 
by the buffer size only. It is very evident that our pro-
posed algorithm makes the system adaptable to instanta-
neous condition and the required aggregated packet is 
generated with proper DoA. 
 
5.2. Degree of Aggregation for Different Traffic 
 
Here DoA is considered for different traffic rates by 
varying CBR flow as shown in Figure 9 keeping the net-
work size as constant of 100 nodes and tested for all four 
possible combinations. In count based aggregation, the 
DoA is in the range of 10 only both for lossy and lossless 
due to the fact that count of 10 is the limit to trigger the 
aggregation process. But DoA increases as traffic rate 
increases in case of time based aggregation. In time 
based lossless aggregation, DoA is around 20 as de-
scribed in the first graph. For lossy aggregation, DoA 
increases as traffic load increases and grows as per the 
DoA type. In this case, more packets are available for 
aggregation with increase in traffic load. Only limitation 
for DoA is the buffer size. Feedback is used at each stage 
to choose the specific DoA type as mentioned in the al-
gorithm.  
 
5.3. Packet Loss for Different Traffic and   

Network Sizes 
 
In our system, we have different types of packets (critical, 
important and normal) which are treated differently in-
side the buffer in the process of aggregation. Our goal is 
to minimize the loss of packets in the buffer and to have 
less delay, for which a trade off is required. In Figure 10, 
packet loss is shown for different traffic load keeping the 
network size as constant at 100 nodes. In Figure 11, 
packet loss is shown for different network sizes by 
keeping the CBR as constant of 10 packets per sec. In 
both the cases, loss of critical packets is very less ini-
tially but as network grows there are a bit of drop in the 
critical packets. In case of the important packets and 
normal packets also as traffic rate/network size increases, 
there is a drop in the packets due to the limitation of 
buffer size. But packet loss is more in time based when 
compared to count based as the packets in the buffer are 
limited in case of count based aggregation mechanism. In 
count based, aggregation process is triggered by reaching 
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and makes the system adaptive to changes which can be 
adjusted with the load in the buffer and buffer manage-
ment policy. The ultimate aim is to offer best QoS and 
significant savings in the energy and number of packets 
to be transmitted. The experiment has been carried out 
with Network simulator for large scale sensor network 
which advocates our proposed algorithm. 

a specific number of packets in buffer even more packets 
are generated in the system. In case of time based more 
packets reach buffer as traffic load increases, so the loss 
of packets. Overall, critical packets loss is very minimal, 
as desired. 
 
5.4. Average Delay for Different Network Sizes 

  
7. References Aggregation is applied more frequently in count based 

therefore least delay is observed. In time based aggrega-
tion, more number of packets gets accumulated which is 
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information is lost therefore more queuing delay is in-
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from Figure 12. 
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