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Abstract
This paper proposes a methodology for calculating the energy consumed by a Wireless Sensor Network as well as its throughput under the effect of a jamming node modelling interference to account for collisions and retransmissions. Accordingly, the proposed methodology takes into consideration retransmissions and data dropped due to interference and collisions simultaneously. Simulations are conducted using OPNET to model various scenarios utilizing off-the-shelf wireless communication standards, namely ZigBee, Wi-Fi and Low Power Wi-Fi. A figure of merit is developed to offer more representative results for applications with different requirements. In achieving different requirements for a given application, there is a clear trade-off between energy consumption and throughput.
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1. Introduction
A collection of a large number of distributed nodes internetworked together to collect data is usually referred to as a Wireless Sensor Network (WSN) [1]. The nodes within a WSN are often placed in harsh environments [2].
WSNs serve a wide range of applications ranging from military applications, environmental monitoring applications to Smart Grid applications. Since these nodes are mostly battery operated, efficient use of power is of pronounced significance. Motivated by efficient energy consumption, some research focused on developing MAC protocols that reduced contention on a given channel. Sensor-MAC (SMAC) and Timeout-MAC (TMAC) are examples of such protocols [4]. Correspondingly, nodes deployed in WSNs require robust wireless communication standards, which are also energy efficient [5].

In order to assess the efficiency of a WSN, two parameters have been defined: energy consumption over the lifetime of the system as well as the network throughput [6]. Throughput is a metric to evaluate the efficiency of the wireless standard deployed, because it takes into account the effect of collisions as well as retransmissions triggered by either interference or collisions [6]. Throughput can be expressed as the amount of data sent successfully over the channel by every node per transmission time [6]. In WSNs, due to sharing of the wireless channel and the open access to the wireless medium, the medium is prone to interference. Interference affects the network in various ways [7]. On one hand, interference can congest the medium to the extent that it prevents the data from being transmitted. On the other hand, interference can decrease the Signal-to-Noise Ratio (SNR) at the receiver, which causes the received data to be corrupted [7]. Examples of the interfering signal can be white noise, a signal that resembles the network traffic. Most WSNs operate in the unlicensed Industrial, Scientific and Medical (ISM) band thus making interference a highly probable phenomenon on a given channel. Accordingly, it is a crucial factor in assessing the performance of a WSN.

This paper extends the methodology introduced in [8] to account for the impact of interference on the throughput and energy consumption of a WSN. The resulting methodology takes into consideration node contention, collisions, retransmissions and interference modeled by a jamming node. In addition, a new figure of merit, Ξ, is introduced to offer more representative results based on the application.

This paper is organized as follows: Section 2 reviews the basic methodology used for the energy calculations in IEEE 802.11 [9] and IEEE 802.15.4 [10] along with reviewing the previous results obtained in [8]. In Section 3, the simulation setup is described along with the parameters and model of the presented case study. Section 4 discusses the results obtained from OPNET [11] simulations to show the throughput and energy consumption tradeoff in Wi-Fi, Low Power Wi-Fi and ZigBee. Finally, Section 5 concludes the paper.

2. Methodology

This section briefly reviews the methodology used in calculating the energy consumption and throughput of a WSN. The approach used in calculating the energy consumed by wireless sensor nodes in a WSN, regardless of the wireless standard deployed and the topology of the network, is based on the following Equation:

\[ E_{\text{total}} = V \times \sum_{i} I_i \times t_i \]  \hspace{1cm} (1)

According to Equation (1), the energy consumed by a WSN is comprised of three components: a constant operating voltage (V), a current \((I_i)\) consumed by the node at different operation states and the corresponding time \((t_i)\) for each operation state. In Equation (1), the subscript \(i\) denotes the four different operation states: transmission, reception, idle and sleep. These four states occur every cycle, where a cycle denotes the inter-arrival time between packets.

The power consumed, characterized by voltage and current, is a technology dependent parameter that varies from one node to another. As a result, current and voltage values may be obtained from the respective nodes’ datasheets. However, the aforementioned time durations are protocol dependent. These durations vary according to the number of nodes, the data sent and the interference from the surrounding environment. As such, the main focus of this section will be on the time periods corresponding to the different operation states.

Any node goes through the four operation states. The first state is transmission during which both the processor and the radio component are active, processing and transmitting bits. Similarly, both the processor and the radio component are active in the reception state to receive packets, waiting for acknowledgements or to scan the medium to perform channel assessment. During the third operational state, idle current is consumed by the processor to process the sensed data. The radio transceiver is OFF during the idle state. The fourth operational state is the sleep state during which both the radio component and the processor are OFF [12]. It is worth mentioning that, before a node goes into the sleep or idle state, it sets a timer to be able to determine the exact duration over which the radio component remains OFF. When the timer elapses, the radio component is turned ON.
once again to prepare for the transmission or reception state. The main reason that the radio component needs to be turned OFF, when it is not neither transmitting nor receiving is to reduce power consumption. As the radio component constitutes the main source of energy consumption, turning it off while it is not being utilized presents an approach to enhance energy efficiency of a node.

In IEEE 802.11, the MAC layer utilizes the Distributed Coordination Function (DCF). This implies that the Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) mechanism is employed to access the medium. In CSMA/CA, once a node has data to transmit, it assesses the channel for a Distributed Inter-Frame Space (DIFS) period. If the channel is idle, the data is transmitted immediately. However, if the medium is busy, the node attempts a backoff procedure. During the backoff procedure, the node selects a random number of slots to wait between \((0, CW)\), where \(CW\) is the Contention Window [13]. The node then decrements the random backoff period as long as the channel is idle. If the channel is busy, the backoff counter is frozen until the medium is idle again for a DIFS period. This implies that, during the random backoff period, the radio component is ON to assess the channel status. When the backoff period elapses, the node attempts to assess the channel status again. If the node is still unsuccessful in capturing the medium, it doubles its \(CW\) and selects a new random number of slots to wait between \((0, 2 \times CW)\). This process continues until the node either captures the medium to transmit its data or a channel access failure is declared when \(CW\) reaches \(CW_{max}\), which is defined by the protocol. After transmission, if an acknowledgment packet (ACK) is received, the transmission is considered successful; otherwise, the node will attempt retransmission.

IEEE 802.15.4 supports two modes of operation, the beacon enabled and non-beacon modes. In the beacon enabled mode, nodes employ slotted CSMA/CA to access the channel. In the non-beacon mode, nodes employ unslotted CSMA/CA where the packet transmission and backoff periods are not aligned with a slot boundary like in the slotted version [13]. In the unslotted CSMA/CA mode, the node performs Clear Channel Assessment (CCA) once for a duration \(T_{CCA}\) to ensure that the medium is free before transmitting data. If the medium is idle, the node transmits its data immediately. If the medium is busy, the node will wait for a random number of backoff slots ranging from \(0\) to \(2^{BE-1}\) where \(BE\) is the backoff exponent. \(BE\) is initialized to the MAC Minimum Backoff Exponent \((\text{macMinBE})\), which has a default value of \(3\) [14]. Unlike IEEE 802.11, the backoff counter is decremented to zero regardless of the channel status. This implies that in IEEE 802.15.4, the radio component is OFF during the backoff period. When the counter elapses, the node performs one CCA to re-check the channel status. If the channel is busy, \(BE\) is incremented and the node waits for another random backoff period. If the channel is idle, the node transmits its data immediately. Afterwards, the node changes its transceiver status from transmitting to receiving during a duration known as the turnaround time, and waits for an acknowledgement wait duration \((\text{ackWaitDuration})\) to receive the acknowledgement packet. If an ACK packet is received, the transmission will be considered successful otherwise, the node will attempt retransmission.

In the next subsections, the calculations of the different timing periods will be examined for both IEEE 802.11 and IEEE 802.15.4 (Wi-Fi and ZigBee).

\subsection*{2.1. Transmission Time \((T_{TX})\)}

During this time, the radio component is ON along with the processor. The transmission time is defined as the time required to transmit a packet, including the payload and the overhead which consists of the headers added by the MAC layer. It is calculated as:

\[ T_{TX} = \frac{\text{Total Data Sent}}{\text{Data Rate}} \]  \hfill (2)

where \(\text{Total Data Sent}\) is the number of bits sent including the headers added by the MAC layer in addition to any retransmitted packets. The transmission data rate depends on the standard employed.

\subsection*{2.2. Reception Time \((T_{RX})\)}

The receiving time is the period during which the radio component is ON, in addition to the processor, receiving packets, scanning the medium or waiting for acknowledgment packets. It is calculated as follows:

\[ T_{RX} = T_{\text{assessing}} + T_{\text{back-off}} + T_{\text{data-reception}} + T_{\text{ACK}} \]  \hfill (3)

where \(T_{\text{assessing}}\) is the time spent listening to the medium, \(T_{\text{back-off}}\) is the random backoff duration given that
the medium is found busy, $T_{\text{data-reception}}$ is the time spent receiving packets and $T_{\text{ACK}}$ is the time spent waiting for acknowledgement packets. It is worth mentioning that the backoff time in 802.15.4 consumes a current much less than IEEE 802.11 since the node turns off its radio transceiver till the backoff counter elapses. Therefore, the node is considered to be idle in this state. Two different models are adopted to estimate the first three components of the receiving time for IEEE 802.11 and IEEE 802.15.4 due to the discrepancies in the channel access mechanisms. For IEEE 802.15.4, the model described in [14] is utilized. While for IEEE 802.11, the model described in [15] is utilized. As for $T_{\text{ACK}}$, it can be evaluated as follows:

$$T_{\text{ACK}} = T_{\text{ACK-wait}} \times \zeta$$

where $T_{\text{ACK-wait}}$ is the acknowledgment wait duration. In IEEE 802.11, this duration is the Short Inter-Frame Space (SIFS) while in IEEE 802.15.4 it is the ackWaitDuration. $\zeta$ is the average transmission rate per node including newly generated and retransmitted packets. $\zeta$ can be expressed as:

$$\zeta = \frac{\text{Total Data Sent}}{\text{Frame Size} \times \text{Number of Packets}}$$

### 2.3. Sleep Time ($T_{\text{SL}}$)

The sleep state consumes the least power because during sleep, the radio component and the processor are both OFF. $T_{\text{SL}}$ can be calculated by subtracting all the previously calculated times from the cycle time, where the cycle time refers to the inter-arrival time between packets.

Reference [8] applied the aforementioned methodology on a WSN, simulated using OPNET, in order to evaluate the tradeoff between throughput and energy consumption utilizing different off-the-shelf wireless communication protocols specifically Wi-Fi, Low-Power Wi-Fi and ZigBee. The focus of the study was on the assessment of the wireless communication protocols taking into account data drops and data retransmissions as a result of collisions in an interference-free environment. Consequently, a figure of merit was introduced in order to offer a fair comparison metric between the studied wireless standards emphasizing the tradeoff between correct data transmission and energy consumption. The figure of merit, known as the Goodput per Joule, is shown in Equation (6):

$$\text{Goodput per Joule} = \frac{\text{Useful Data Sent}}{\text{Total Energy Consumed}}$$

where $\text{Useful Data Sent}$ is the successfully transmitted data from transmitter to receiver excluding the headers added by each protocol. Furthermore, $\text{Useful Data Sent}$ does not account for the number of retransmissions performed by each protocol till a successful transmission. For example, if a sensor node sends a particular frame 5 times till it receives an acknowledgment packet, only 1 frame is considered useful for the network. Conversely, $\text{Total Energy Consumed}$ accounts for the energy consumed in the 5 attempts, taking into consideration energy consumed during transmission, reception and sleep.

The study in [8] concluded that no single studied wireless communication standard is superior to all others. Instead, the suitability of the wireless standard depends on the targeted application. Using the developed figure of merit, it was demonstrated that the ZigBee protocol is an ideal choice for low data-rate applications due to its low power consumption compared to Wi-Fi and Low-Power Wi-Fi. However, for high data-rate applications, the low bandwidth offered by ZigBee results in a significant number of collisions, and hence the number of data retransmission and data drops increases. Consequently, the throughput decreases and the energy consumption increases leading to deterioration in the Goodput per Joule. As a result, ZigBee proved to be unsuitable for applications with high-data rate specifically applications with low redundancy where data drops cannot be tolerated. Furthermore, it was demonstrated that both Wi-Fi and Low-Power Wi-Fi offer larger bandwidth, suitable for high data-rate applications, and consequently do not suffer the same amount of data loss at the cost of higher energy consumption than in ZigBee. In this paper, the study will be extended to account for the effect of external interference.

### 3. Simulation Setup

In order to have a quantitative measurement of the energy consumed in a WSN in the presence of interference, a
case study is created to apply the developed methodology. The model used in the case study is generated using OPNET [11]. Figure 1 shows the model used which consists of 36 nodes uniformly distributed in a 2500 m² area. Nodes are arranged around a central sink node to which all the data collected by the individual nodes are directed. The distribution of the nodes ensures that the distance between the sink and the nodes at each corner is 35 m, implying that nodes do not need to utilize multi-hopping techniques to transmit their data in case of ZigBee. Table 1 and Table 2 list typical node parameters as defined by the respective protocol. These parameters are used in the simulations carried out in the study at hand. In addition, the calculations are based on the currents given in Table 3, where the appropriate current values are obtained from datasheets.

![Figure 1. OPNET model with 36 nodes and a Jammer to model interference.](image)

<table>
<thead>
<tr>
<th>Table 1. ZigBee model specifications.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attribute</td>
</tr>
<tr>
<td>CCA duration</td>
</tr>
<tr>
<td>aMaxBE</td>
</tr>
<tr>
<td>ATurnaroundTime</td>
</tr>
<tr>
<td>AUnitBackoffPeriod</td>
</tr>
<tr>
<td>MacAckWaitDuration</td>
</tr>
<tr>
<td>MacMaxCSMABackoffs</td>
</tr>
</tbody>
</table>
Table 2. Wi-Fi and low power Wi-Fi model specifications.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>IEEE 802.11 Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>macActWaitDuration</td>
<td>10 µs</td>
</tr>
<tr>
<td>SIFS</td>
<td>10 µs</td>
</tr>
<tr>
<td>DIFS</td>
<td>50 µs</td>
</tr>
<tr>
<td>Retry Threshold</td>
<td>7</td>
</tr>
<tr>
<td>aCWmin</td>
<td>31</td>
</tr>
<tr>
<td>aCWmax</td>
<td>1023</td>
</tr>
<tr>
<td>Wi-Fi Data Rate</td>
<td>11 Mbps</td>
</tr>
<tr>
<td>Low Power Wi-Fi Data Rate</td>
<td>2 Mbps</td>
</tr>
</tbody>
</table>

Table 3. Node current specifications.

<table>
<thead>
<tr>
<th>Protocol</th>
<th>State Currents of Different Wireless Communication Standards</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$I_{\text{TX}}$ (mA)</td>
</tr>
<tr>
<td>ZigBee</td>
<td>32</td>
</tr>
<tr>
<td>Wi-Fi</td>
<td>280</td>
</tr>
<tr>
<td>Low Power Wi-Fi</td>
<td>115</td>
</tr>
</tbody>
</table>

In order to model the interference effects present in typical WSNs, a jammer node is utilized. As Figure 1 shows, the jammer node is placed 40 m away from the sink, thus simulating the interference caused by a neighboring network operating at the same frequency within the ISM band. As it is evident from the methodology, the simulations examine the performance of the WSN deploying either IEEE 802.15.4 or IEEE 802.11b. It is worth noting however, that the methodology is generic and can be applied to any number of nodes and any IEEE 802.11 variant. In addition, it can be applied to any node distribution. However, the choice of this standardized case study is to test the validity of this methodology against predictable results.

For all the simulations conducted, the duration is 1800 seconds and the sensor nodes transmit a 100 byte payload. Another parameter that has been varied throughout the various simulations is the packet generation rate of the nodes. The developed model was used to contrast different packet generation rates of 2, 1, 0.5 and 0.25 packets per second. As for the jammer, to account for the memory-less random nature of interference, an exponential inter-arrival time of packets with the values of 0.01 and 0.05 seconds are used. The jammer transmitting power is kept constant throughout the simulations having a value of 0.1 Watts.

To account for the inherent non-deterministic nature of CSMA/CA, 33 seeds have been conducted for each simulation and results are obtained with a confidence level of 95%.

4. Results and Discussion

In order to provide a detailed analysis of the various protocols utilized in the system, the following parameters are acquired from the simulations: the number of packets retransmitted, data dropped and the total data transmitted over the simulation time. The data collected from OPNET were incorporated into a MATLAB program implementing Equations (1) to (5) discussed in the methodology to obtain the energy consumed by the system over the given simulation duration taking into account the node contention as well as retransmissions due to collisions and interference.

As mentioned in Section 3, the impact of interference on a WSN is modeled by a jamming node operating at the ISM band. The intensity of that interference is varied by tuning the jamming node’s packet inter-arrival time. This is the periodic time interval between each successive packet generated by the jamming node. To that end,
the study conducted in [8] has been extended to account for the effects of interference on each of the protocols. **Figure 2** and **Figure 3** demonstrate the Goodput per Joule versus system packet generation rates for two different values of jammer packet inter-arrival time. The jammer node’s packet inter-arrival times are as follows: 0.05 and 0.01 seconds. These two values for the jammer node have been chosen because OPNET simulations indicate that these values result in significant effect on the network, thus taking into account a worst-case scenario analysis. ZigBee demonstrates negative slopes in each of the two figures; while Wi-Fi and Low Power Wi-Fi have positive slopes. The reason for the positive slopes can be attributed to the sleep energy. Specifically, observing one cycle of any sensor node, it is evident that the node spends most of the cycle sleeping and only a small fraction of the cycle transmitting/receiving. Although the sleep current is much smaller than the transmitting and receiving currents it is however multiplied by a longer time period according to (1) which in turn makes the sleep energy constitute the dominant term in the energy summation. Accordingly, as the packet generation rate increases, the node sends more data over a fixed period of time resulting in a smaller sleep time. Examining Equation (6) further clarifies this behavior. As the packet generation rate increases, the total data sent along with the energy consumed increase. However, the rate at which energy consumption increases is smaller since the decrease in sleep energy counteracts the increase in transmission and reception energy. Therefore, effectively, the Goodput per Joule increases as the packet generation rate increases, thus explaining the positive slopes observed in Wi-Fi and Low Power Wi-Fi. As for the performance deterioration of ZigBee, this can be attributed to the amount of data dropped by the ZigBee nodes. As previously illustrated in [8], nodes implementing the ZigBee protocol experience dropped data, even in the absence of noise, due to their low transmission rates.

Focusing on the performance of ZigBee under the effect of interference, a rapid deterioration can be observed implying that it is not as resilient to noise as its counterparts. Comparing **Figure 4** and **Figure 5** highlights this difference in immunity to interference. **Figure 4** demonstrates ZigBee Goodput per Joule in different interference environments. As the jammer packet generation rate increases, ZigBee Goodput per Joule declines drastically throughout the different scenarios. Whereas observing Wi-Fi performance under interference effects in
Figure 3. Goodput per Joule versus packet generation rate under the effect of interference with a jammer packet inter-arrival time of 0.01 second.

Figure 4. Goodput per Joule versus packet generation rate for ZigBee under the effect of interference with varying jammer packet inter-arrival time ($J$) given in seconds.
Figure 5 demonstrates that the change in packet generation rate of the jammer node seems to slightly affect Wi-Fi performance. Wi-Fi exhibits a significant difference in performance between an interference-free versus an interference heavy environment. Wi-Fi nodes must perform retransmissions, to account for the data corrupted by the jammer node. Consequently, Wi-Fi nodes consume more power for the same amount of packets transmitted, thus decreasing the Goodput per Joule. However, as the packet arrival rate of the jammer increases, the difference in behavior is insignificant. It was also found that Low Power Wi-Fi shows a similar trend to that shown by Wi-Fi yet with a slight improvement in Goodput per Joule.

Additionally, Figure 2 and Figure 3 highlight the difference in performance between ZigBee and the other two protocols. In Figure 3, the intersection point is shifted to the left indicating that as the jammer packet generation rate increases, Wi-Fi and Low Power Wi-Fi outperform ZigBee at lower node packet generation rates. The interference introduced to the system corrupts much of the data sent to the sink, which in turn causes the sink node to request a retransmission. As there is a maximum number of retransmissions defined by the ZigBee standard [10], the node will have to eventually drop its data, causing ZigBee to be highly intolerant to interference effects.

The low data rate utilized that qualifies ZigBee as an efficient low power protocol is exactly what causes it to drop data and disqualify it as a system that is immune to interference. Accordingly, it is worth concluding that depending on the application in which the WSN is deployed, the trade-offs of each protocol need to be thoroughly studied in order to come up with the most suitable implementation. Consequently, this paper introduces a figure of merit that would aid in providing the optimum implementation solution to a given application. The figure of merit being introduced is $\Xi$ and it is given by:

$$\Xi = \frac{\text{Useful Data Sent}}{(\text{Total Energy Consumed})^N}$$  \hspace{1cm} (7)$$

where $N$ is the weighting factor. $\Xi$ puts different weights on throughput and energy efficiency depending on the value of $N$ chosen. In other words, if it is set that $N = 1$, then both the throughput of the system and its energy efficiency are equally weighted and no priority is given to either parameter. Whereas, if $N > 1$, this indicates that
the deployed system favors energy efficiency over throughput. Systems in which data loss is not critical are a good example of such a case. A specific case would be a system where data are sent repeatedly, like periodic temperature measurement, where one packet dropped is not disastrous. This is even more apparent if system lifetime is a priority. Conversely, if $N < 1$, this signifies that throughput is prioritized over energy efficiency. In systems in which data integrity is of key concern and battery life time is not an issue, the weighting factor is chosen to be less than unity.

5. Conclusions

This paper proposes a flexible methodology for evaluating the efficiency of a WSN while accounting for node contention, retransmissions and collisions triggered by interference effects. The efficiency is mainly defined by two parameters: energy consumption and throughput. The study was conducted using existing wireless communication standards: IEEE 802.11 and 802.15.4. A figure of merit, $\Xi$, is introduced. The developed figure of merit assigns different weights to energy consumption and throughput according to a given application thereby producing a methodology to aid in selecting the optimum protocol, according to application requirements. The figure of merit can be applied for systems in the absence and in the presence of interference. The proposed methodology takes into consideration data retransmitted and dropped by sensor nodes due to collisions on a given channel as well as the energy consumed by a WSN under various interference effects.

It was found that no standard is “better” than the other, but rather each standard is more fit in terms of efficiency according to application requirements. Wi-Fi and Low Power Wi-Fi are shown to be more resilient to interference, due to the use of a higher transmission power than their counterpart and hence making them more immune to interference effects. On the other hand, ZigBee uses lower transmission power, which makes it a better candidate for applications in which the emphasis is on low energy consumption under minimal noise. ZigBee would, on the contrary, perform poorly in applications where data integrity is of key significance, for ZigBee drops a lot more data, especially in high data traffic applications. Accordingly, ZigBee is not preferred in applications with low redundancy. Furthermore, it has been shown that Wi-Fi and Low Power Wi-Fi are considered to be optimum candidates for heavy traffic WSN applications. Since both (Wi-Fi and Low Power Wi-Fi) protocols provide a greater Goodput per Joule as they drop no data in the studied WSN cases, they are more suitable for applications which cannot endure any data losses.

In conclusion, this paper highlights the trade-off between energy consumption and throughput. These two parameters have inversely proportional relationships. Accordingly priorities need to be defined before deploying a given protocol. In fact, according to the defined priorities, decisions are made as to which protocol would be the most suitable. Future work will utilize the proposed methodology to investigate the tradeoffs in key WSN’s applications.
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