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Abstract 
Sentiment analysis is part of the field of natural language processing (NLP), 
and its purpose is to dig out the process of emotional tendencies by analyzing 
some subjective texts. With the development of word vector, deep learning 
develops rapidly in natural language processing. Therefore, the text emotion 
analysis based on deep learning has also been widely studied. This article is 
mainly divided into two parts. The first part briefly introduces the traditional 
methods of sentiment analysis. The second part introduces several typical 
methods of sentiment analysis based on deep learning. The advantages and 
disadvantages of sentiment analysis are summarized and analyzed, which lays 
a foundation for the in-depth research of scholars. 
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1. Introduction 

Text sentiment analysis is also known as opinion mining and tendency analysis. 
In short, it is the process of analyzing, processing, inducing, and inferring sub-
jective text with emotion. It has a wide range of applications in public opinion 
monitoring, stock and movie box office forecasting, and consumer preference 
analysis [1]. Traditional affective analysis methods are mainly based on affective 
dictionary and machine learning, but there are some difficulties in using these 
two methods for affective analysis. Firstly, the text is unstructured. The length of 
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the text is difficult to fit the classic machine learning classification model. Se-
condly, feature extraction is difficult. The text may be talking about a certain 
topic, or it may be talking about a person, a product, or an event. Not only does 
it take a lot of effort to extract features manually, but the results are not good. 
Thirdly, there is a link between words, and it is also difficult to incorporate this 
part of the information into the model. “How to reduce manual work to a great-
er extent, and can quickly mine valuable information and perform sentiment 
analysis”—as a result of thinking about the above issues, deep learning success-
fully entered everyone’s field of vision. 

Deep learning is a general term for a series of machine learning algorithms 
based on feature self-learning and deep neural networks (DNN). Its advantages 
are its strong discriminative ability and feature self-learning ability. It is very 
suitable for high-dimensional, unlabeled, and big data features. This article di-
vides text sentiment analysis based on deep learning into the following research 
tasks: 1) Briefly introduce and compare several classic methods of text sentiment 
analysis, and point out the advantages of deep learning; 2) Introduce several ex-
isting mature deep learning methods and make relevant notes; 3) Summarize the 
existing problems in text sentiment analysis based on deep learning, and put 
forward suggestions and prospects. 

2. Brief Review on the Research Progress  
of Text Sentiment Analysis 

Text sentiment analysis is also called sentiment mining. The core of sentiment 
analysis is to classify the data you have, The first is the subjective and objective 
classification of text to reduce the interference caused by objective text to the 
analysis, and the other is to classify subjective texts [2], and dividing emotions 
into several categories according to people’s emotional expressions for analysis 
of certain situations; In addition, the analyzed text can be divided into chap-
ter-level, paragraph-level, and sentence-level. Different text lengths will result in 
different methods used in processing text. The following mainly introduces 
some mainstream methods of subjective information sentiment classification, 
and points out the problems and deficiencies in the current stage of sentiment 
classification research. 

2.1. Emotion Dictionary-Based Approach 

The sentiment dictionary-based sentiment analysis method is an unsupervised 
analysis method, and usually requires the method of “affective dictionary + ma-
nual judgment” for analysis. Turney [3] divides emotions into two categories: 
excellent and poor, and then introduces the method of pointwise mutual infor-
mation (PMI) to calculate the semantics between the selected word and the ex-
cellent or poor words, respectively. The similarity is used to find the semantic 
orientation (SO) of the candidate words. The formula is as follows: 

SO (phrase) = PMI (phrase, “excellent”) – PMI (phrase, “poor”)     (1) 
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Alistair et al. [4] believe that it is necessary to consider the polarity transition 
factor of each sentiment word in the current context (CVS); in 2012, Jinan et al. 
[5] studied two different sentiment dictionaries and three different scoring me-
thods are used for sentiment analysis. The scoring method includes the com-
monly used weighting techniques for retrieving data, word frequency-inverse 
text frequency (TF-IDF), and potential Dirichlet allocation (LDA) strategy. 
However, the above methods are all based on artificial dictionaries, with limited 
coverage and artificial errors. In recent years, with the explosion of network data 
and the continuous increase of network language, this single method has been 
unable to solve the problems of a large number of unknown words and complex 
ambiguous words. But for small amounts of text, its accuracy is very high, so we 
can consider using it in combination with other methods. 

2.2. Machine Learning Methods 

The core of sentiment analysis based on machine learning is effective feature ex-
traction, and then using classifiers for emotion classification. In 2002, Pang [6] 
and others first used machine learning algorithms for sentiment classification 
tasks, and proposed Naive Bayes (NB), Maximum Entropy (ME), and Support 
Vector Machine (SVM) and other models for sentiment classification of text. 
Here only introduces an algorithm, taking the Weibo comment of an event as an 
example, The NB algorithm is that given several sentiment categories, it is as-
sumed that the target data is independent between several sentiments, and then 
input text data to find the maximum probability of the target data appearing in 
each text category, which is the corresponding text categories to solve text classi-
fication problems; In recent years, machine learning-based sentiment classifica-
tion models have been widely studied, which has led to rapid development of 
machine learning in sentiment analysis. The machine learning-based method 
runs faster, but still requires a lot of manual annotation and other operations. 
High-quality data integration is costly and time-consuming. Its classification 
performance is also limited by the design of complex features, and has poor 
adaptability in different fields. 

3. Introduction to Text Sentiment Analysis  
Based on Deep Learning 

In 2006, the concept of deep learning was proposed [7], and in 2011, Socher [8] 
introduced a model based on recursive autoencoders to perform sentiment 
analysis on movie evaluation, and the effect is more obvious than traditional 
methods. In recent years, CNN, RNN, LSTM and other methods have been 
gradually applied to sentiment analysis, and their effects have been significant. 
This chapter will summarize the characteristics of deep learning methods and 
introduce the characteristics of several deep neural networks and their applica-
bility in sentiment analysis of texts. 
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3.1. Features of Deep Learning Methods 

Compared with the sentiment dictionary method and machine learning method, 
deep learning method is not perfect. It also has advantages and disadvantages for 
different types of text. In order to make it play a better role, the following sum-
marizes and discusses its advantages and disadvantages. 

Firstly, deep learning methods can automatically learn multi-level features, 
replacing the tedious manual feature extraction in machine learning, and be-
cause of the powerful learning and expression capabilities of deep neural net-
works, the results are often more accurate than traditional methods. However, 
due to its powerful expression ability, many useless parameters will be generated 
at runtime, which requires a large number of data samples for network training. 
It can be seen that this method is more suitable for sentiment analysis of large 
amounts of data, and traditional methods are more accurate for sentiment anal-
ysis of small volumes of data. 

Secondly, the focus of traditional machine learning methods and dictionary 
construction methods is how to build a mathematical model and what features 
to extract. However, the focus of deep learning methods is to design a more effi-
cient network structure and how to train more accurate network parameters. 

Thirdly, due to the powerful autonomous learning function, deep neural net-
works can automatically adjust the weights of network parameters to achieve the 
desired effect as much as possible. The same model and training method may be 
applied to different problems, but for different problems, the network structure 
and parameter weights are different, the whole structure is like a function, the 
input and output are one-to-one corresponding. Because of this, deep learning 
can be applied to many different fields and has achieved good results. However, 
due to the diversity and complexity of the language text, it is easy to make the 
emotional evaluation deviate, especially for the Chinese language, which is also 
the key to further improve the deep learning. 

3.2. Characteristics and Applicability of Several Deep Networks 

In recent years, deep network models have been continuously innovated and 
developed. Different network structures have made their respective characteris-
tics and functions different. It is mainly reflected in the type of text (for example, 
long text and short text), the granularity and scale of the problem, and the type 
of the problem. In the following, some of the more classic deep network models 
are briefly analyzed and summarized in terms of text sentiment analysis. 

3.2.1. Based on CNN (Convolutional Neural Network Model) 
Convolutional neural network is a kind of feedforward neural network [9]. In 
recent years, it has been widely used in natural language processing, speech rec-
ognition, and image processing. Its structure is mainly composed of an input 
layer, a convolutional layer, a pooling layer, a fully connected layer, and an out-
put layer. The structure is shown below in Figure 1: 
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Figure 1. Structure of a classic convolutional neural network (Note: picture reference [10]). 

 
As shown in Figure 1, taking short text as an example, the input layer is a 

vector representation of the input data, where the matrix is represented as: 
n ke R ×∈                            (2) 

Among them, n is the word length of the sentence and k is the dimension of 
the word vector. 

Next, the convolution layer performs a convolution operation on the input 
matrix and vectorizes the input data to extract local features. The result can be 
expressed as: 

( ): 1i i i hc f W X b+ −= ⋅ +                       (3) 

Among them, ic  represents the i-th eigenvalue corresponding to the convo-
lution operation; W  represents the weight matrix; b  represents the bias; f  
represents the activation function; : 1i i hX + −  represents the length of the i to 

1i h+ −  words in the sentence. After performing the convolution operation on 
the input matrix, the convolution kernel feature vector map is obtained as: 

[ ]1 2 1, , , n hC c c c − +=                        (4) 

among them, 1n hc R − +∈ . 
The pooling layer is an important layer in the network structure. It can extract 

important features from the feature vector map obtained from the previous 
layer. In more operations, the maximum pooling method is used for sampling. 
The obtained features are expressed as: 

( )1 2 1max , , , n hc c c c − +=                       (5) 

The convolution operation is used to obtain the vectorization of the sentence 
through the vectorization of the words, and then learn the vector representation 
of the sentence as a feature, which makes it more suitable as a way to deal with 
the sentiment analysis problem of short text. Not only can multiple channels be 
used for multi view feature extraction, but also the number of parameters can be 
reduced by sharing weights, but the main disadvantage is that the complexity is 
high when processing long text, and with the increase of convolution layer, there 
will be problems such as gradient disappearance. 

3.2.2. Based on RNN (Recurrent Neural Network Model) 
Recurrent neural network mainly includes input layer, hidden layer and output 
layer. For some text data, there may be a relationship between the front and 
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back, that is, there is a temporal relationship between the data. The “memory 
function” of the recurrent neural network is reflected here. Compared to ordi-
nary fully connected neural networks, each neuron of the recurrent neural net-
work will remember the output value of the previous moment, and affect the 
calculation of the output value of the current moment to a certain extent. The 
structure of the recurrent neural network is shown below in Figure 2. 

Calculated as follows: 

( )t tO g V S= ⋅                          (6) 

( )1t t tS f U x W s −= ⋅ + ⋅                      (7) 

Among them, x is the value of the input layer; s is the output of the hidden 
layer; U is the weight parameter when calculating from x to s; V is the weight 
parameter when calculating the hidden layer to the input layer; W represents the 
weight parameter of the influence of the value of the hidden layer before calcula-
tion on the value of the hidden layer at the current moment; O represents the 
value of the output layer. 

But the recurrent neural network has its own shortcomings. During data 
training, if a longer sequence appears, the gradient will disappear or the gradient 
cannot be updated. Therefore, RNNs have a poor ability to capture long text in-
formation. Based on traditional RNNs, they are more suitable for sentence-level 
sentiment analysis problems (such as Weibo reviews). Hochreiter [12] and oth-
ers proposed long-short-term memory networks (LSTMs), and Cho [13] and 
others proposed gated recurrent units (GRU). These recurrent neural network 
variant structures effectively solve the problem of long-term dependence by in-
troducing gate layers such as forget gates to process input data. Text sentiment 
analysis belongs to a type of natural language processing. Words are related to 
each other and depend on each other. Therefore, the “memory function” of the 
recurrent neural network shows its advantages. It can analyze the feature associ-
ations between the words before and after in the sentence to extract more accu-
rate features. With the introduction of LSTM, GRU and other models, the problem 
of long text gradient disappearance has been solved, making recurrent neural 
networks widely used in the field of sentiment analysis. 

3.2.3. Based on FNN (Fuzzy Neural Network Model) 
FNN networks, the initial text representations are generally BOW and VSM  

 

 
Figure 2. RNN structure based on time. (Note: picture reference [11]) 
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models with great sparsity, which is more suitable for processing text-level sen-
timent analysis problems at the chapter level. Because the text set of the same 
size will cause the initial representation of the short text to be too sparse, the 
problem will not be obvious. Therefore, the short text can be processed by con-
trolling the size of the text set. Model training generally combines unsupervised 
pre-training and supervised parameter adjustment; accordingly it can use a large 
amount of unlabeled data, which is also its advantage. 

4. Summary and Prospect 

This article briefly reviews and analyzes traditional methods of text sentiment 
analysis. It mainly introduces several different deep learning methods and text 
data for different categories, and further summarizes and analyzes their unique 
advantages and applicability. Deep learning method saves a lot of complicated 
process of complicated feature extraction compared with machine learning me-
thod, but it has its own shortcomings. If there is supervised deep learning, it still 
needs to label a large number of data sets for model training. In the case of un-
supervised deep learning, the requirements for semantic association are very 
strict. But the understanding of semantics is diverse and often causes ambiguity, 
which affects the degree of relevance. Therefore, the sentiment analysis of text 
based on deep learning still needs further research, and the author will continue 
to work hard in this direction. 
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