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Abstract 
Discrete materials such as powders and granular materials have been widely 
used due to their specific characteristics. The precise evaluation is accordingly 
becoming important, and various numerical schemes have been developed. 
However, the interactions among the constituent particles are still difficult to 
model precisely. Especially, contact conditions, which vary with material 
properties and circumstances, are difficult to formulate. In this study, a 
computational model for simulating adhesive particles on contact in a 
many-particle system is proposed. The interaction between the particles was 
represented by a two-body repulsive force that depends on the distance be-
tween particles and an additional adhesive force at the contact point. A 
phase-field variable was introduced to express the surface of each particle, 
and the adhesive force was formulated using the phase-field distribution. As a 
result, the adhesion of particles was properly expressed. For a mono-particle 
system, neighboring particles adhered and uniformly aggregated, while for a 
dual-particle system, several characteristic patterns were obtained depending 
on the initial arrangement of the particles. Repulsive contact was also consi-
dered as a specific case, and the corresponding results were obtained. 
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1. Introduction 

Solid materials can be categorized into two types: continuum materials, which 
include metals, ceramics, and polymers, and discrete materials, which include 
sands, powders, and other granular substances. In engineering, continuum ma-
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terials are used more often than discrete materials because discrete materials 
cannot sustain mechanical force. However, the application of discrete materials 
has recently expanded due to some of their specific characteristics both in ma-
croscopic properties and microscopic structures [1] [2]. For example, the vacant 
space among their constituent elements or particles enables reduction in weight 
and noise- and vibration-absorbing properties, and the flexibility in shape-forming 
and in blending component is applied to materials processing [3] [4]. Accor-
dingly, the precise evaluation and prediction of the behavior of discrete materials 
are becoming increasingly important. 

The mechanical behavior of continuum materials can be described by conven-
tional continuum mechanics, and the properties specific to the objective materi-
al, such as elasticity, plasticity, viscosity, and their combinations, can be charac-
terized by their constitutive laws. On the other hand, the mechanics and dynam-
ics of discrete materials are difficult to describe with continuum mechanics, even 
though their constituent elements are continuum materials. Their fluid-like be-
havior also makes it difficult to describe in the continuum mechanical frame-
work [5]. One possible way to describe these materials is to treat each element as 
a particle and to solve the equations of motion for every particle. There are sev-
eral variations in such computational methods [6], one of which is the discrete 
element method or distinct element method (DEM in both cases) [7] [8] [9]. 
Application of this method to practical engineering problems was once difficult 
because of the overwhelming number of particles but has become possible owing 
to rapid progress in computer technology. However, as this method is widely 
used, its accuracy has been raised as a critical issue. One of the most important 
points in this respect is how to treat the contact condition [10] [11]. The dis-
tance between two particles is usually applied to judge their contact; when the 
distance is below a threshold value, the two particles are considered to be in 
contact, and a repulsive force is imposed. In particular, a rigid- or soft-core po-
tential is applied to calculate a repulsive force. Similarly, an adhesive force can 
also be imposed using the two-body term as a function of the distance between 
the particles, and we have demonstrated DEM simulation for investigating the 
stability of particle packing structure [12]. However, particular contact condi-
tions, such as those in a case depending on temperature and humidity, are diffi-
cult to formulate. 

In this study, we were thus motivated to express the contact state using a 
phase-field model, which is able to solve various interfacial problems [13]-[17]. 
One of the successful fields is the phase transformation, such as that between 
solid and liquid, and the interface may be mobile, depending on thermodynamic 
variables. We have also demonstrated phase-field simulation on various prob-
lems such as metal-foam structure [18] and domain tessellation [19]. Applica-
tion of the phase-field model to the contact problem is now a prospective ap-
proach and may be possible by way of suitable numerical methods. The contact 
of two particles is similar to the solid-liquid interface or grain boundary in a po-
lycrystalline material represented in the conventional phase-field models, for 
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which a coupling with continuum stress/strain field was proposed before [20]. 
However, the contact face is different in the point that the target is not a conti-
nuum material but separated particles, and the mechanical force should also be 
calculated independently. As a first step to model this problem, we propose a 
simple expression of the contact state in a many-particle system using a 
phase-field variable. In particular, an adhesive force in the interfacial region is 
assumed as a function of the phase-field value. Simulations are then demon-
strated, and the validity of the function is presented. 

2. Method 
2.1. Two-Body Interaction between Particles 

The main force acting on each particle can be represented by a two-body inte-
raction, with Newton’s equation of motion being numerically solved for every 
particle. Generally, a strong repulsive force at a small distance and a weak attrac-
tive force at a large distance are represented by Lennard-Jones potential. In this 
study, only a repulsive force was assumed in the two-body interaction to make 
evident the effect of the adhesive term using a phase-field variable. The power 
index was chosen as n = 16 so that the force would converge smoothly to zero in 
an adequate range as follows: 

16
rp

rp

DEf
d d
 

=  
 

,                          (1) 

where, d is the distance between the center of particles, Drp is the standard dis-
tance, and E is a parameter representing the strength of the force. 

2.2. Phase-Field Model at Contact Region 

To express the adhesive force, a phase-field model was applied to the surface 
area of the particles. The phase-field variable f was set as 1 in the particle and 0 
in the outside region, with the value varying smoothly but steeply from 1 to 0 
over the surface area of a certain width w, as schematically illustrated in Figure 
1. The variation was calculated using the following equation: 

( )( )2 2 1 0.5 Mτφ ε φ φ φ φ= ∇ + − − + ,                (2) 

where τ  and ε  are parameters and M is a term that controls transition of the 
phase field value φ . For example, if M is set as positive, the boundary line, 
which is denoted by a contour line of φ  = 0.5, moves toward domain 
represented as φ  = 0 and vice versa for a negative M value. The equilibrium 
distribution is approximated as 

( )0.5 0.5 tanh xφ δ= + ,                    (3) 

where δ is a parameter representing the width of the transient region, termed 
interfacial thickness, and x denotes the middle point in the interfacial region. 
Figure 1(b) represents Equation (3) with δ = 2, demonstrating that the value is 
distributed within a width of approximately 5δ. 
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Figure 1. Schematic illustration of the phase field on a particle surface 
and the initial distribution of φ  approximated by a hyperbolic tangent 
function. 

 
In this study, the center of the interface was set to r = Rpf, where r is the dis-

tance from the center of particle. The parameter M was set as +Mpf for r < Rpf − 
w/2 and converges smoothly to 0 within a range of r < Rpf + w/2 so that the 
phase-field distribution would maintain its position on the surface. 

2.3. Determination of Contact 

When the two particles come close to one another, the phase-field variable cen-
tered in each particle overlaps in the middle range, and the phase fields then 
tend to merge. This phenomenon represents the adhesion of the particles; from a 
mechanical viewpoint, an adhesive force is created. In the present model, this 
force was represented in the two-body interaction as an attractive force, accord-
ing to the following formula: 

( ) ( )2 2 4
at at mid mid midf k r w r w wφ= − + ,              (4) 

where fmid is the phase-field value at the middle point between two particles, rmid 
is the deviation in distance from the equilibrium two-particle distance Dpf(= 
2Rpf, i.e., rmid = d − Dpf, where d is the distance between two particles), w is the 
width of the range in which the adhesive force functions, and kat is a parameter. 
The function is a double-well type, has a peak value at rmid = 0, and is distributed 
in a range of ±w, as illustrated in Figure 2(a). When the interparticle distance 
falls within this range, an attractive force is created according to Equation (4), 
and the absolute value is controlled by the phase-field value at the middle point. 
If the phase field is merged and has a value close to 1, the attractive force works, 
while the force is neglected if the phase field remains at a low value. The ten-
dency of phase-field coalescence would depend on the phase-field parameter 
representing the interfacial properties, which generally depend on various ma-
terial and environmental parameters. Detail on this point will be discussed in a 
future work. 

Consequently, the total force acting between two particles can be summarized 
as follows: 

Rpf w

0

0.5

1
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(1+tanh(x/d))/2
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Figure 2. A function for representing adhesive force in the contact region (a) and cor-
responding two-body force (b). 
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Note that fat does not always work, even though the distance falls in the con-
tact range if the phase-field value is zero. The total force for fmd = 1 is illustrated 
in Figure 2(b). 

2.4. Dual-Particle System 

The phase-field model elucidated in Section 2.2 is used to distinguish whether 
the point is inside or outside a particle, the phase field being merged when two 
particles come into contact. In this model, however, a combination of particle 
types could not be dealt with. Therefore, the phase-field model was extended to 
consider a system containing two types of particles by assigning two different 
values to the phase field as φ  = +1 and −1. The fundamental behavior of the 
model was the same as that explained in Sections 2.2 and 2.3, while the center of 
interfacial area was represented by an contour line of φ  = 0. The attractive 
force was provided in Equation (4), by modifying the sign of kat. This means that 
the attractive force does not work between the different types of particles, as the 
phase-field value at the middle point fmd = 0. As a result, it was expected that two 
particles of the same type would adhere, while particles of the different type 
would repel due to the repulsive force. 

2.5. Computational Procedure 

Simulation code was programmed according to the following procedure: 1) ini-
tial setting, 2) calculation of the two-body force based on the interparticle dis-
tance and the phase-field distribution, 3) movement of the particles by solving 
the equation of motion, 4) update of the phase-field distribution by numerically 
solving Equation (2) using the finite difference method (FDM), and 5) repeating 
steps (2) - (4) to obtain sufficient time steps. This flow is summarized in Figure 3. 

Particles were initially arranged on the points of a regular square lattice, and 
the initial phase-field distribution was provided according to Equation (3). The  
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Figure 3. Flow chart of the computational procedure. 

 
velocity-Verlet algorithm was used for numerical integration of the equation of 
motion, and equally spaced grids were used for FDM. 

3. Model and Conditions 

A two-dimensional model was applied in this study. A square region with di-
mension L × L and with periodic boundary condition was considered. Particles 
were arranged at equally spaced Np × Np lattice points, and their initial deviation 
was randomly determined. The initial velocity of each particle was also deter-
mined randomly, while the total kinetic energy was controlled at a certain level, 
KE0, to prevent extreme motion. The parameters are listed in Table 1, where ΔL 
is the gird interval for FDM calculation and Δt is the time increment for integra-
tion. The length of the calculation region L was set as (D0 + δL) Np= NLΔL, where 
NL was the number of grids in the x and y directions. When δL = 0, the particles 
aligned along the x and y directions to contact each other at the equilibrium dis-
tance D0. The parameters marked with asterisks, w and δL, were varied in every 
case, and the standard value is given in the table. Note that all variation in length 
is standardized by particle radius (i.e., R0 = D0/2 = 1.0) and that energy and time 
are also non-dimensional. 

The first 1000 time steps, which were sufficient to obtain an equilibrium state 
in the present model, were devoted to relaxation of the phase-field distribution; 
the particles were fixed at their initial position and only the phase-field equation 
was solved. Then, the motion of the particles as well as the phase-field distribu-
tion was simulated. 

4. Simulation 
4.1. Mono-Particle System 

A mono-particle system, in which all particles had the same radius and surface 
properties, was first simulated. Figures 4(a)-(c) show the results for δL = 0.0, 
0.1, and 0.2, respectively. When the model volume was set to δL = 0.1, particles 
were moderately packed, and neighboring particles were in contact with one 
another after the initial relaxation without motion of particles, as shown in Fig-
ure 4(b) (ii). The particles were then made mobile at the 1000th time step by  

(1) Initial setting and relaxation

(2) Calculate two-body force

(3) Move the particles

(4) Update phase field

Setting of the particle position
and relaxation of the phase field 

Based on inter-particle distance
and phase-field distribution

Numerical integration of 
the equation of motion

Numerical integration of 
the phase-field equation 
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Table 1. Simulation parameters. 

D0 Drp E w Dpf Mpf kat τ ε 

2 1.67 2 0.2* D0 + w 0.5 0.1 0.6 0.04 

Np NL δL L ΔL m Δt KE0 

6 200 0.2* (D0 + δL) NL L/NL 1 0.1 0.02 

 

 
Figure 4. Simulation results for mono-particle system. The initial 1000 steps were de-
voted to relaxation without particle motion, and the particles were made mobile at the 
1000th time step. The color indicates the phase field value in (i) - (iii), and the contour 
line of φ  = 0.5 is drawn in (iv). 

 
solving the equation of motion; however, as shown in Figure 4(b) (iii), the par-
ticles did not move at all. This was because the contact distance at the initial 
configuration was equal to the equilibrium distance of the balance between re-
pulsive and adhesive forces. 

When the volume of the system was made smaller, the particles were packed 
more densely. This meant that the repulsive force was present at the initial con-
figuration, and particles changed their position by moving alternately, as shown 
in Figure 4(a) (iii). It should be noted that when we performed similar simula-
tions using a conventional Lennard-Jones potential, a hexagonal arrangement 
was obtained. In this case, local adhesion was formed among the four initially 
neighboring particles, and the contact was maintained. As a result, an arrange-

(i) 0 step (ii) 1000 step (iii) 5000 step
(a) δL = 0.0

(iv) Surface line

(i) 0 step (ii) 1000 step (iii) 5000 step
(b) δL = 0.1

(iv) Surface line

(i) 0 step (ii) 1000 step (iii) 10000 step
(c) δL = 0.2

(iv) Surface line
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ment different from the hexagonal one was obtained. In contrast, when the den-
sity was low, some of the contacts between particles were lost and a clear clea-
vage formed, as shown in Figure 4(c) (iii). The particles then moved freely be-
fore finally settling into equilibrium in a hexagonal arrangement. 

4.2. Dual-Particle System 

A dual-particle system was next considered. The phase-field parameters were set 
differently depending on the particle types so that adhesive force would work 
only between the same types of particles and no additional force would work 
between two different types. The radius was identical for both types. Figures 
5(a)-(c) show the results for δL = 0.2, 0.1, and 0.1, respectively. The color indi-
cates the phase-field value; red and blue represent φ  = 1.0 and −1.0, respec-
tively, corresponding to the two types of particles, while green indicates φ  = 0 
outside the particles. When the system volume was large (δL = 0.1, 0.2), particles 
of the same type came close and adhesive contacts were generated. Consequent-
ly, particle pairs were formed, as shown in Figure 5(a) and Figure 5(b). Initially, 
each particle had four primary neighbors of different particle type and four sec-
ondary neighbors of the same type. The primary neighbors were moved away by 
repulsive forces and adhesion occurred with one of the secondary neighbors. In 
contrast, when the volume was small and particles were closely packed, particles 
of the same type tended to form a linear connection, and a stripe pattern was 
formed, as shown in Figure 5(c) (iv). From the initial state, pairs of particles 
first formed at the 2000th time step, as shown in Figure 5(c) (iii). Then, mul-
tiple pairs attracted one another and arranged in a line, except for the partial 
unconnected pairs, which remained in their original places. Note that the vertic-
al line formation was by chance. A horizontal stripe pattern was obtained in 
another trial, as will be shown later. 

4.3. Trials with Different Initial Conditions 

The effects of the initial conditions and computational parameters on the results 
of the dual-particle system were next investigated. As explained earlier, random 
numbers were used to determine the initial position and velocity of particles. 
The random series were changed, and simulations were carried out several times 
for each set of initial conditions. Figure 6 shows some of the typical results for 
the conditions presented in Figure 5, where the variable Rndrefers the maxi-
mum deviation from the complete lattice points in the initial configuration, and 
“Trial 2” denotes a trial with the same conditions but with different random se-
ries. When the initial configuration deviated from the lattice points, the symme-
try was broken. When the volume was large and there was significant space for 
the particles to move around, the influence of the initial condition was negligi-
ble, and a similar pattern was observed, as shown in Figure 6(a). In contrast, 
when the volume was small and particles were closely packed, it became difficult 
for the particles to form a symmetrical pattern. Instead, contact with more than  
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Figure 5. Simulation results for a dual-particle system. The color indicates the difference 
in types of particles. Red represents φ  = 1 and blue represents φ  = −1. 
 

 
Figure 6. Simulation results for a dual-particle system with varied initial conditions, 
representing the effect of random series used in the initial condition. 
 
two particles occurred more frequently, and a linear connection tended to form. 
The linear shape was intermittent when δL = 0.1, as shown in Figure 6(b), whe-
reas a complete stripe pattern through the periodic boundary condition was ob-
tained when δL = 0.0, as shown in Figure 6(c). 

(i) 0 step (ii) 1000 step (iii) 2000 step
(a) δL = 0.2

(iv) 5000 step

(b) δL = 0.1

(c) δL = 0.0

(i) 0 step (ii) 1000 step (iii) 2000 step (iv) 5000 step

(i) 0 step (ii) 1000 step (iii) 2000 step (iv) 5000 step

 

(a) δL = 0.2

(c) δL = 0.0

(i) Rnd=0.5

(b) δL = 0.1

(i) Rnd=0, Trial 2 (ii) Rnd=0.5 (iii) Rnd=0.5, Trial 2

(i) Rnd=0.5 (ii) Rnd=0.5, Trial 2
0 step 1000 step 5000 step
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Figure 7 presents the results for different initial configurations. When the 
same types of particles were initially aligned linearly, this arrangement was 
maintained throughout the simulation, while the connection was broken when 
δL = 0.2. In all cases, the particle position shifted slightly by keeping the linear 
connection so that the particle position became alternate. Similarly, when par-
ticles of the same type were arranged in a block, as shown in Figure 7(b) (i), the 
block pattern was maintained, while the local positions of the particles were 
rearranged depending on the system volume. 

4.4. Effect of the Phase-Field Parameter 

In the current model, the adhesive properties are represented by phase-field pa-
rameters. The real situation should be investigated carefully, but a proposal of 
the modeling is the objective of this paper; therefore, only a sample is presented 
here. 

The interface thickness w was varied, and the results when w = 0.1, one half of 
the value used in the case presented in Figure 5, are shown in Figure 8. The 
width of the surface area, represented by a gradation in color, obviously became 
thinner. In addition, the adhesive tendency was affected; no adhesion pair was 
observed for δL = 0.2, and no linear connection or stripe pattern was observed 
for δL = 0.0, as shown in Figure 8(a) and Figure 8(c), respectively. No specific 
effect was observed for moderate density (δL = 0.1), as shown in Figure 8(b). 
This feature reveals the effectiveness of the present model not only at the rigid 
contact but also in a wide range of adhesive zones. 

4.5. Repulsive Particles 

Finally, a repulsive force was assumed in the interfacial area as a special case. 
This condition was easily realized by changing the parameter Kpf to a negative 
value. Figure 9 shows the results for Kpf = −0.1 with w = 0.1 and δL = 0.2. For the 
regularly alternate initial configuration, an adhesive connection did not occur, 
and the alternate order was maintained, as shown in Figure 9(a). In addition, 
the local position was rearranged into a hexagonal configuration with all par-
ticles being dispersed equally. In the case that a stripe pattern was initially as-
signed, the repulsive interface detached the connected particles, and conse-
quently, the same alternate pattern was formed, as shown in Figure 9(b). 

These results, presented in Sections 4.4 and 4.5, reveal that the surface proper-
ties and connective characteristics of particles can be varied by changing the 
phase-field parameters; thus, it can be concluded that the effectiveness of the 
present model has been adequately verified. 

5. Conclusions 

In this study, a computational model for simulating particle adhesion in a 
many-particle system was proposed. Interaction was represented by a combina-
tion of two-body interaction and phase-field models. A prominent repulsive  
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Figure 7. Simulation results for a dual-particle system with varied initial conditions, 
representing the effect of the initial configuration. 
 

 
Figure 8. Effect of the phase-field parameter with an interface thickness of w = 0.1 (in 
contrast with w = 0.2 in Figure 5). 

 

 

Figure 9. Simulation results in the case of repulsive contact. 

 
force was represented by a simple two-body force that depended on the interpar-
ticle distance. A phase-field variable was introduced to express the surface of 
each particle, and the adhesive force was formulated using the phase-field value 
at the contact region. As a result, the adhesion of particles was adequately ex-
pressed, and several aggregate patterns were obtained. The effect of the interfa-
cial thickness was investigated, and it was confirmed that the adhesion condition 
can be controlled by varying the phase-field parameters. Repulsive contact was 
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(a) Line arrangement
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(i) Initial arrangement (ii) δL = 0.2 (iii) δL = 0.1 (iv) δL = 0.2

(a) δL  = 0.2 (b) δL  = 0.1 (c) δL  = 0.0
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also assigned as a specific case, and the corresponding results were obtained. 
These results demonstrate the effectiveness of the present model for solving fur-
ther practical problems. 

In this study, the phase field was used to distinguish the contact state and was 
applied as a scaling factor to a two-body adhesive force. The function form, 
however, is not fixed yet, and the construction of a better formula should be ex-
plored. The effect on the tangential direction, or a frictional force, should also be 
considered to make the model more realistic. Improving these points will lead to 
a variety of further applications of this model, such as to mixtures of particles, 
aggregation in fluid, and the stability of particle packing structure. 
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