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Abstract 
This paper studies the communication problem at the counter-rotating seam 
of the low-orbit satellite based on the walker constellation. The coun-
ter-rotating seam has a short life cycle, low capacity, and dynamic geometric 
parameters. To better utilize the scarce link resources at the seam, increase 
network throughput, and approach the physical limits of the link throughput 
at the seam, an initial phase condition that maximizes the relative rotational 
joint link throughput is calculated. In the experimental simulation results us-
ing the Iridium system as an example, it is shown that better throughput can 
be obtained under the initial conditions, and the throughput is improved by 
about 30%. 
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1. Introduction 

Large-span real-time communications under current global coverage of low-orbit 
satellite networks provide lower latency performance for communications than 
terrestrial networks. The commercial value of lower latency communication 
performance is enormous [1] [2]. The latency performance of low-orbit satellite 
networks is constrained by network architecture, network size, and so on. The 
network architecture mainly affects the on-board processing delay; compared 
with the propagation delay, the on-board processing delay is a few milliseconds. 
It is difficult to reduce the network delay by reducing the on-board processing 
delay, and the effect is limited. The size of the network reveals the latency per-
formance limits of the system. Under the existing network scale, the network 
delay performance is far from the system's delay limit, and the network delay has 
a lot of room for reduction. The reason is that it is restricted by the dynamic 
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counter-rotating seam. 
The existing inter-satellite link does not consider the existence of a dynamic 

counter-rotation seam, so that the communication across the dynamic coun-
ter-rotation seam must go to the polar link, so the number of hops of the route 
may be greatly increased, and the delay performance of the system cannot be 
approximated limit. On the contrary, if the inter-satellite link at the coun-
ter-rotation seam is considered, the propagation delay of the communication 
may be greatly reduced, and the average network delay is reduced by nearly 50% 
[3]. The lack of inter-satellite links at the dynamic counter-rotation seam not 
only limits the delay in satellite network delay, but also limits the reliability of 
communication and the throughput of the network. 

The lack of links at the reverse slot limits communication reliability and net-
work throughput for a variety of reasons. The main reason for limiting the relia-
bility of communication is that the earth’s rotation leads to the rapid movement 
of the reverse gap coverage area (the equatorial attachment is 1677 km/h). Under 
such rapid movement, the switching of the satellite link near the reverse gap may 
lead to the delay of real-time communication service. The jitter is too large. The 
delay jitter in the communication process causes the receiver to compensate for 
the delay jitter compensation, which increases the packet loss rate and affects the 
reliability of the communication, and is more likely to bring a bad user expe-
rience. The main reason for the reverse gap to limit network throughput is that 
the bandwidth resources of the link are limited, and there is a throughput limit 
for a single link. Since the communication across the reverse slot must go to the 
polar link, and the number of polar links is much smaller than the number of 
links of non-reverse slot communication, the cross-slot communication is busy, 
which may cause the polar link load to be too large, which limits the communi-
cation throughput. 

The establishment of a link at the counter-rotating seam can effectively alle-
viate the throughput problem of cross-slot communication. However, after the 
link is established, due to Doppler frequency shift, high dynamic geometry pa-
rameters, etc., the link resources are extremely limited, and the resources are the 
key resources to prioritize the real-time service requirements for cross-slot 
communication. Therefore, how to efficiently utilize the link resources in the 
counter-rotation seam to improve the link throughput, so that it no longer be-
comes a limitation of the network service capability. 

2. Related Work 

At present, the research on low-orbit satellite networks is becoming a hot topic 
in global research. How to guarantee the service capability of the network is one 
of the important research topics. Low-orbit satellite network routing represented 
by the walker constellation type is one of the research directions. This type of 
satellite network has a unique counter-rotation seam that constrains the im-
provement of network service capabilities [4]. 
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Unbalanced flow at the reverse seam results in limited throughput, making it 
difficult to fully utilize link resources. The existing research on traffic imbalance 
is mainly focused on redistributing traffic at the network layer. The existing ba-
lancing strategy mainly adopts two methods. The first is passive processing, 
adaptive congestion handling. This method can alleviate the local congestion 
problem, but there is a cascade congestion problem, which cannot fundamental-
ly solve the traffic imbalance problem. The second is the active processing me-
thod, load balancing. The existing load balancing routing strategy is mainly con-
sidered from the perspectives of global and local network. The strategies consi-
dered from the perspective of the network include utility maximization routing 
[5], time center balanced routing [6], etc.; the strategy includes agent-based load 
balancing routing [7], etc.; further, there are hybrid global-local load balancing 
routing [8] [9] considering the combination of global and local network. The 
above load balancing routing strategy considers load balancing for measurable 
node throughput, node processing capability, delay, route hop count, network 
utilization, and link bandwidth capacity. However, the above routing strategies 
are difficult to adapt to the unique link characteristics at the reverse slot, so they 
are not suitable for dealing with the traffic imbalance problem at the reverse slot. 

The characteristics of short link generation time, extremely limited resources, 
and high dynamics at the counter-rotating seam directly affect the quality of ser-
vice of real-time services across the gap communication. The link resources 
should give priority to real-time services. One of the reasons for the imbalance of 
traffic distribution is that due to the unbalanced distribution of access devices, 
we actively cater to this imbalance from the physical level and redistribute the 
link resources to achieve efficient use of limited link resources. Next, we describe 
its research ideas from three aspects. The third part describes the network model 
at the reverse joint. The fourth part analyzes the link resource status and initial 
conditions. The fifth part is completed. The fourth part is the simulation verifi-
cation of theoretical analysis. 

3. LEO Satellite Network Counter-Rotating Seam (CRS)  
Model 

We use a Walker constellation composed of N orbits. Each orbital plane has M 
satellites evenly distributed, and the adjacent orbital planes have a phase differ-
ence of π⁄M. We assume that in this constellation, the dip is 90˚. The intersection 
angle of these planes is 185˚/N, but the angle of the plane at the counter-rotating 
joint (dashed line) is smaller to ensure no dead angle coverage at the seam, in-
tersecting only near the north and south pole regions. For ease of reference, only 
two orbital planes at the reverse seam are shown in Figure 1, and the M satellites 
in each orbital plane are separated from each other by an angular distance of 
360˚/M. The red arrow in the figure represents the direction of satellite move-
ment in the two hemispheres bounded by the seam. This paper mainly intro-
duces the counter-rotation seam and some related basic concepts. 
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Figure 1. Topology of LEO satellite network counter-rotating seam model. 

 
Logical location: Satellites can be identified by logical locations. The earth's 

surface is broken down into a regular honeycomb structure. Each unit of the 
unit structure has its own identifier called a logical location. The logical location 
does not change and is appended to its nearest satellite as its location address or 
identifier. A satellite serving a logical location has the same identifier as the unit 
it serves. The logical position of the satellite is expressed as <C, R>, where C = 0, 
1, 2... N − 1 represents the plane position of the satellite, and R = 0, 1, 2... M − 1 
represents the satellite mark in the orbital plane. The routing algorithm can be 
based on a virtual topology consisting of these logical locations. This way we 
don't need to pay too much attention to satellite mobility during the routing 
process. 

Latitude threshold (Lat_thre): The yellow dotted line in the polar region of 
the figure represents the latitude threshold. When the satellite's sub-satellite tra-
jectory intersects the threshold line, it represents the current satellite's Inter-ISL 
link failure. 

Counter-Rotating Seam (CRS): There are two special longitudinal zones 
where the direction of rotation of the adjacent planes is reversed. The boundary 
of the anti-rotation plane is called the anti-rotation slot (CRS). As shown in Fig-
ure 1, due to the high-speed mobility of the satellite, the communication link 
between the satellites is difficult to maintain through the CRS. 

Satellite Inter-satellite Link (ISL): These satellites are interconnected by ISL. 
The propagation delay between two neighbors depends to a large extent on the 
length of the ISL. Calculate the average ISL length vL  (i.e. Intra-ISL) in the 
plane: 

v
3602 1 cosL R
M

 
 
 

= ∗ −


                   (1) 

where R is the plane radius. The length of the link changes rapidly due to the 
relatively high speed movement of the satellite at the seam. Therefore, the in-
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ter-satellite link length between adjacent track planes at the seam is hL  (i.e. In-
ter-ISL): 

( ) ( )
( )h

cos
2 1 cos

cos
latH

L R
lat

α= ∗ − ∗
∆

              (2) 

where α is the angle of the adjacent orbital plane at the joint, latH  is the latitude 
of the low-latitude satellite node in Inter-ISL, and ∆lat is the latitude difference 
of the satellite nodes at the two ends of the Inter-ISL. 

4. Initial Phase Conditions for Maximizing Throughput 
4.1. Inter-Satellite Link Feature at the Counter-Rotating Seam 

The satellite link at the counter-rotating seam has a short life cycle and low ca-
pacity, and there is a latitude threshold between the inter-satellite links between 
adjacent orbital planes. The inter-satellite link at the seam considers that the In-
ter-ISL of the satellite node fails when the sub-satellite trajectory intersects the 
threshold plane and goes to the polar region. As shown in Figure 2, the figure is 
a track cutaway view of the counterclockwise movement at the seam, wherein 
the broken line represents the latitude threshold Φ (0 < Φ < π/2) or the equa-
torial plane; The solid line from the center of the circle to the circle represents 
the satellite node and its inter-satellite link within the latitude threshold; α, β, θ, 
γ are the closest to the latitude threshold and the angle between the satellite node 
with the link and the threshold surface; 1 and 2 represent the case where M is 
even, 3 and 4 represent the case where M is an odd number (the calculation 
process can be referred to [10] [11]). 

When the number of satellite orbital planes is N, the number of satellites in 
the orbital plane is M, and the latitude threshold Φ is a fixed value, since the spa-
tial distance between two adjacent Inter-ISL links at the counter-rotating seam is 
a fixed value vL , it can be proved The number of links at the seam is _C ISLN :  

_

2 22 ,                       ,

2 22 ,                       ,

2 2 2 22 1,   , ,

C ISLN

M
M M

M
M M

M
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π πα β θ γ
π
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π
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 Φ∗ ∗ + > + >   
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

   (3) 

 

 
Figure 2. Track section diagram. 
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It can be seen from _C ISLN  that when N, M, and Φ are constant values, the 
periodic motion of the satellite nodes causes the number of links to also exhibit 
discrete periodic fluctuations, and the duration of a single link also exhibits pe-
riodicity feature. Therefore, the total link duration at the seam at each cycle is a 
constant value T. 

4.2. Initial Phase Conditions That Maximize Throughput at the  
Counter-Rotating Seam 

When the conditions such as the number of satellites, bandwidth, and latitude 
threshold are fixed, the network throughput capability is positively correlated 
with the link resources, and the link resources are positively correlated with the 
number of links and link duration. It can be known from A that the number of 
links and the total link duration are constant values, that is, the link resources 
are fixed values. On this basis, the distribution of resources directly affects net-
work throughput. Due to factors such as the population, the density of access 
equipment, and the diversity of service traffic requirements, the distribution of 
traffic in the satellite network access network is uneven. Obviously, the popula-
tion and access equipment in the northern hemisphere are more dense, so the 
long duration of the northern hemisphere link helps to increase network 
throughput.  

As shown in Figure 3, the circular area represents the coverage area of the sa-
tellite node, the thick line arrow represents the orbit of the joint movement at 
the seam, the solid line between the tracks represents the real link, and the dot-
ted line represents the virtual link that will become the actual link. Figure 3 
shows the special link state at the seam, assuming it is the initial state, making it 
easy to calculate the initial phase corresponding to maximizing the duration of 
the Northern Hemisphere link. Analysis of Figure 2 and Figure 3 can be proved 
that the remaining phase is ρ and the optimal initial phase is φ (0 < φ < π/M): 
 

 
Figure 3. Counter-rotating Seam link initial phase condition. 
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Proof:  
1) When M is even, the initial phase of the optimal link assignment is 

/ 2ϕ ρ=  due to symmetry. The value is the mean value, that is, the link dura-
tion of the north and south hemispheres is the same. 

2) When M is an odd number, the initial phase has a value range of 
0 2 / Mϕ π≤ < . And θ α γ β+ = +  is always true, α β ρ+ =  or

2 / Mα β ρ π+ = +  is always true, 0 2 / Mρ π≤ < , which can be proved by the 
above conditions combined with Figure 3.  

Changes in the initial phase conditions will inevitably lead to phase changes in 
other orbits, but have no effect on the number and duration of inter-satellite 
links. 

5. Simulation and Performance Evaluation 

We use STK and Opnet software for joint simulation. Under the simulated Iri-
dium system model (M = 11), we evaluate the optimal phase condition φ and

/ 2ϕ ρ=  throughput comparison under phase conditions ( 70Φ =  ). The satel-
lite node traffic rate is satisfied as shown in Figure 4. This figure shows the dis-
tribution density of global IoT devices. We assume that the node traffic demand 
is proportional to the device density: 

Simulation condition and results: The simulation conditions and their re-
sults are shown in Figures 5, the length of the data packet crs_packet is fixed to 
1024 bits, and the simulation time is 20 minutes. 
 

 
Figure 4. Earth zone division and IoT device density. 
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Figure 5. Simulation condition and throughput simulation results. 
 

As shown in Figure 5, there is a throughput comparison graph for two phase 
conditions, where red represents the throughput under optimal phase condi-
tions. Compared to the average condition ( / 2ϕ ρ= ) it throughput increased by 
nearly 30%. 

6. Conclusions and Future Work 

Aiming at the link resource allocation problem at the counter-rotating seam of 
the low-orbit satellite network, we carefully analyzed the distribution characte-
ristics of the link resources and calculated the optimal initial phase condition φ. 
Based on the Iridium system model, the simulation verified that the link 
throughput at the joint is improved by about 30% under the optimal phase con-
dition, which is in line with the theoretical analysis results in Section IV. Next, 
In order to solve the impact of the reverse rotation gap on the service quality of 
the communication service, such as delay, jitter and reliability, it is necessary to 
pay attention to the network topology and routing related issues as a further re-
search direction future. 
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