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Abstract 
The paper introduces effective and straightforward algorithms of both explicit 
and implicit model-following designs with state derivative measurement 
feedback in novel reciprocal state space form (RSS) to handle state derivative 
related performance output and state related performance output design cas-
es. Applying proposed algorithms, no integrators are required. Consequently, 
implementation is simple and low-cost. Simulation has also been carried out 
to verify the proposed algorithms. Since acceleration can only be modeled as 
state derivative in state space form and micro-accelerometer which is the state 
derivative sensor is getting more and more attentions in many microelectro-
mechanical and nanoelectromechanical systems (MEMS/NEMS) applications, 
the proposed algorithms are suitable for MEMS/NEMS systems installed with 
micro-accelerometers.  
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1. Introduction 

In the past, the approach of expressing system in state space form and applying 
state measurement feedback was popular in developing many effective control 
algorithms as well as design tools for its strong abilities to deal with multi-input 
multi-output (MIMO) systems. However, the combination of expressing systems 
in state space form and applying state related feedback still has its limitations in 
control designs because in practical, not every system can have its state space 
form or can measure state related signals for feedback design. For example, 
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when systems have open loops at infinity, they are categorized as singular sys-
tems [1] and cannot be expressed in state space form. Therefore, state design 
approach cannot handle singular systems. There are quite a few singular systems 
that people encounter in particle designs such as electrical networks [2], aero-
space systems [3], smart structures [4] and chemical processes [5]. Furthermore, 
in many applications, the system sensors directly measure state derivative signals 
rather than state signals. For such case, it is better to apply state derivative re-
lated feedback signals than state related feedback signals in control design to 
avoid using integrators which can increase cost and complexity of controller im-
plementation. 

For example, accelerometers [6] that measure accelerations are popular sen-
sors in many structural and vibration control applications. Considering a dy-
namic second order system with acceleration measurement feedback in control 
design as follows 

Mq Dq Kq bu+ + =                      (1a) 

y cq=                           (1b) 

u ky= −                          (1c) 

where q is the displacement vector while u is the control input vector. 
Defining [ ]Tx q q=  , the system can be modeled in the following state space 

form. 

1 1 1

0 0q I q
x u Ax Bu

q M K M D q M b− − −

       
= = + = +       − −       





 

      (2a) 

[ ]0
q

y c Cx
q
 

= = 
 







                     (2b) 

u ky kCx= − = −                         (2c) 

( ) 1x I BkC Ax−= +                      (2d) 

However, mathematically speaking, state space form is not suitable to carry 
out state derivative related feedback design. In state space form, the highest or-
der signal, acceleration q  s always belong to state derivative x . From the 
closed loop system in (2d), one can easily understand that state derivative mea-
surement feedback designs cannot be carried out as straightforward as state 
measurement feedback designs in state space form because the state derivative 
feedback gain k is coupled with many matrices and inside an inverse. Conse-
quently, complex and advanced mathematics are needed to design state deriva-
tive feedback control algorithms. If the direct measurement of a system is state 
derivative related, to apply the control algorithms based on state related feed-
back design, additional integrators or numerical integrations are required and 
consequently result in both high cost and complexity in implementation. In the 
past, the majority of design approaches that handled singular systems and state 
derivative measurement feedback control used the following generalized state 
space form [7]. 
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Ex Fx Nu= +                          (3) 

Mathematically speaking, the available control design algorithms are usually 
carried out in augmented systems of large size and require feedbacks of both 
state and state derivative variables for generalized state space systems [8] [9] [10] 
[11] [12]. They are much more complex than those for the standard state space 
form. Especially, singular systems are further categorized as impulse-free ones 
[13] and with impulse mode ones [8] in analysis. If a singular system has im-
pulse mode, further investigations of impulse controllable and the impulse mode 
elimination [8] have to be analyzed in control designs. Therefore, singular sys-
tems with impulse mode are usually considered as difficult cases in control de-
signs. 

To provide supplementary design algorithms for systems which cannot be 
modeled in standard state space form and to utilize direct state derivative mea-
surement feedback in control designs in similar ways as state measurement 
feedback control designs in standard state space form, the following novel reci-
procal state space (RSS) form was proposed [14] [15]. When the matrix F in (3) 
is non-singular (full rank) and only state derivatives are directly measured and 
fed back, the system can be expressed in reciprocal state space (RSS) form as 
follows. 

1 1x F Ex F Nu Ax Bu− −= − = +                 (4a) 

y Cx=                          (4b) 

u Ky KCx= − = −                      (4c) 

The name of reciprocal state space (RSS) form was given because the eigenva-
lues of A in (4a) are the reciprocals of the eigenvalues of the open loop system. 
From (4a), for an open loop system which has no pole at zero but can have pole 
at infinity can be expressed in RSS form. Therefore, some singular systems can 
be handled in RSS form. The controllability and observability analyses for sys-
tem in RSS form have been investigated in [14] [16]. It showed that they turn out 
to be the same as their counterparts in state space form. It also showed that ap-
plying state derivative feedback in RSS form can easily carry out some popular 
control design techniques such as pole placement, eigenstructure assignment, 
and linear quadratic regulator (LQR) [14] [17]. Note that some singular systems 
with impulse mode can also be expressed in RSS form to easily carry out state 
derivative measurement feedback control designs [15] [17].  

Model-following designs are LQR techniques to utilize output feedback con-
trollers so that the system’s performance output can behave as close to a desired 
model’s performance output as possible. Although the closed loop system may 
not perform exactly the same as the desired model, the closed loop system is 
asymptotically stable. Therefore, through the model-following designs, at least 
the stability of closed loop system is guaranteed. Implementation simplicity and 
low cost are the major advantages of such designs because the numbers of sen-
sors and actuators employed in the system can be fewer or much fewer than the 
number of state variables, especially in structure control applications. State 
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measurement based model-following output feedback designs were developed in 
[18] [19]. Model-following designs are basically categorized into explicit and 
implicit ones [18]. In explicit model-following design, the model explicitly ap-
peared in the controller as a feed-forward compensator to drive the plant states 
to zero in such a way that the performance output follows the model output. On 
the other hand, for implicit model-following design, the model appears in not 
the control structure but in the performance index. Therefore, explicit mod-
el-following is also called model in the system control while implicit mod-
el-following is also called model in the performance index control.  

In previous studies, model-following designs were carried out in state space 
form and utilized state measurement. To handle more problems, to increase im-
plementation flexibility in sensor selection and to provide supplementary design 
algorithms of applying state derivative measurement feedback, in this paper, the 
designs are carried out in RSS form and utilized state derivative measurement. 
According to different considerations of performance outputs, explicit model 
follower in RSS form is proposed when performance outputs are related to state 
derivatives while implicit model follower in RSS form is proposed when perfor-
mance outputs are related to states. The proposed model-following design algo-
rithms using state derivative measurement in RSS form are analogous to those in 
standard state space form using state measurement. Therefore, a lot of mathe-
matic overhead can be saved and more problems can be handled. 

2. Explicit Model-Following Design in Reciprocal State Space  
Form for State Derivative Related Performance Output  
Case 

In this section, an explicit model-following control algorithm applying state de-
rivative measurement feedback is proposed when the desired performance out-
put is state derivative related.  

A dynamic system is expressed in reciprocal state space (RSS) form as follows. 

x Ax B u′ ′ ′= +                        (5a) 

y C x′ ′ ′=                           (5b) 

u ky′= −                          (5c) 

where, x′ , y′  and u are state vector, measurement vector and control input 
vector, respectively.  

Substituting (5b)-(5c) into (5a), the corresponding closed loop system is ob-
tained as 

( ) cx A B kC x A x′ ′ ′ ′ ′ ′= − =                     (6) 

Please note that the eigenvalues of cA  are exactly the reciprocals of eigenva-
lues of closed loop system. That is why (5) are called reciprocal state space sys-
tem. 

Suppose that the performance output Z that consists of state derivatives is 
given as follows. 
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Z Hx′=                            (7) 

The performance output Z is the most concerned output information which 
may not be directly measured in the system. Therefore, matrix H in (7) is usually 
not related to sensor implementation.  

The desired model to be followed by the controlled system is given as follows. 
x Ax=                             (8a) 

y C x=                             (8b) 

Z H x=                             (8c) 

Note that the eigenvalues of matrix A in (8a) should be chosen to be the reci-
procals of the desired closed loop eigenvalues. The model mismatch error e is 
defined as follows. 

e Z Z H x Hx′= − = −                       (9) 

Therefore, the sizes of matrices H and H must be the same while the sizes of 
matrix C in (8b) and matrix C’ in (5b) can be different. 

By defining the augmented state as [ ]Tx x x′= , one obtain the following 
augmented system of the original system and model in RSS form. 

0
0 0
A B

x x u Ax Bu
A

′ ′   
= + = +   
   

               (10a) 

0
0

y C
y x Cx

y C
′ ′   

= = =   
  

                  (10b) 

To let the controlled system behave like the model, the transient model mis-
match error must be minimized. One should properly select symmetric positive 
definite error weighting matrix Q′  and control weighting matrix R to define 
the following performance index 1J . 

( )T T
1 0

1 d
2

J e Q e u Ru t
∞

′= +∫                  (11) 

Substituting (9)-(10) into 1J , we have 

( ) ( )

( ) ( )

T T
1 0

T T
0

1 d
2
1 d
2

J H x Hx Q H x Hx u Ru t

x Q x u Ru t

∞

∞

 ′ ′ ′= − − + 

 = + 

∫

∫

   

 

        (12) 

where 
T T

T T

H Q H H Q H
Q

H Q H H Q H

 ′ ′−
=  

′ ′−  
                 (13) 

Since performance outputs in both system (7) and model (8c) could have 
nothing to do with real implementation, matrices H in (7) and H in (8c) are 
considered as design parameters as shown in Q. 

Defining p mK k k =    and applying direct output feedback of the aug-
mented system, one obtain 

p m p mu Ky KCx k y k y k C x k C x′ ′ ′= − = − = − − = − −            (14) 

https://doi.org/10.4236/jamp.2019.72030


Y.-W. Tseng, R.-C. Wu 
 

 

DOI: 10.4236/jamp.2019.72030 399 Journal of Applied Mathematics and Physics 
 

Thus both the plant output and model output are required. Now, it is clear 
that the model acts as a compensator in the proposed explicit model-following 
design with state derivative measurement feedback. 

Note that the proposed performance index in (12) is non-traditional because 
it is not state quadratics but state derivative quadratics.  

Assume that A and B in (10) are controllable, the closed loop system becomes 

( ) cx A BKC x A x= − =                     (15) 

For a linear time invariant system, it is globally asymptotically stable if the real 
parts of all system poles are strictly negative. Therefore, such systems have no 
poles at infinity or zero. Consequently, a globally asymptotically stable system 
can be expressed in both state space form and RSS form. From system constraint 
in (15), we can conclude that if closed loop system is asymptotically stable, cA  
in (15) is invertible and both x and x  can be expressed by each other. We can 
also conclude that that both x and x  must vanish with time when closed loop 
system is properly controlled and asymptotically stable. 

Substituting (14) into (12), the performance index 1J  becomes 

( )T T T
1 0

dJ x Q C K RKC x t
∞

= +∫                   (16) 

Suppose that a constant, symmetric, positive semi-definite matrix P can be 
found such that 

( ) ( )
( ) ( ) ( ) ( )

T T T T
1 0

0
T T

dd
d

0 0 lim
t

J x Q C K RKC x t x Px
t

x Px x t Px t

∞
∞

→∞

= + = −

= −

∫ ∫ 

         (17) 

where ( )0x  is the state vector of initial condition. Since ( )x t  vanishes with 
time when closed-loop system is asymptotically stable, 1J  becomes 

( ) ( )T
1 0 0J x Px=                       (18) 

Applying (15), for an asymptotically stable closed loop system, we have 

( ) ( ) ( )T T T T T T T Td
d c cx Px x Px x Px x PA A P x x Q C K RKC x

t
= + = + = − +        (19) 

Consequently, a constraint is obtained as 
T T T

1 0c cg Q C K RKC A P PA= + + + =              (20) 

We may write (18) as 

( )1J tr PX=                         (21) 

where tr stands for trace and 

( ) ( )T0 0X x x=                       (22) 

Thus one can adjoin the constraint in (20) to the performance index by de-
fining the Hamiltonian as 

( ) ( )1H tr PX tr g S= +                     (23) 

where S is a symmetric n n×  matrix of Lagrange multipliers and needs to be 
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solved. The partial derivatives of H with respect to P, S and K must be equal to 
zero in order to minimize 1J . Therefore, the following three coupling equations 
are necessary conditions for the solution of LQR problem with state derivative 
measurement feedback 

T T T
1 0c c

H g Q C K RKC A P PA
S

∂
= = + + + =

∂
           (24) 

T 0c c
H A S SA X
P

∂
= + + =

∂
                  (25) 

T T T 0H RKCSC B PSC
K
∂

= − =
∂

                (26) 

Note that (24) and (25) are well known Lyapunov equations for P and S, re-
spectively. Lyapunov equations can be easily solved by many available tools. 
However, if we stick on state derivative measurement feedback design in state 
space form and apply closed loop system similar in (2d), we will have much 
more complex equations and have to spend time to develop tool to solve them. 
In (26), R is positive definite. When TCSC  is nonsingular, we have 

( ) 11 T T TK R B PSC CSC
−−=                   (27) 

Bear in mind that the closed loop poles are the reciprocals of matrix cA  in 
(15). We can observe that the (24)-(26) used to solve for the optimal state deriv-
ative measurement feedback gain K in (27) are identical to those of a standard 
state space system with state output feedback to minimize the traditional per-
formance index as follows [18]. 

( )T T
2

0

dJ x Qx u Ru t
∞

= +∫                   (28) 

Subject to 
x Ax Bu= +                       (29a) 

y Cx=                         (29b) 

u Ky= −                         (29c) 

Therefore, iterative solution algorithm in [18] can be adopted to write the 
MATLAB program to solve for the optimal state derivative measurement feed-
back gain K. It is concluded that if the system with state derivative measurement 
feedback is defined as RSS form, finding LQR measurement feedback gain K be-
comes straightforward. 

3. Implicit Model-Following Design in Reciprocal State Space  
Form for State Related Performance Output Case 

In this section, an implicit model-following control algorithm applying state de-
rivative measurement feedback is proposed for a system when its desired per-
formance output is state related. 

Suppose that the sensors of a system directly measure state derivatives rather 
than states and the measurement is directly utilized in feedback design without 
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being integrated and the system in RSS form is given as follows. 

x Ax Bu= +                         (30a) 

y Cx=                           (30b) 

u Ky KCx= − = −                       (30c) 

where x, y and u are state vector, measurement vector and control input vector, 
respectively. 

Substituting (30b) and (30c) into (30a), the corresponding closed loop system 
is obtained as 

( ) cx A BKC x A x= − =                     (31) 

Suppose that the performance output is state related and is given as 

Z Hx=                           (32) 

Taking derivative of both sides in (32), we have 

Z Hx=                            (33) 

To design the RSS implicit model-following controller, an ideal RSS model 
should be selected as 

Z AZ=                            (34) 

where Z is the performance output of ideal model. 
Note that the eigenvalues of matrix A in (34) should be chosen as the reci-

procals of the desired closed loop eigenvalues. If the size of matrix H in (11) is 
p n× , A in (34) is p p× . Therefore, for a n n×  system, only p ideal eigenva-

lues are specified in the ideal model in (34). 
Applying (30)-(33), model mismatch error e is defined as follows. 

( )e Z AZ Hx AHx HAx HBu AHx HA AH x HBu= − = − = + − = − +

      (35) 

Regarding (35), the reason why mismatch error is defined as 

e Z AZ= −                          (36) 

rather than the actual error between system and model, 

e Z Z Z AZ= − = −                      (37) 

is to avoid the use of augmented system in controller design because an ideal 
model has to be a compensator in controller structure for an augmented system. 
Therefore, using (35) to define model mismatch error, model will not appear in 
controller structure. That is the reason why this type of design is called implicit 
model following design. Although (35) is not the exact mismatch error between 
system and ideal model, it still makes sense for matrix A having the ideal closed 
loop behavior that should be followed by the system.  

The purpose of implicit model-following controller is to minimize the tran-
sient model mismatch error and to keep the closed loop system stable.  

Therefore the performance index is defined as 

( )T T
0

1 d
2

J e Qe u Ru t
∞

= +∫                      (38) 
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Substituting (35) into (38), we have 

( ) ( )

( )

TT T T T T T T T T
0

T T T
0

1 d
2
1 2 d
2

J x A H x H A u B H Q HAx AHx HBu u Ru t

x Q x x Wu u R u t

∞

∞

 = − + − + + 

′ ′= + +

∫

∫

   

  

(39) 

where 

( ) ( )TQ AH HA Q AH HA′ = − −                   (40) 

( )TW HA AH QHB= −                       (41) 

T TR B H QHB R′ = +                        (42) 

Substitute (30c) into (39), the performance index becomes 

( )T T T
0

1 2 d
2

J x Q WKC C K R KC x t
∞  ′ ′= − + ∫                (43) 

Suppose there exists a constant, symmetric, positive semi-definite matrix P 
such that 

( ) ( )T T T Td 2
d

x Px x Q WKC C K R KC x
t

′ ′= − − +               (44) 

Then we have 

( )
( ) ( ) ( ) ( )

T T T
0

T T

1 2 d
2

0 0 lim
t

J x Q WKC C K R KC x t

x Px x t Px t

∞

→∞

 ′ ′= − + 

= −

∫  

            (45) 

where x(0) is the state vector of initial condition. Since x(t) vanishes with time 
when closed-loop system is asymptotically stable, J further becomes 

( ) ( )T 0 0J x Px=                          (46) 

Since 

( ) ( )T T T T T T T Td
d c c c cx Px x Px x Px x PA x x A Px x A P PA x
t

= + = + = +           (47) 

Comparing (44) with (47), one obtains the following constraint equation. 
T T T 2c cg A P PA C k R kC kCW Q′ ′= + + − +             (48) 

We may write (46) as 

( )J tr PX=                         (49) 

where  

( ) ( )T0 0X x x=                       (50) 

Thus adjoin the constraint in (48) to the performance index by defining the 
Hamiltonian as 

( ) ( )H tr PX tr gS= +                       (51) 

where S is a symmetric n n×  matrix of Lagrange multiplier and needs to be 
solved. The partial derivatives of H with respect to P, S and K must be equal to 
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zero in order to minimize J. Therefore, the following three coupling equations 
are necessary conditions for the solution of the LQR problem. 

T T T 2 0c c
H g A P PA C k R kC kCW Q
S

∂ ′ ′= = + + − + =
∂

        (52) 

T 0c c
H A S SA X
P

∂
= + + =

∂
                  (53) 

( )TT T 0H R KCSC PB W SC
K
∂ ′= − + =
∂

               (54) 

Note that (52) and (53) are Lyapunov equations for P and S, respectively. 
Since R’ is positive definite and if TCSC  is nonsingular, from (54) there exists 
the solution of optimal gain as follows. 

( ) ( ) ( ) 11 T T TK R PB W SC CSC
−−′= +                (55) 

Again, iterative solution algorithm similar to that in [18] can be used to write 
a MATLAB program to solve for (52)-(55). 

4. Numerical Examples  

In this section, two numerical examples are provided to verify the proposed ex-
plicit model-following and implicit model-following designs in RSS form. 

4.1. Example for Explicit Model Following Design 

For the following unstable RSS system: 

2.222 2.222 0.7778 2.2222
11.1111 1.1111 3.3889 1.1111

x A x B u x u
−   ′ ′ ′ ′ ′= + = +   −   

   

Note that the open loop poles are the reciprocals of the eigenvalues of matrix 
A′ , which are 0.025 0.2107i± . Therefore, this system is unstable and will be 

diverge due to any none-zero initial condition if it is not properly controlled.  
The system measurement output is state derivative related and is given as fol-

lows. 

[ ]1 1y C x x′ ′ ′ ′= =   

If we have the following state derivative related performance output. 

[ ]1 0.5Z Hx x′ ′= =   

Suppose that the matrices of desired model specified in (8) are chosen as fol-
lows.  

1.3333 2.6667
1.3333 1.3333

A
− − 

=  − 
, 

1 0
0 1

C  
=  
 

 and [ ]1 0.5H =  

Note that the system poles of desired model are at 0.25 0.3536i− ± . 
The initial stabilized feedback gain can be found using pole placement, eigen-

structure assignment or other available design methods for output feedback 
control. 
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Here the initial stabilized feedback gain for augmented system specified in 
(10) is selected as 

0

0.5 0 0
0.5 0 0

K  
=  
 

 

The weighting matrices in (11) are selected as 

0.1Q′ = , 
0.008 0

0 0.05
R  
=  
 

 

The initial condition for the augmented system in (10) is given as 

[ ]T
0 1 1 0.1 0.01x =  

Iterative solution algorithm in [18] was adopted to write a MATLAB program 
to obtain the optimal state derivative feedback gain K for the augmented system 
in (10) as follows. 

1.8035 1.4630 0.2046
0.8232 3.2809 1.5355

K
− 

=  − − 
 

With this feedback gain K, the closed loop poles of the augmented system are 
now located at 0.1500 0.1015i− ±  and 0.25 0.3536i− ± . 

Note that the original unstable poles at 0.025 0.2107i±  were driven toward 
to the poles of the ideal model at 0.25 0.3536i− ±  and finally landed on stable 
locations at 0.1500 0.1015i− ± . 

Given another initial condition of [ ]T
0 1 1 1 1x = , Figure 1 is the perfor-

mance output response based on above explicit model-following design. We can 
find that the closed loop system does become stable. The error response between 
system’s and model’s performance outputs is given in Figure 2. We can find that 
the error does vanish with time. Therefore, the design goal is basically achieved. 
 

 
Figure 1. Performance output of explicit model-following design. 
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Figure 2. Error dynamics between system and model’s performance outputs. 

4.2. Example for Implicit Model Following Design  

The same RSS system in example 4.1 is used to verify the validity of proposed 
implicit model following design algorithm except the performance out is state 
related as follows.  

[ ]1 0.5Z Hx x= =  

The matrix A of ideal model specified in (32) can only be chosen as a 1 1×  
constant because the number of performance output is only 1. Therefore, we 
only can choose a real number. If −0.5 is the desired closed loop pole, the model 
system matrix is selected as 

1 2
0.5

A = = −
−

 

The initial stabilized feedback gain is selected as follows. 

0

0.5
0.5

K  
=  
 

 

Applying initial stabilized feedback gain, system has stable poles at  
0.0432 0.1757i− ± . 
The weighting matrices in (38) are selected as 

3Q = , 
0.1 0
0 0.3

R  
=  
 

 

The initial condition for system is selected as 

[ ]T
0 0.1 0.1x =  

Iterative solution algorithm in [18] was adopted to write a MATLAB program 
to obtain the optimal state derivative feedback gain K as follows. 
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2.5371
0.4899

K  
=  
 

 

Applying this optimal feedback gain, the closed loop poles of the system are 
driven toward to the poles of the ideal model and finally land on stable locations 
at −0.4720 and −0.1114. Note that the closed loop pole at −0.4720 is indeed close 
to the ideal model pole at −0.5. 

Figure 3 is the performance output response based on above implicit mod-
el-following design due to different initial condition of [ ]T

0 1 1x = . From Fig-
ure 3, we can observe that the performance output can be further improved. 
That is because only one out of two eigenvalue was forced to follow the only one 
ideal model pole. Although the closed loop pole at −0.4720 is close to the ideal 
model pole at −0.5, the other closed loop pole at −0.1114 downgraded the closed 
loop performance output. 

Unlike the measurement output which is related to the number and locations 
of sensors in the system, performance output and ideal model only appear in 
performance index as design parameters and do not appear in the structure of 
implicit model-following controller. A designer has great freedom in selecting 
matrices H in (32) and A in (34) for better closed loop performance. If state 
performance output [ ]1 0.5Z Hx x= =  is the most concerned in our design, 
we should keep it in a new 2 2×  matrix which can allow us to assign a new
2 2×  ideal model with two desired eigenvalues. Therefore, we can select a pair 
of complex conjugate as desired eigenvalues.  

In design 2, the following new H matrix is selected to improve closed loop 
performance. 

1 0.5
1 1

H  
=  − 

 

One can find that the first row of this matrix is the original H. Furthermore, a 
new 2 2×  ideal model is selected as follows. 

1.3333 2.6667
1.3333 1.3333

A
− − 

=  − 
 

This ideal model has system poles at 0.2500 0.3536i− ±  which are the reci-
procals of eigenvalues of A. The new optimal state derivative feedback gain K is 
then obtained as follows. 

1.7317
0.0411

K  
=  
 

 

Applying this optimal feedback gain, new closed loop poles are  
0.2309 0.1438i− ± . 
The first performance output in design 2 is exact the original performance 

output and it is shown in Figure 4. From the simulation result in Figure 4, we 
found that the performance output of design 2 is indeed better than that of de-
sign 1. 
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Figure 3. Performance output response of implicit model-following design 1. 

 

 
Figure 4. Performance output response of implicit model-following design 2. 

5. Conclusions 

The algorithms for both explicit and implicit model-following designs with state 
derivative measurement feedback in RSS form have been presented and the si-
mulations have been carried out for verifications, too. The proposed explicit 
model-following design can handle the case of state derivative related perfor-
mance output while implicit model-following design can handle the case of state 
related performance output. The proposed algorithms are analogous to their 
counterparts using state measurement feedback designs in state space form. 
Therefore, many design tools such as Lyapunov equation solver based on state 
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space form can be adopted to carry out the proposed algorithms. For those who 
are familiar with state measurement feedback designs in standard state space 
form will have no difficulty to carry out the proposed algorithms in RSS form to 
deal with more problems that cannot be easily taken care of in state space form. 
Furthermore, a lot of mathematic overhead when people encounter in handling 
state derivative measurement feedback in generalized state space system form 
can also be avoided. 

Although the purpose of model-following design is to drive the system to be-
have likes the ideal model, it is unlikely to get a closed loop system acts exactly 
like the ideal model. The reason is that the nature of model-following designs is 
output feedback design and only stability can be guaranteed. However, though 
adjusting design parameters such as ideal model matrix, performance matrix, 
weighting matrices, initial stabilized gain, error tolerance and initial condition, 
acceptable design will be found over the iterations.  

Since micro-accelerometer is getting more and more attentions in many 
MEMS/NEMS applications and acceleration can only be modeled as state deriv-
ative, MEMS/NEMS applications utilizing state derivative feedback in RSS form 
are prospective.  
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