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Abstract 
In this paper, we consider the slack due-window assignment model and study 
a single machine scheduling problem of linear time-dependent deteriorating 
jobs and a deteriorating maintenance activity. The objective is to find the job 
schedule having an assigned maintenance activity and due-windows with the 
minimum total cost consisting of costs of earliness, tardiness, window loca-
tion and window size. A polynomial-time algorithm is presented in this paper 
with time complexity ( )2 logO n n  for n jobs. 
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1. Introduction 

Competition in market place prompts the studies on operations management 
to improve customer service. One important objective of operations manage- 
ment in practice is to finish jobs as close as possible to their due-dates. Usually 
a time period, namely due-window of a job, is assigned in the supply contract 
so that a job completed within the time period will not be penalized. The 
due-window assignment methods include common due-window, slack due- 
window (also called common flow allowance) and others. Some relevant refe- 
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rences are [1] [2] etc. A polynomial-time solution was introduced to obtain the 
optimal schedule and the optimal due-window size with the minimum total cost 
in [3]. 

In classical scheduling theory, job processing times are considered as constants. 
However, a steadily growing interest on solving scheduling problems with 
changeable job processing times has been witnessed in the last decade. Kang et al. 
[4] showed that the problem of minimizing makespan on m identical parallel 
machines with time-dependent processing times is NP-hard, and presented a 
fully polynomial-time approximation scheme for the problem. The single machine 
common due-window assignment problem considering deteriorating jobs and 
learning effect was studied by [5]. A polynomial-time algorithm was presented 
to give a solution to minimize the total cost consisting of the penalties of 
earliness, tardiness, window location and window size. Yin et al. [6] investigated 
the single machine scheduling problems with sum-of-logarithm-processing- 
times based deterioration. 

Machine scheduling for a rate-modifying activity was first studied by [7]. In 
this paper, the maintenance activity considered is different from the rate- 
modifying activity. At most one maintenance activity is scheduled and the 
scheduler can decide when to start the maintenance activity. After the main- 
tenance activity the machine reverts to its initial conditions including machine 
deterioration. The research on the similar assumption can be found in [8] and 
[9]. 

The combinations of the above-mentioned settings have been considered in 
the following recent literatures. Based on the common due-window assignment 
method, Zhao and Tang [10] studied the scheduling problem with a rate- 
modifying activity and time-dependent deteriorating jobs, and Cheng et al. [9] 
investigated the problem with a maintenance activity and time-dependent de- 
teriorating jobs. [11] and [12] studied the problem to minimize the total cost 
consisting of earliness, tardiness, due-window starting time, due-window size, 
and resource consumption with a common due-window and a deteriorating 
rate-modifying activity. In this paper, the problem of slack due-window assign- 
ment and single-machine scheduling considering a maintenance activity and 
time-dependent deteriorating jobs is presented. To our best knowledge, this 
problem has not been studied in literatures. 

The rest of this paper is organized as follows. In Section 2, a description of the 
problem is given. In Section 3, some important lemmas and properties are 
presented. In Section 4, a polynomial-time solution for the problem is given. A 
numerical example is presented to demonstrate the polynomial-time solution in 
Section 5. The research is concluded and future study is foreseen in the last 
section. 

2. Model Formulation 

A single machine processes n jobs denoted by 1 2, , , nJ J J� . Here any job is 
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ready for processing at time zero. No preemption is allowed. Let ja  denote the 
normal processing time of job jJ  and let non-negative t denote the starting 
time of job jJ . A common deteriorating factor b is specified for all the jobs. 
The actual processing time jp  of job jJ  is determined by j jp a bt= +  
according to a linear time-dependent deteriorating model. 

The due window of job jJ  is specified by a pair of non-negative real 
numbers ( ) ( )1 2,j jd d 

   such that ( ) ( )1 2
j jd d≤ . For a given schedule π ,  

( )j jC C π=  denotes the completion time of job jJ , ( ){ }1max 0,j j jE d C= −  is 
the earliness value of job jJ , ( ){ }2max 0,j j jT C d= −  is the tardiness value of 
job jJ , and ( ) ( )2 1

j j jD d d= −  is the due-window size of job jJ . For the slack 
due-window method, the due window starting time ( )1

jd  and the due window 
completion time ( )2

jd  for job jJ  are defined as  

( ) ( )1 1 ,j jd p q= +                         (1) 

and  

( ) ( )2 2 ,j jd p q= +                         (2) 

respectively. Note that jp  is the processing time of job jJ . Since ( )1q  and 
( )2q  are two job-independent constants, which satisfy ( ) ( )2 1q q> , the window 

size ( ) ( )2 1
jD q q= −  is also a constant for all the jobs. Let jD D= . 

Furthermore, the following assumptions have been made for this problem. 
First, the machine reverts to its initial conditions including machine deterio- 
ration after the maintenance activity. Second, there is at most one maintenance 
activity throughout the schedule. Note that it is unnecessary to allocate a 
maintenance activity after the final job. Third, a similar linear time-dependent 
deteriorating model is adopted to calculate maintenance duration. The duration 

maT  is determined by basic maintenance time µ  (a positive constant), main- 
tenance factor σ  and the starting time t of maintenance activity such as 

maT tµ σ= + . 
The objective function consists of four cost components, i.e. 1) earliness jE , 

2) tardiness jT , 3) the starting time of the due-window ( )1
jd , and 4) the 

due-window size D. Let 0α > , 0β > , 0γ >  and 0δ >  represent the earli- 
ness, tardiness, due-window starting time and due-window size costs per unit 
time respectively. The general objective is to determine the optimal ( )1q  and 

( )2q , the optimal position of the maintenance activity, and the optimal schedule 
to minimize the total cost function 

( )( )1

1
.

n

j j j
j

Z E T d Dα β γ δ
=

= + + +∑                   (3) 

The problem under study is denoted as  
( )( )1

11| , , | n
j j j j jjSLK p a bt ma E T d Dα β γ δ

=
= + + + +∑  

where SLK and ma in the second field denote the slack due-window method and 
maintenance activity, respectively. 

https://doi.org/10.4236/oalib.1104907


B. Cheng, L. Cheng 
 

 

DOI: 10.4236/oalib.1104907 4 Open Access Library Journal 
 

3. Properties of an Optimal Solution 

In this section some properties for an optimal schedule are obtained. 
Lemma 1. If ( )2

j jC d≥  for a given job order ( )1 2, , , nJ J Jπ = � , then  
( )2

1 1j jC d+ +≥ .  
Proof: We have  

( ) ( ) ( ) ( )2 2 2 2
1 1 1 1 1 1.j j j j j j j j j jC C p d p q p p d p d+ + + + + +≥ + ≥ + = + + = + ≥  

 
Similar to the proof of Lemma 1, we have 
Lemma 2. If ( )1

j jC d≤  for a given job order ( )1 2, , , nJ J Jπ = � , then  
( )1

1 1j jC d− −≤ .  
Consider a job sequence ( )1 2, , , nJ J Jπ = � . Assume that ( )1

1s sC q C +≤ ≤  
and ( )2

1t tC q C +≤ ≤ . Then the total cost Z is a linear function of ( )1q  and ( )2q , 
and thus an optimum is obtained either at ( )1

sq C=  or ( )1
1sq C +=  and either at 

( )2
tq C=  or ( )2

1tq C += . 
Therefore we obtain the following result, whose proof is similar to the one in 

[13]. 
Lemma 3. 1) For any given job sequence, the optimal values of ( )1q  and ( )2q  

are equal to the completion times of the k’th and l’th jobs where k l≤ . 
2) An optimal schedule starts at time zero. 
3) No idle time exists between consecutive jobs in an optimal schedule. 
4) An optimal schedule exists in which the maintenance activity takes place 

right after the completion of one of the jobs.  
For a number a, a    denotes the largest integer not more than a. 

Lemma 4. ( )n
k

δ γ
α
− 

=  
 

 and ( )n
l

β δ
β
− 

=  
 

.  

Proof: Shift ( )1q  to the left by ∆  time units, where 0 kp< ∆ < . As a result, 
the overall cost Z has been changed by ( )n n kδ γ α− − ∆ . Since  

( )1
1 2 kq p p p= + + +�  is optimal, it implies that ( ) 0n n kδ γ α− − ∆ ≥ , and hence 

( )n
k

δ γ
α
−

≤ . 

Shift ( )1q  to the right by ∆  time units, where 10 kp +< ∆ < . As a result, the 
overall cost Z has been changed by ( )( )1k n nα γ δ+ + − ∆ . We obtain  

( )( )1 0k n nα γ δ+ + − ∆ ≥ , and hence 
( ) 1

n
k

δ γ
α
−

≥ − . Then 
( )n

k
δ γ
α
− 

=  
 

. 

In the similar way, we can prove 
( )n

l
β δ
β
− 

=  
 

 by using the standard 

perturbation method.                                                

Lemma 5. Suppose that sequences 1 2, , , nx x x�  and 1 2, , , ny y y�  are given 
except in arrangement. The sum of the products of the corresponding elements 

1
n

j jj x y
=∑  is minimized if the sequences are monotonic in opposite senses.  

Proof: See page 261 in [14].                                         
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4. Optimal Solution 

Let [ ]rp  denote the actual processing time and let [ ]ra  denote the normal 
processing time of the job scheduled in the rth position in a sequence. The 
positions of k and l can be determined based on Lemma 4. Let i be the position 
of the last job preceding the maintenance activity. If the position of the 
maintenance activity is before k (i.e., i k< ), then the total cost is given by  

( )( )

[ ]
( )

[ ]( ) [ ] [ ]
( )( )

( )
[ ]( ) ( ) ( )( )

[ ] [ ] ( ) [ ]

[ ] ( ) [ ] [ ] [ ]

[ ]

1

1

1 2

1 1

1 2 1

1

1 1 1

1 1 1 1

1

1

,

n

j j j
j

k n

j j j j
j j l

n

j
j

k i n

j j j
j j j l

i k n l

j j j j
j j j k j k

n

j j
j

Z E T d D

p q C C p q

q p n q q

jp i p n j p

n p n p p n p

n i p

α β γ δ

α β

γ δ

α α µ σ β

γ µ σ δ

µγ α µ ω

=

= = +

=

= = = +

= = = + = +

=

= + + +

= + − + − −

+ + + −

 
= + + + − 

 

  
+ + + + + +     

= + +

∑

∑ ∑

∑

∑ ∑ ∑

∑ ∑ ∑ ∑

∑

   (4) 

where  

( )
( )

( )

1 1

1
j

j i n n j i

j n i j k

n k j l

n j l j n

α α σ γ σ γ

α γ
ω

γ δ

β γ

 + + + + ≤ ≤


+ + < ≤= 
+ < ≤


− + < ≤

             (5) 

If k i l≤ < , then we have  

[ ] ( ) [ ] ( ) [ ] [ ]

[ ] [ ]

[ ]

1 1 1 1

1 1

1

1

,

k n k n

j j j j
j j l j j k

i l

j j
j j k

n

j j
j

Z jp n j p n p p

n p n p

n p

α β γ

δ µ σ δ

δµ ω

= = + = = +

= = +

=

 
= + − + + + 

 

 
+ + + 

 

= +

∑ ∑ ∑ ∑

∑ ∑

∑

     (6) 

where  

( )

( )

1 1

j

j n n j k

n n k j i

n i j l

n j l j n

α γ δσ

γ δσ δ
ω

γ δ

β γ

 + + + ≤ ≤


+ + < ≤= 
+ < ≤


− + < ≤

               (7) 

If l i n≤ ≤ , then we have  
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[ ] ( ) [ ] ( ) [ ]

( ) [ ] [ ] [ ]

( ) [ ]

1 1 1

1 1 1

1

1

,

k n i

j j j
j j l j

k n l

j j j
j j k j k

n

j j
j

Z jp n j p n i p

n p p n p

n i p

α β µ σ

γ δ

βµ ω

= = + =

= = + = +

=

  
= + − + − +     

 
+ + + + 

 

= − +

∑ ∑ ∑

∑ ∑ ∑

∑

      (8) 

where  

( ) ( )
( )
( ) ( )
( )

1 1

j

j n i n j k

n i n k j l

n j n i l j i

n j i j n

α β σ γ

β σ γ δ
ω

β β σ γ

β γ

 + − + + ≤ ≤


− + + < ≤= 
− + − + < ≤


− + < ≤

             (9) 

It is evident that if i n=  no maintenance activity needs to schedule. Given 
the processing time [ ]ja , the actual processing time [ ]jp  of the scheduled j'th 
job can be given as follows.  

[ ] [ ] ( ) [ ]

1 1

1
1 ,

m t
j j j t

t
p a b b a

−
−

−
=

= + +∑                   (10) 

where 1 j n≤ ≤ , and  

if
if

j j i
m

j i j i
≤

=  − >
                      (11) 

Combining (4), (6) and (8) and using (10), we obtain  

[ ] [ ]
1 1

,
n n

j jj j
j j

Z M p M W aω
= =

= + = +∑ ∑                 (12) 

where  

( )

n i i k

M n k i l

n i l i n

µγ α µ

δµ

βµ

+ <
= ≤ <


− ≤ ≤

                   (13) 

the positional weight  

( ) 1

1
1 ,

m t j
j j t

t j
W b bω ω

′
− −

= +

= + +∑                   (14) 

and 

if 1
if

i j i
m

n i j n
≤ ≤′ =  < ≤

                     (15) 

Based on the above analysis and the rearrangement inequality (Lemma 5), we 
give the following algorithm to solve the problem  

( )( )1
11| , , | n

j j j j jjSLK p a bt ma E T d Dα β γ δ
=

= + + + +∑  
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In Step 7, by Lemma 5, we arrange the job with the largest normal processing 
time to the position with the smallest value of jW , the job with the second 
largest normal processing time to the position with the second smallest value of 

jW , and so forth. 
To this end, we obtain the following result. 
Theorem 1. Algorithm 1 solves the problem  

( )( )1
11| , , | n

j j j j jjSLK p a bt ma E T d Dα β γ δ
=

= + + + +∑  in ( )2 logO n n  time. 
Proof: The correction of Algorithm 1 is guaranteed by Lemmas 3-5. The time 

complexity of the inner loop from Step 3 to Step 8 is ( )logO n n . In the outer 
loop from Step 2 to Step 9, position index i takes on integer values between 1 to 
n. Hence, the time complexity for solving the  

( )( )1
11| , , | n

j j j j jjSLK p a bt ma E T d Dα β γ δ
=

= + + + +∑  problem is ( )2 logO n n . 

5. Numerical Example 

In this section, Algorithm 1 is illustrated by the following example. 
Example 1. The normal processing times of 9n =  jobs are 1 62a = , 2 81a = , 

3 25a = , 4 82a = , 5 26a = , 6 19a = , 7 55a = , 8 9a =  and 9 91a = . The 
overall cost consists of four specific costs for unit earliness 4α = , unit tardiness 

15β = , unit due-window size 6δ =  and unit due-window starting time 5γ = . 
Set the common deteriorating factor 0.05b = , the deteriorating maintenance 
factor 0.1σ = , and the basic maintenance time 10µ = . 

Solution: As shown in Step 1 in Algorithm 1, we determine  

( ) 2
n

k
δ γ
α
− 

= = 
 

 and 
( ) 5

n
l

β δ
β
− 

= = 
 

. 

As shown in Table 1, all the local optimal job sequences and their total costs 
are presented, among which the optimal total cost is underlined. The global 
optimal solution for this example is illustrated as: 1) the job sequence is (7, 8, 6, 
3, 5, 1, 2, 4, 9) and the corresponding job starting time and actual processing 
time are (0.00, 70.50, 79.50, 98.95, 125.37, 154.12, 220.30, 308.79, 402.70) and  
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Table 1. The corresponding local optimal job sequences and total costs with one main- 
tenance activity at all possible positions in Example 1. 

i Job sequence Z 

1 (7, 8, 6, 3, 5, 1, 2, 4, 9) 17,476.37 

2 (7, 5, 8, 6, 3, 1, 2, 4, 9) 17,525.07 

3 (3, 6, 7, 8, 5, 1, 2, 4, 9) 17,634.66 

4 (6, 8, 3, 7, 5, 1, 2, 4, 9) 17,749.44 

5 (6, 8, 3, 5, 7, 1, 2, 4, 9) 18,157.92 

6 (6, 8, 3, 5, 7, 1, 2, 4, 9) 18,271.87 

7 (6, 8, 3, 5, 7, 1, 2, 4, 9) 18,347.63 

8 (6, 8, 3, 5, 7, 1, 2, 4, 9) 18,170.85 

9 (6, 8, 3, 5, 7, 1, 2, 4, 9) 17,519.13 

 
(55.00, 9.00, 19.45, 26.42, 28.74, 66.18, 88.49, 93.91, 107.61), respectively; 2) the 
slack window parameters are ( )1 79.50q =  and ( )2 154.12q = ; 3) the maintenance 
activity is located right after the first job (i.e. Job 7), starting at time 55.00t =  
and ending at time 70.50t = ; 4) the total cost is 17476.37Z = . 

6. Conclusion 

We solved a single machine slack due-window assignment and scheduling 
problem of a deteriorating maintenance activity and linear time-dependent 
deteriorating jobs, and gave a polynomial-time algorithm. The running time of 
this algorithm does not exceed ( )2 logO n n . The problem with the setting of 
parallel identical machines, or the problems with min-max type objective 
functions may be considered in the future. 
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