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Abstract 
The fight against fraud and trafficking is a fundamental mission of customs. 
The conditions for carrying out this mission depend both on the evolution of 
economic issues and on the behaviour of the actors in charge of its imple-
mentation. As part of the customs clearance process, customs are nowadays 
confronted with an increasing volume of goods in connection with the de-
velopment of international trade. Automated risk management is therefore 
required to limit intrusive control. In this article, we propose an unsupervised 
classification method to extract knowledge rules from a database of customs 
offences in order to identify abnormal behaviour resulting from customs 
control. The idea is to apply the Apriori principle on the basis of frequent 
grounds on a database relating to customs offences in customs procedures to 
uncover potential rules of association between a customs operation and an 
offence for the purpose of extracting knowledge governing the occurrence of 
fraud. This mass of often heterogeneous and complex data thus generates 
new needs that knowledge extraction methods must be able to meet. The as-
sessment of infringements inevitably requires a proper identification of the 
risks. It is an original approach based on data mining or data mining to build 
association rules in two steps: first, search for frequent patterns (support >= 
minimum support) then from the frequent patterns, produce association 
rules (Trust >= Minimum Trust). The simulations carried out highlighted 
three main association rules: forecasting rules, targeting rules and neutral 
rules with the introduction of a third indicator of rule relevance which is the 
Lift measure. Confidence in the first two rules has been set at least 50%.  
 

Keywords 
Data Mining, Customs Offences, Unsupervised Method, Principle of Apriori, 

How to cite this paper: Zehero, B.B., Soro, 
E., Gondo, Y., Brou, P., Asseu, O. and 
Bourget, D. (2018) Elicitation of Associa-
tion Rules from Information on Customs 
Offences on the Basis of Frequent Motives. 
Engineering, 10, 588-605.  
https://doi.org/10.4236/eng.2018.109043  
 
Received: August 16, 2018 
Accepted: September 11, 2018 
Published: September 14, 2018 
 
Copyright © 2018 by authors and  
Scientific Research Publishing Inc. 
This work is licensed under the Creative 
Commons Attribution International  
License (CC BY 4.0). 
http://creativecommons.org/licenses/by/4.0/   

  
Open Access

http://www.scirp.org/journal/eng
https://doi.org/10.4236/eng.2018.109043
http://www.scirp.org
https://doi.org/10.4236/eng.2018.109043
http://creativecommons.org/licenses/by/4.0/


B. B. Zehero et al. 
 

 

DOI: 10.4236/eng.2018.109043 589 Engineering 
 

Frequent Motive, Rule of Association, Extraction of Knowledge 

 

1. Introduction 

The mobilization of customs revenue in developing countries constitutes both in 
terms of the balance of public finances and in terms of poverty reduction. Due to 
the context of reduced customs revenue base resulting from economic integra-
tion, free movement, tariff dismantling processes, economic partnership agree-
ments and large-scale fraud, customs in the context of revenue mobilization 
need to use robust risk analysis and management methods for effective customs 
control. Whether it seems a long time ago, the management of procedures in the 
customs administration relied essentially on manual counting in order to detect 
offences due to fraud. Given the exponential volume of global trade, the most 
modern customs administrations rely on the technological development of digi-
tal data collection devices to store very large amounts of data for fraud risk anal-
ysis. This system (risk analysis) is then frequently used for research, evaluation 
and planning for other purposes in terms of analysis and forecasting of in-
fringements in customs administrations. According to Harrison, it is an effective 
means of combating intrusive controls that meet the requirements of private 
operators to secure their transactions [1]; however, it is based solely on informa-
tion provided during controls to combat bad practices [2]. Indeed, customs 
clearance does not mean the payment of duties and taxes, but rather the comple-
tion of all customs formalities for the assignment of a customs procedure to said 
goods, even in the absence of payment of customs duty. Thus, adapting to each 
context, risk analysis requires a specific approach every time [3]. Moreover, it is 
a risky adventure for the revenues, because this method neglected the impor-
tance of the moral risk, the administration not having control on the behavior of 
its agents [4].  

Given the large number of customs transactions and the multiplicity of risks, 
risk analysis is not sufficiently adapted to help it identify customs offences and 
must evolve to meet these new challenges. Among the works in the literature 
dealing with these questions known as the system of surveillance of customs of-
fences, a first attempt has been to propose an econometric approach capable of 
targeting customs declarations that present a real risk of fraud. This model de-
veloped by Laporte makes it possible to determine the relevant risk criteria to 
explain fraud on the basis of historical analysis and to calculate the probability of 
fraud for any new declaration [5]. 

( ) 1 _ 2 _ _Pr 1 2  α β β β ε= = + + + + +i i i N i ifraud fq crit fq crit fq crit N  

With: Pr: probability; ifraud : binary variable 0-1 for operation i (1 if fraud is 
detected and 0 otherwise); _ ifq  frequency of fraud for each risk criterion asso-
ciated with the transaction i, ε i : random deviation and parameters to be esti-
mated and Crit = criterion. 
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The shortcoming of this model is that it does not take into account the nature 
of the offence. To solve this problem, he proposes two other models based on a 
linear probability model: PROBIT ou LOGIT more appropriate for estimating a 
model whose explained variable is binary in theory but the predicted value can-
not be interpreted as a probability of fraud because it does not belong to the 
[0.1] interval. We can also cite other proposed methods such as the scoring 
technique to have a more structured approach by effectively assessing the risk 
and orienting the declarations in the different control circuits of the customs 
administrations of Developing Countries. Geourjon et al. have shown in a re-
search article the relevance of this technique based on an experiment conducted 
in Senegal. They highlight that the relatively simple scoring technique allows 
developing countries’ customs to assess risk in order to limit controls effectively, 
and that their development contributes to the modernisation of administrations 
[6]. Another study conducted by Grigoriou advocates the advantages of the 
scoring technique to organize controls while ensuring compliance with technic-
al, sanitary and phytosanitary standards [7]. 

We note that the various methods identified show progress in terms of facili-
tation in the control process. However, too many issues remain unresolved open 
as to their uniformity in the different customs administrations. The work of 
Geourjon et al. has shown that each administration has adopted a specific ap-
proach to its context and needs [6].  

Furthermore, as the analysis and management are mainly based on the use of 
data in the declarations of the various control circuits, we propose an integrated 
approach that exploits what already exists in terms of data mining. The idea is to 
explore historical data and exploit the usual relationships between these data in 
order to establish rules of association, and subsequently acquire knowledge that 
led to customs offences. This knowledge will be used for the automatic identifi-
cation of offences linked to customs activities on the basis of facts (customs 
clearance procedure, customs investigation, control materialisation, etc.). 

For example, if we search Google for the word “Fraud”, we get 60,000,000 
responses directing us to sites containing this word. Suppose we are fast enough 
to consult a page every three seconds, it will take us a little more than 1000 years 
to visit them all. This task is not feasible. We therefore need a means not only to 
store and search for information, but also to analyze and interpret it to help de-
cision-making. Here we can see the importance of setting up an Intelligent Deci-
sion Support System to identify fraud and the discovery a priori of situations of 
infractions. It’s in this very specific context that this research work is situated. 

2. Learning Problem: Rules of Association 

Long before the current development in the field of information and communi-
cation technologies, the problem of learning from our data has always been an 
issue. The development of both information storage and processing technologies 
has made the task of extracting knowledge more difficult [8], Indeed, we are 
witnessing not only an exponential growth in the volume of information stored 
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within our organizations, but also an increasing complexity of this data [9]. Data 
mining is defined as the non-trivial process of extracting implicit, new and po-
tentially useful information from large volumes of data [10]. It proposes to use a 
set of techniques and algorithms that aim to discover grounds and knowledge 
from large amounts of data [11]. 

Data mining is the key step in the knowledge discovery process. Although this 
stage is only one part of the general process for knowledge discovery, it has gen-
erated the most work in the literature. The techniques and methods used to 
guide the process and achieve efficient knowledge extraction within data ware-
houses have been grouped under the name Knowledge Extraction from Data. 
Association rule extraction is an integral part of a data knowledge extraction 
process. It’s an unsupervised data mining problem that allows from the data of a 
set frequently appearing in a database to extract knowledge rules. 

3. Related Works 

Trade facilitation accentuated by globalization has led to rapid growth in the size 
of databases available in customs administrations. Even if in a recent past, audit 
work on risk analysis has enabled the modernization of the customs administra-
tion’s information system in developing countries [6], It must be acknowledged 
that this method based on descriptive statistic only made it possible to discover 
statistical irregularities in fraud situations over a given period, the results ob-
tained only defined the probability that any new declaration would present an 
irregularity (see Figure 1).  

A new methodological approach is then necessary! It’s data mining. Indeed, it 
is a question of discovering rules of expertise to help in the detection of the no-
tion of risk in a customs system which has become essential because of the vo-
lume of data due to the numerous customs operation. Thus, the analysis of its 
databases has become essential to help the decision-making process against cus-
toms offences (see Figure 2). 

 

 
Figure 1. Risk analysis in a customs system using an econometric model. 
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Figure 2. The steps for extract association rules. 

 
Two aspects are noted to motivate this action:  

- Extract a general rule from observed data (frequent patterns).  
- To discover new knowledge after analyzing this data. 

The emergence of new mobile technologies (Cloud Computing) has led to the 
collection of large amounts of data. The discovery of patterns in data is one of 
the issues in data mining. Thus, searching frequent motives was proposed to fa-
cilitate the extraction of association rules [12]. This approach thus gives a better 
abstraction of the trajectories and reduces the size of the data for analysis. Cao et 
al. have studied periodic pattern extraction from climate databases, the objects 
studied, for example storms, have the particularity of following approximately 
the same route at regular intervals of time. That is to say very frequently, there 
are seasonal rains at the beginning of the summer [13] [14].  

In another idea, in order to extract knowledge rules in a database related to 
bus trajectories, Fisher et al. have highlighted motives which a priori are groups 
of objects sharing the same type of movement (direction, speed). Each sequence 
corresponding to the movements of a bus in a region [15]. In the same vein, they 
develop approximate calculation algorithms to extract identified space-time mo-
tives to predict climatic conditions in a given region. An example of patterns ex-
tracted by this type of approach is a large number of clouds announcing that rain 
moved northeast of Montpellier this morning. Recently, Hai et al. have proposed 
a “Framework” using a unifying approach to extract and manage multiple types 
of patterns representing trajectories (convoys, swarms, etc.) [16] [17]. The ex-
traction of knowledge rules from frequent motives has been widely studied in 
the literature. Works presented in this document is not exhaustive. It is in this 
context of study that the work of this article is situated where we apply this 
knowledge base to a database relating to customs offences. 

4. Methodology Approach 

Our work concerns the extraction of frequent patterns (attributes) from a data-
base. The generic approach proposed is based on an unsupervised iterative 
process that will extract frequent motives from a database of customs offences 
one after the other thus allowing step-by-step exploration of the data. The idea is 
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to discover associative rules adapted to the customs context to identify and solve 
problems related to fraud and customs offences. This approach will work on the 
basis of searching for intrinsic structures, relationships, or affinities in the input 
data set. In other words, it is about finding trends and correlations that sum-
marize the relationships between data [9] [18]. The objective is to discover asso-
ciation rules to help detect risk situations (fraud, offences). The iterative process 
is repeated at the user’s request. The extraction of a new data will take into ac-
count the previously extracted data. 

We break the process down into four steps:  
1) Stage 1: Identify the different types of reference offences.  
2) Stage 2: Create the data structure for a sequential representation of frauds. 
3) Stage 3: Find all “patterns” or frequent itemsets, which appear in the data-

base with a frequency greater than or equal to a user-defined threshold, called 
Minsup. 

4) Stage 4: Generate the set of associative rules, from these frequent patterns, 
having a confidence measure greater than or equal to a threshold defined by the 
user, called Minconf and choose motives representative to establish rules of 
knowledge. 

A rule in this article is defined as the component unit of knowledge. It’s of the 
form →X Y , such that: X is called antecedent of the rule and Y is called con-
sequence. Thus =∅X Y .  

Creation Corpus 

To perform data mining on the basis of frequent motives, we worked on a for-
mal database containing information exclusively on customs operations from 
2016 to May 2018 in Côte d’Ivoire (Risk, Intelligence and Value Analysis Direc-
torate; Customs Directorate General).  

This information concerns 6854 offences resulting either from customs clear-
ance operations, internal customs investigations, goods controls or exchange 
controls. 

The data selected in this database describe the frauds (nature of the risks, type 
of offences), and the context of the control carried out (method of operation, 
customs clearance; value, etc.). This selection of data will constitute the explora-
tion context on which the extraction of association rules will focus in order to 
highlight the relationships between the different situation factors. The selection 
of attributes will optimize the number of variables to consider, the number of 
rules generated and thus facilitate the interpretation of results. 

5. Mathematical Tenet: Basic Notion 

The association rules have been used successfully in many areas: household 
basket management, commercial planning assistance, diagnostic assistance and 
medical research, image analysis and spatial data, organization and access to 
websites... As part of our work, it is adapted in a customs context to prevent risks 
of fraud. 
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The extraction of association rules will consist in extracting rules based on two 
main parameters: the support and confidence whose minimum thresholds are 
defined by the user. It is an iterative and interactive process, generally consisting 
of four steps for most approaches using the frequent motives search technique. 
These steps are: 

1) Data preparation; 
2) The search for frequent motives; 
3) The generation of association rules; 
4) Results interpretation: Discovery of knowledge. 

5.1. Data Preparation 

Search Context: This phase consists of selecting data useful (attributes and ob-
jects) from the database for extracting association rules and transforming these 
data into an extraction context. 

The search for frequent patterns makes the hypothesis of a database describ-
ing a set of objects { }1 2, , ,=  NO o o o  (Transactions), by a finite set of 
attributes { }1 2, , ,=  nA a a a , called also Item. To identify and select an item, we 
consider a relationship   of the type 0-1 (Boolean) between an object O and 
an item a rated { }0,1∈O a . We’ll call the Database the triplet ( ), ,= O A  . 

Definition 1. Item and Itemset 
1) An item is an occurrence of an object in the database 
2) An Itemset is a set of items 
In the context of this article, Transactions are represented by customs opera-

tions. Items are offences relating to fraud. 
Thus if an infringement has been detected on a customs operation, the rela-

tion   takes the value of 1 otherwise 0. Therefore, the Database is modeled by 
a Boolean matrix where the rows and columns correspond respectively to the 
objects and attributes specifically offences (see Table 1). 
 
Table 1. Example of a binary database. 

O A  a1 a2 a3 a4 a5 

1 1 1 0 0 1 

2 0 1 0 1 0 

3 0 1 1 0 0 

4 1 1 0 1 0 

5 1 1 1 0 0 

6 0 1 1 0 1 

7 1 0 1 0 0 

8 1 1 0 1 1 

9 1 1 1 0 0 

10 0 1 1 0 0 
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Table 1 is a context representing 10 customs operations (The rows) and 5 
types of offences (columns) rated {a1, a2, a3, a4 and a5}. Intercession in the table is 
the   relationship between a customs operation and an offence. 

The Interpretation of Table 1 is: a1, a2 and a4 offences are associated with cus-
toms operations N˚4. 

5.2. Search for Frequent Motives 

The method of searching for frequent motives is based on the formal notion of 
motive. This phase consists of extracting of context all sets of binary attributes

⊆m A , called itemsets, that are frequent in context  . 
The set of frequent itemsets will be noted M. Frequent itemset search problem 

is exponentially complexity in size n of all items since the potential number of 
frequent 2n.  

An itemset is a subset of𝐴𝐴itemset describes an object o when ,∀aM o a  
and we note o M . description of an object ∈o O  is the attribute  
( ) { }/= ∈d o a o a  . Anitemset of size k in noted k-itemset. 
To find the 2n sets of itemsets that appear frequently, we introduce the notions 

of Galois connection and support of an itemset. 
Definition 2. Galois connection [19] 
Galois connections are a fundamental object in ordered set theory. In this ar-

ticle, the Galois correspondence associated with the Database is the pair of func-
tions ( ),f g  defined by: 

( ) { }

( ) ( ){ }

0

0

: 2 2
/ contain

: 2 2

/ , ,

 →


→ = ∈


→
 → = ∈ ∀ ∈ ∈

n

n

f
m f m o O o m

g
o g o a o O o a 

 

g is called dual of f and f is called dual of g. It’s sometimes said that ( )f m  eis 
the image of motives𝑚𝑚 

Definition 3. Itemsets and Support 
An important notion for a set of item is its support which refers to the pro-

portion of the objects in the database that contain it (Number of transactions 
observed). The support of an itemset is defined by: 

[ ]Support : 2 0,1→n  

( ) ( )Support→ =m m f m O  

This definition is relative to the size of the database, the support of a set is al-
ways less than or equal to the support of its subsets or, considering a set of X 
item, items support ( )ϕs X  associated with the itemset is:  

( ) { }( )Card | ,ϕ = ⊆ ∈s X o X o o O  

Property 1. Support for subsets 
Let be two sets X and Y. If ⊆X Y  for itemsets X, Y then Support (X) ≥ 

Support (Y) because all transactions in the Database that support Y also neces-
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sarily support X.  
Definition 4. Frequent Motives 
Let [ ]0,1ϕ ∈s , called the minimum support (Minsup).  
A pattern m is said frequent if ( )Support ϕ≥ =sm Minsup .  
Definition 5. Confidence of a rule  
The confidence of a ruler is a measure of precision. Confidence in a rule 
: →r X Y  is defined as follows: 

( ) ( )
( ) ( )

( ) ( )

p |

p p

Support Support

⊆ ⊆

= ⊆ ∧ ⊆ ⊆

=

= 

Y O X O

Y O X O X O

X Y

Conf r

X

 

Note: To reveal the relevance of a rule we use two concepts which are support 
and confidence. In order to be retained, each rule must have superior support to 
Minsup and superior confidence to Minconf. These two values are defined em-
pirically by the system user. 

5.3. Rules of Association 

For this section, we refer to [20]. 
Definition 6. Rules of association 
An association rule is a rule of implication between two sets to which are as-

sociated the supporting measure, which defines the scope of the rule, and the 
confidence measure, which defines the precision of the rule in the context of ex-
traction. Support and confidence indicate the usefulness and relevance of the 
rule. 

An association rule r is an implication of the form →X Y  between two sets 
of items. 

An association rule r is an implication of the form →X Y  between two sets 
of items X and Y, =∅X Y , such as:  

( ) ( )Support Support |= r X Y N  

( ) ( ) ( )Confidence Support |= r X Y Support X  

The notions of support and trust were identified in the first research studies of 
association rules conducted by Hajek, Havel and Chytil (1966) in the GUHA 
method [21]. 

Confidence is equal to a support ratio: 
 A rule r is considered valid if Confidence(r) > Minconf 
 A rule r is total if confidence(r) = 1 et partial otherwise 

5.3.1. Extraction Method of Frequent Motives: Principle of Apriority 
The reference algorithm based on this approach is the Apriori algorithm [22]. 
Like all association discovery algorithms, it works on transactional databases. 
The principle is based on a path by level of all the motifs. A set of rules (of can-
didates) is generated from this list. The candidates are tested on the database, in 
other words the instances of the generated rules and their occurrences are 
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searched, and the candidates not respecting Minsup and Minconf are removed. 
The algorithm repeats this process by increasing each time the size of the candi-
dates of a unit as long as relevant rules are discovered. At the end, the discovered 
sets of rules are merged. The generation of candidates is done in two stages: 
Joint and pruning. The join consists of a crossing of a set of rules to (k − 1) 
elements on itself which results in the generation of a set of candidates to k ele-
ments. As for pruning, it deletes candidates whose at least one of the sub-chains 
with (k − 1) elements is not present in the set of rules with (k − 1) elements. 
Itemset lattice allows to use this extraction algorithm more efficiently by admit-
ting the following properties: 

Property 2: Any subset of a frequent Itemset is frequent. 
Property 3: All itemset subset infrequent is infrequent. 
The notations are presented in Table 2 and the pseudo code in algorithm 1. 
The generic scheme of the algorithm is summarized as in Figure 3. 
Pseudo code is presented in Figure 4. 

 

 
Figure 3. General scheme of the algorithm a priori. 

 

 
Figure 4. Algorithm a priori. 
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Table 2. Notation used in the algorithm. 

Notation for Algorithm 1 

k Current iteration number 

Ak Subset of attributes 

MK Frequent motives of size k 

(m) Motives 

Supp (m) Support of m 

 
Algo_Apriori-Gen ( 1−kM ) is the function that generates the candidate item-

set by performing two major operations: 
- The generation of candidates  
- Pruning candidates  

The basic idea of this function is to extend each set of frequent patterns of 
depth k − 1 by adding to them other frequent patterns. This quick procedure 
makes it possible to find all the sets of frequent patterns of size k, however, in 
order to avoid being compared with several identical sets, we add a pruning step 
(classification of the motives in alphabetical order, then we compare the itemset 
different obtained) (Figure 5). 

5.3.2. Basis for the Rules of Association 
The search problem an association rule can be formulated as follows: 

Given a transaction set T, found all the association rules having a support ≥ 
Minsup and a confidence ≥ Minconf where Minsup and Minconf are respective-
ly thresholds for support and confidence.  

A rule of association is of the form: Antecedent → Consequence (Support, 
Confidence) with 

Support and confidence are interest measures defined by user.  
It is an implication between two itemsets to which are associated the support, 

which defines the scope of the rule, and the confidence, which defines the preci-
sion of the rule in the context of extraction. To elicit associative rules, we search 
for generalizations of database motives that frequently appear in order to find 
regularities in the database in the form of frequently associated elements. 

A rule can have excellent support and confidence without being “interesting”; 
In this case, we need a criterion in order to limit the proliferation of rules  

(Because if there are m items, there’s ( )2 2 2
=

 
− 

 
∑m k

k

m
k

 possible associative  

rules) it’s in this perspective that we introduce a new parameter that is an indi-
cator of the relevance of associative rules: The Lift which is a measure of the 
performance of the association rule by checking whether the results obtained are 
not a result of chance [23]. His interpretation is as follows:  
- If the measurement is greater than 1, it indicates a positive correlation: the 

ruler is considered interesting. If the measurement is 1, its correlation is zero, 
the measurement in this case is useless and when its measurement is less than 
1, the correlation is negative. Calculation of the lift is defined as follows: 

( )Lift Conf |= →X Y N . 
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Figure 5. Generating frequent itemsets set. 

 
Finally, to facilitate the exploitation of these discovery rules, we categorize 

them into three groups:  
1) Forecast rule: These are useful rules containing quality information. The 

antecedent is known a priori contrary to its consequent. In this case the confi-
dence of the rule is greater than 50%.  

2) Targeting rule: These are general knowledge rules that identify the rela-
tionships between the different attributes (motives). The antecedent and conse-
quence of the rule are known but not the implication relationship between the 
two parties.  

3) Neutral rule: These rules do not provide new information 
A rule denotes of the interaction between two events (customs clearance 

transaction and a customs clearance fraud risk) where their actions are generally 
dependent, which can lead to a risk of fraud.  

5.3.3. Algorithm Illustration 
We present a detailed example of the steps followed by the algorithm Apriori 
from the context presented in Figure 6. 

(Figure 6 is determined from the context of the matrix (Table 1) set out in 
Section 5.1 of this article.) 

Table 3 is an association rule extraction context consisting of ten transactions, 
each identified by a number, and five items. For this example, the minimum 
support is set at 0.3; that is, a minimum count required for three operations 
performed. (Frequency is expressed as a percentage)  
- Interpretation of Figure 6 

Stage 1. 1st Scanning of the DB and calculation of the 1-itemset supports 
To k = 1, algorithm performs the first scan counting the support of each 

1-itemset of the Database, thus, we form the set of candidates A1 which makes it 
possible to generate M1, the set of frequent 1-itemsets 

Stage 2. 1st pruning in Database 
During this step, the algorithm performs the first pruning by comparing the  
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Figure 6. Illustration of the Apriori algorithm from the context described in Table 3. 
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Table 3. Example of a database of 10 operations. 

N˚ Items 

1 a1, a2, a5 

2 a2, a4 

3 a2, a3 

4 a1, a2, a4 

5 a1, a2, a3 

6 a2, a3, a5 

7 a1, a3 

8 a1, a2, a3, a5 

9 a1, a2, a3 

10 a2, a3 

 
frequency of each 1-itemset with the minimal support. All 1-itemset having their 
support ≥ Minsup defined by the system are kept to form  

{ } { } { } { }{ }1 1 1 1 1, , ,=M a a a a  

Stage 3. The Junture 
The 1-itemsets of M1 are used to generate candidate sets of A2. The 1-itemsets 

of M1 are used to generate candidate sets of A2. This possible combination of de 
( )1 | 2−n n  where n is the number of Itemset is achieved by linking the 

k-Itemset of Mk between them. Applying this principle, the number of combina-
tions to be formed to obtain A2 is to six (6). The candidates obtained are:  

{ } { } { } { } { } { }{ }2 1 2 1 3 1 5 2 3 2 5 3 5, , , , , , , , , , ,=A a a a a a a a a a a a a  

Stage 4. 2nd scanning of Database and calculation of supports to 2-itemsets 
The 2-itemsets of A2 being generated, the algorithm performs another scan to 

determine the frequency of all A2 candidates. 
Stage 5. 2nd pruning in Database 
The algorithm performs its second pruning by traversing A2 in order to elim-

inate all Itemset whose support is lower than Minsup. The other 2-itemsets are 
kept to form { } { }{ }2 1 5 3 5, , , .M a a a a=  

Stage 6. Generation of candidates 
This is the generation of the candidates of the 3-itemsets, carried out by ap-

plying the principle of the join of step 3 as well as the properties 2 and 3 of sec-
tion 5.2; at the end only the items and {a1, a2, a3} is generated. 

Stage 7. 3rd Scan and frequency determination of 3-itemsets 
The third scan of the database is used to calculate the frequency of the items 

and {a1, a2, a3} whose measurement is 0.3. 
Stage 8. 3rd pruning in database  
The algorithm compares the frequency of the items and {1, 2, 3} with the 

minimum frequency. Since {a1, a2, a3} has the minimum frequency, it is kept and 
becomes the only item and M3, the set of frequent 3-itemsets.  
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Stage 9. Generation of candidates 
Since the M3 primer set contains only one Itemset, {a1, a2, a3}, no candidate 

4-itemset can be generated. Therefore 4 =∅A . The algorithm stops here. 
Stage 10. Set Itemset frequent 
The algorithm returns the sets of the different frequent k-Itemset (Mk):  

{ } { } { } { } { }{ }1 2 1 3 2 3 2 5 12 2 33 , , , , , , , , , ,= =

 kk
a a a a a a a a a aM M aM  

Thereafter, we can now establish the different associative rules. 
Stage 11. Extraction of association rules 
In this part, the algorithm will to extract all the association rules at each itera-

tion k.  

5.4. Experimental Validation: Material and Method 

The objective of this section is to show the feasibility of the Apriori principle on 
the Database of Risk, Intelligence and Value Analysis Directorate in order to ex-
tract knowledge to prevent risks of fraud in customs operations. This database is 
composed of 6854 infringements over the period 2016 to May 2018 resulting 
from various customs operations.  

The experiments were conducted on a computer platform Intel Core™ 
i7-3540M 3.00 GHz with 8 GB RAM on Linux operating system The Apriori al-
gorithm has been implemented in the “Arules” package of the R software pack-
age. The Programing language is Python via the PyFIM library.  
- Computer coding 
 To obtain rules with at least 20% support and more than 60% confidence, 

simply run the command:  
rules < -apriori(Adult, parameter = list(support = 0.2, confidence = 0.6)) 

 If you choose to focus on forecasting rules having the item “False_declaration 
of value” as a right member and sort by confidence: 

Rules < -apriori (Adult, parameter=list(support = 0.2)) 
rules.False_declaration of value<-subset(rules, subset = rhs %in% 

“False_declaration of value”) 
rules. False_declaration of value <-sort(rules.False_declaration of value, by = 

“confidence”) 
inspect(rules.False_declaration of value) 

 To specify properties of the searched rules, the subset () function is used. 
Tests can also be combined in the subset() call with the interest measure Lift 
subset = rhs %in% “False_declaration of value” & lift > 1.5. 

5.5. Results and Interpretation 

He analysis of the results revealed several interesting rules. Some of these are 
shown in Table 4. 

We analyze and interpret some lines of the table: 
- Forecast rule: Operation 2 (Supp. = 0.35; Conf. = 0.57; Lift = 1.07) 
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Table 4. Implementation results. 

N˚ Customs operation category Infringement-type Supp. Conf. Lift Rule-type 

1 Exchange control capital outflow 0.10 0.61 1.07 (b) 

2 Clearance of goods Misrepresentation of value 0.35 0.57 2.36 (a) 

3 Goods control Misrepresentation of origin 0.35 0.59 3.02 (a) 

4 Clearance of goods Embezzlement 0.14 0.41 1.5 (c) 

5 Clearance of goods Misreporting of currency 0.35 0.53 1.8 (a) 

 
Clearence of goods → Misrepresentation of value. This rule is consistent be-

cause it informs us that 57% of the risks of fraud in goods customs clearance 
come from false declarations of value. 
- Targeting rule: Operation 1 (Supp. = 0.1; Conf. = 0.61; Lift = 1.74)  

Exchange control → Capital outflow, this rule gives us specific information, 
justifiable by the fact that 61% of the risks of capital flight are essentially linked 
to foreign exchange control operations. 
- Neutrale rule: Operation 4 (Supp. = 0.14; Conf. = 0.41; Lift = 1.5)  

Clearence of goods → Embezzlement, this rule is of no interest because the in-
formation is not relevant because it has only one premise. The information it 
provides does not specify its nature of risk (diversions are indeed risks of fraud 
in a customs clearance operation). 

6. Conclusion 

Extraction of Knowledge from Data is nowadays one of the more and more used 
means to learn from our data. In this paper, we have presented an original ap-
proach to discovering knowledge applied to data relating to customs offences. 
The result obtained is a set of knowledge rules of forecasting and targeting cer-
tain risk situations. A selection criterion based on the frequency of reasons 
showed the effectiveness of this model in discovering associations rules aimed at 
preventing risks. However, control in the customs system depends both on ad-
ministrative procedures and on the action of men in the control process; we 
propose, in future work, to develop an unsupervised clustering method adapted 
to the customs context allowing interpreting the results on different levels of 
granularity to facilitate the understanding of the model.  
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