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Abstract 
Mexican producers were supported by the Government from 1993-2013 through 
the PROCAMPO (support program, direct subsidy from the federal govern-
ment), in order to keep the prices stable. The tool used to analyze the basic 
products price behavior was Artificial Neural Network (ANN) models. Data 
from the period 1980 to 2014 was available, and two ANN models were imple-
mented, one including only internal prices of related products and the second 
takes into account also the international maize price. The purpose of this paper 
was to analyze the impact of internal related products and international maize 
price on the behavior of internal maize price. Both models demonstrated the 
powerful of the ANN for prediction of the maize price 3 and 5 years ahead. 
Also, a sensitivity analysis was performed using Garson’s algorithm, through 
which was demonstrated that rice, safflower and sorghum are corn’s comple-
mentary products. The rice price was the variable with a major positive im-
pact on the national corn price. On the other hand, wheat, soybean and barley 
behave as corn’s substitute products, with wheat price being the variable with 
major impact on the corn price. Including the international corn price im-
proves the model performance, besides there was a negative sensitivity be-
tween the international and national corn price; this behavior is explained by 
the fact that during PROCAMPO existence, the national prices were forced to 
be stable while the international maize price was increasing. Finally, this study 
showed the application of the ANN models in a particular product price be-
havior, with the possibility of being used in the decision making process for 
the application of subsidies to the agricultural producers in public policies. 
 

Keywords 
PROCAMPO, Prediction, Sensitivity Analysis, Policy Impact 

How to cite this paper: Salazar Moreno, R. 
and Zerecero Salazar, O. (2018) An Artifi-
cial Neural Network Model to Analyze 
Maize Price Behavior in Mexico. Applied 
Mathematics, 9, 473-487. 
https://doi.org/10.4236/am.2018.95034 
 
Received: April 8, 2018 
Accepted: May 22, 2018 
Published: May 25, 2018 
 
Copyright © 2018 by authors and  
Scientific Research Publishing Inc. 
This work is licensed under the Creative 
Commons Attribution International  
License (CC BY 4.0). 
http://creativecommons.org/licenses/by/4.0/  

  
Open Access

http://www.scirp.org/journal/am
https://doi.org/10.4236/am.2018.95034
http://www.scirp.org
https://doi.org/10.4236/am.2018.95034
http://creativecommons.org/licenses/by/4.0/


R. Salazar Moreno, O. Zerecero Salazar 
 

 

DOI: 10.4236/am.2018.95034 474 Applied Mathematics 
 

1. Introduction 

Corn is a staple food in the Mexican diet, currently more than 30% of the sown 
area in Mexico is occupied by corn. Despite the foregoing, Mexico is not 
self-sufficient in its production. In the period 1988-2007, Mexico was the fourth 
largest producer of corn (FAO, 2009); however, the production only covered the 
demand for white corn, while the consumption of yellow corn was supplied by 
importations. 

After the North American Free Trade Agreement (NAFTA), corn imports in-
creased to more than seven million tons in 2007 [1], with Mexico being the third 
largest importer in the world [2]. Moreover, the corn world consumption in-
creased by 3.2 percent to total 1008.7 million tons in 2016-2017, of which 61.9 
percent corresponds to fodder consumption and the remaining 38.1 percent to 
human, industrial and seed.  

One of the efforts that were made in the past to encourage corn production in 
Mexico was the PROCAMPO support program, defined as a direct subsidy that 
the federal government granted through SAGARPA (Secretary of Agriculture Li-
vestock and Rural Development), began its execution at the end of 1993 until 2013. 

PROCAMPO was a subsidy of 1000 pesos per hectare of corn sown, however, 
20 percent of producers receive 60 percent of the subsidy and 80 percent of pro-
ducers receive only 40 percent of the resources [3]. The objectives of 
PROCAMPO were to provide direct support to more than 3.3 million rural 
producers, to compensate the subsidies in other countries, especially the devel-
oped ones, and at the same time to ensure that national consumers have access 
to food at lower prices [4]. 

The prices movement or production decrease becomes a problem of national 
interest and it occupies part of the public policy agenda. Corn price plays a fun-
damental role; it depends to a large extent on many other factors, such as the in-
ternational corn prices, and the prices of other related products. Therefore, the 
objectives of this paper are:  

1) Analyze the effectiveness of the PROCAMPO program.  
2) Build two neural network models in order to simulate the price behavior of 

corn based on prices of related products and the international price of corn. 
3) Perform a sensitivity analysis in the neural network model to determine 

which price has a greatest effect on the corn price and thus be able to generate a 
policy of joint support products. 

2. Literature Review 

Artificial Neural Neworks (ANN) are defined as a computer systems composed 
of a large number of interconnected elements. It is a new form of computing, 
inspired by the functioning of the human brain [5]. The ANN models minimize 
the number of assumptions that are preconceived, and only focus on the data 
with which the network is fed. Theoretically, a correct ANN design will converge 
in a number of iterations [6]. 
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Some authors [7] mention that many methods have been used to attempt 
share prices predictions like fundamental analysis, technical analysis, and ma-
chine learning method, but none of these methods could consistently be applica-
ble as a prediction tool. On the other hand, the authors mention that ANN ap-
proach is suitable for chaotic systems such as share prices. Although ANN are 
not perfect in their predictions, they radically outperform all other existing pre-
diction methods, They appear to be the best modeling method currently availa-
ble for prediction as they capture nonlinearities in the system without human 
intervention [8] [9] [10]. 

Another result comes from a Ph D thesis [11] in where a comparison between 
some prediction methods is done and the author conclude that the artificial 
neural network models were more accurate in predicting the coffee price com-
pared with the integrated autoregressive model of moving average with expla-
natory variables (ARIMAX).  

Also, [12] compared Artificial Neural Networks (ANN) and multivariate sta-
tistics in a problem about identification of countries that are likely to seek a re-
scheduling of their international debt-service obligations, the author conclude 
that ANN largely outperformed more conventional multivariate statistical pro-
cedures usually employed for this problem. 

The aspects to be defined in ANN models are the following: 

2.1. The Topology or Architecture 

The topology or architecture to be use for the analysis in a given problem, it re-
fers to the structure of synaptic connections between neurons, which are 
grouped into layers: input layer (composed of neurons that receive the informa-
tion); hidden layer with no connection to the environment and the output layer 
with a connection to the environment and it is responsible for producing and 
presenting the final network outputs.  

The connections of the neural network can be forward, lateral or backward 
[13]. In a feedforward multilayer perceptron, information flows in one direction 
along connecting pathways, from the input layer via the hidden layers to the 
output layer (Figure 1) [12]. 

The neurons in one layer are connected to those in the next layer by connec-
tions and weights (synapses), whose values are different for each of the connec-
tions [14]. 

In Figure 1, x1 … xx represent the inputs, while y1, …, yn are the outputs of the 
neural network model; 1, …, n1 denotes the number of nodes in the first hidden 
neural layer; 1, …, n2 is the number of nodes in the second neural layer. 

In this sense, the fundamental parameters of the network are: the number of 
layers, the number of neurons per layer, the degree of connectivity and the type 
of connections between neurons [13]. 

2.2. Transfer or Activation Functions 

Each neuron applies a function f known as the activation function or transfer  
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Figure 1. A feedforward multilayer perceptron architecture [15]. 

 
function, which is a mathematical expression used to approximate the influence 
of the neurons in the output. The transfer function provides the current activa-
tion status of a neuron, based on its weights, inputs and its current postsynaptic 
potential. 

The Activation Functions can be basically divided into 2 types: Linear Activa-
tion Functions (Identity and Symmetrical Hard Limit) and Non-linear Activation 
Functions (log Sigmoid and Hyperbolic Tangent Sigmoid) described in Table 1. 

The purpose of an activation or transfer functions is to convert an input signal 
of a node into an output signal. They introduce non-linear properties in the Ar-
tificial Neural Network model. According to [16] the linear transfer function is 
used between hidden layer and output layer due to the fact that, if sigmoidal 
neurons are used in the output layer, the output of the network is limited to a 
very small range; on the contrary, when using a linear neuron, the output can 
take any value. 

Symmetrical Hard Limit function is used mainly for classification problems 
because it divides the output into two groups. The log Sigmoid function have a 
range between cero and one and it is especially used for models where we have 
to predict the probability as an output. Finally the Hyperbolic Tangent Sigmoid is 
better than logistic sigmoid because its range is from (−1 to 1), so its output is zero 
centered hence optimization is easier. Both hyperbolic tangent sigmoid and logis-
tic sigmoid activation functions are used in multilayer feed-forward nets [17].  

2.3. Building the Network 

The process of building the network consists of three steps: training, testing and 
validation. 
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Table 1. Transfer functions. 

Transfer function Function Range Graph 

Identity 
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In the training process the neural network must learn to calculate the correct 
output for each array or input vector in the set of samples [5]. 

The training algorithm may vary depending on the network architecture, but 
the most common training algorithm used when designing financial neural 
networks is the backpropagation algorithm, which is the process of backpropa-
gating errors through the system from the output layer towards the input layer, 
minimizing the sum of the errors on all the examples of the training set. As the 
errors are backpropagated through the nodes, the connection weights are 
changed [5]. 

The next step is validation to verify if the neural network can solve new prob-
lems of the general type, for which it has been trained. Another set of data is 
presented, called the validation set, using the same weights obtained in the 
training process, the MSE is calculated between measured and simulated output 
to check if the network gives good results [13]. 

Finally, testing consists of re-training the network with a new data set, but the 
weights are recalculated. At the end of the process, testing, validation and train-
ing must converge to a minimum mean square error [5]. 

After building the NN model a sensitivity analysis can be performed to ana-
lyze the effect on the output, when a change in the input is observed the Garson 
algorithm can be applied for this purpose [18]. It consists in distributing the 
connection weights of the neural network in order to determine the relative im-
portance of each input variable in the network. The Garson Algorithm uses the 
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absolute values of the connection weights when calculating the contribution of 
each variable and gives us a clear picture of which input variables have a greater 
effect on the output variable when everything else remains constant [19]. 

3. Methodology 

The information used in this work was obtained using the Agrifood Information 
System and Consultation (SIACON) of the SAGARPA and the World Bank 
Commodity Price Data, for the period of 1980-2014, the prices were deflated us-
ing the National Consumer Price Index (INPC) based on the year 2010.  

Two ANN models were developed to simulate the domestic price of corn 
based on the prices of related products such as the real prices of Rice (PRAR), 
Wheat (PRTR), Safflower (PRCA), Soybeans (PRSY), Sorghum (PRSG), and 
Barley (PRCE). A second network includes besides the inputs in the first model 
the Real International Price of Corn (PRIMA).  

A Feedforward Multilayer Perceptron architecture was used as shown in Fig-
ure 2.  

 

 
PRAR: Real Rice Price; PRTR: Real Wheat Price; PRCA: Real Safflower Price; PRSY: Real Soybean Price; PRSG: Real Sorghum 
Price; PRCE: Real Barley Price; PRNMA: Real Maize Price; PRIMA Real Maize International Price; Wnm: Weights from input to 
hidden layer; Vm: Weights from hidden layer to output layer. 

Figure 2. Neural network architecture. 
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To determine the number of nodes in the hidden layer, 3 criteria were used: 
1) 2 1h n= +  [20], 
2) h mn=  [21], 
3) h n=  (intermediate criteria). 
Where h is the maximum number of neurons in the hidden layer; n is the 

number of input variables and m is the number of outputs. In this work, the 
three criteria were used, but the first gave the best results. 

A hyperbolic tangent function was used between the input layer and the hid-
den layer, and a linear function between the hidden layer and the output layer 
because of their advantages mentioned in Section 2.2. In Figure 2 the product 
prices represents the inputs. A data pattern is presented to the feedforward mul-
tilayer perceptron, per example year 1980, this vector of prices goes through the 
activation function Hyperbolic Tangent Function which maps the inputs to an 
output between (−1 1) and this output is the input for the next layer. As can be 
seen in Figure 2 each layer is connected to the next one by weights which are the 
parameters we want to change with the backpropagation algorithm described 
before, in such a way that the output in the ANN can be as close as possible to 
the real data.  

A total of 35 data patterns were available, 85% for training, validation and 
testing. The remaining 15% of the data was used for simulation purposes, data 
samples are shown in appendix A. To evaluate the model goodness-of fit some 
statistical measures are suggested by [22]. 

The mean squared error (MSE) defined in (1) 

( )2

1

1 ˆ
n

i i
i

MSE y y
n =

= −∑                       (1) 

where ˆiy  is the simulated output value, iy  is the real output value, n is the 
number of measurements. 

Sometimes is more convenient to work with the Root of the Mean Square Er-
ror (RMSE) defined in Equation (2). 

RMSE MSE=                         (2) 

When the objective is to examine the overall model error, it is more conve-
nient to calculate the absolute mean error (MAE) displayed in (3). 

1

1 ˆ
N

i i
i

MAE y y
n =

= −∑                        (3) 

The last statistical measure used was the Efficiency (EF) defined in (4). 
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∑
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where ˆiy  is the simulated output value, iy  is the real value and y  is the av-
erage, if the model is perfect EF = 1, a bad model have a EF = 0 [22]. 
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4. Results 

Figure 3 shows the production and the real prices of corn for the period 
1993-2014 within which PROCAMPO program was applied. 

During the period in which the PROCAMPO program was carried out, pro-
duction increased remarkably and real prices remained low. The prices variabil-
ity during the period of PROCAMPO program was measured through Standart 
Deviation (S) and Variation Coeficient (CV) defined in Equation (6) and Equa-
tion (7). 

Results are displayed in Table 2. Soybean prices have the greatest variability in 
this period, and the lowest variability was for wheat. 

( )
1

ix x
s

n
−

=
−

∑                         (6) 

100sVC
x

= ∗                          (7) 

where s is the standard deviation; ix  is the real price; x  is the mean of the 
real price; n is the number of measurements; VC is the variation coefficient. 

 

 
Figure 3. Production and real price of corn. 
 

Table 2. Basic statistics. 

Real prices Mean S VC 

Corn 3793.77 1586.27 0.39 

Rice 3941.07 1677.61 0.39 

Wheat 3279.12 969.47 0.28 

Safflower 4768.23 1818.39 0.36 

Soybeans 6045.84 3010.15 0.45 

Sorghum 4009.43 1207.64 0.29 

Barley 3668.05 1221.89 0.32 

PIM 2461.95 963.24 0.37 

PIM: International corn price. 
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Using the prices information for the crops from 1980-2014 two NN models 
were implemented using the Neural Network toobox from Matlab, the first one 
without taking into account the international maize price, and the second in-
cluding the international maize price, in both cases the number of nodes were 
varying according to the three criterion described in methodology, and statistical 
measurements [22] were obtained, results are shown in Table 3 and Table 4. 

For the first model the highest efficiency was obtained with 11 nodes in the 
hidden layer, while in the second model with 9 nodes in the hidden layer, both 
models were implemented. After training, validation and testing the results ob-
tained are shown in Figure 4 and Figure 5. 

The inclusion of the international corn price increased the efficiency from 
0.79 to 0.9, the real and simulated corn price are closer. 

Once trained and validated, the ANN model can be used for simulation pur-
poses, using only the inputs without providing the outputs for the years 
2010-2014 (Figure 6 and Figure 7). 

There is a small difference between real and predicted corn price in both ANN 
models. 

The Garson algorithm was applied to perform the sensitivity analysis for both 
models; results are presented in Figure 8 and Figure 9. 

 
Table 3. Adjustment measurements without including PRIMA. 

No of neurons in Hidden layer RMSE MAE EF Iterations 

6 320.77 299.14 0.61 8 

7 282.77 239.98 0.70 9 

8 351.02 266.89 0.54 11 

9 372.23 324.94 0.48 8 

10 241.32 212.88 0.78 12 

11 239.51 195.12 0.79 11 

12 378.76 332.87 0.46 10 

13 339.73 268.90 0.57 15 

 
Table 4. Adjustment measurements including PRIMA. 

No of neurons in Hidden layer RMSE MAE EF Iterations 

7 321.69 269.42 0.61 11 

8 289.01 262.48 0.69 19 

9 159.23 125.09 0.90 10 

10 337.63 259.35 0.57 21 

11 273.11 160.59 0.72 12 

12 345.88 296.91 0.55 15 

13 363.23 328.95 0.51 11 

14 378.60 302.06 0.46 12 

15 452.67 309.63 0.23 7 
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Figure 4. Comparison of the real corn price observed and simulated by the ANN model without including the international price 
of corn. 
 

 
Figure 5. Comparison of the real price of corn observed and simulated by the network, including the variable of the international 
price of corn. 
 

 
Figure 6. Real and predicted corn prices for the ANN model without including the corn international price. 
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Figure 7. Real and predicted corn prices for the ANN model including the international corn price. 

 

 
Figure 8. Relative importance of each input variable on the real national price of corn excluding the 
international price of corn, evaluated with the Garson algorithm. 

 

 
Figure 9. Effect of the prices of 6 related products and the international price of corn on the real price 
of corn evaluated with the Garson algorithm. 
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In Figure 8 predictor contributions ranged from −17% to 31%, with Rice 
price and Safflower price being the strongest relationships with predicted corn 
price, and Sorghum price with the weakness relationship with corn price. 

If the international price of corn is included (Figure 9) the results only change 
in the proportion of the effect of each variable, since the price of substitute 
products such as wheat, soybean and barley maintained a positive effect on the 
domestic price of corn, while the price of complementary products such as rice, 
safflower and sorghum continued to have a negative effect on corn price. Again, 
price of rice have the highest positive sensitivity over the national price of corn. 
Price of wheat was the variable with the highest negative sensitivity. 

The international price of corn (IPM), have a negative effect on the national 
price of corn, the justification is that the PROCAMPO program was giving to 
corn producers to prevent the real national price of corn from increasing even 
though the PRIMA was increasing. 

5. Conclusions 

The main objective of PROCAMPO program was to increase production while 
keeping the prices stable, as can be noticed for the period 1993-2013. Two ANN 
models were implemented for the purpose of simulating the national corn price, 
one including only the prices of national related products, and the second model 
including the international price of maize, besides the other prices. Both models 
have good results, however the inclusion of the international price of maize in-
creased the capability of simulation with an efficiency of 0.9. Years 2010-2014 
were used to test the models for prediction purposes, the first model have good 
results for the 3 years ahead while the second give good results 5 years ahead 
with very good precision.  

The previous result shows that the international price of corn is one of the 
most relevant variables in explaining the behavior of the national price of corn. 
The highest positive sensitivity was in the case of the price of rice, which is con-
sistent since rice is another product of the basic basket and is complementary to 
corn. On the other hand, the price with the highest negative sensitivity was for 
soybean, barley and wheat, which are complementary products. 

This study demonstrates the usefulness of neural network models for simula-
tion purposes, and it can be inferred that incentive programs for agricultural 
producers should be implemented considering complementary products and 
substitutes. 
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Appendix A: Prices of Agricultural Products in Mexican  
Pesos/Ton 

Year PRNMA PRAR PRTR PRCA PRSY PRSG PRCE PRIMA 

1980 6579.61 7706.80 4783.98 9410.68 10079.13 5871.85 4954.37 3766.54 

1981 7028.06 6423.61 4856.12 8308.68 11054.34 5194.21 5655.23 3280.39 

1982 6221.26 6259.94 4435.47 7394.59 9857.31 4661.11 5041.47 3826.09 

1983 5968.67 7009.76 4480.50 7268.43 10458.75 5687.64 5480.06 5212.81 

1984 6514.46 7217.06 4875.71 6917.88 11278.22 8950.39 5958.56 4402.16 

1985 6434.92 7177.64 4546.90 7800.45 10530.31 5267.60 5914.89 3521.68 

1986 6130.05 6693.12 3923.76 7346.86 10962.47 3978.29 6563.03 3497.32 

1987 7016.71 6960.62 3716.15 6337.96 13803.97 4016.71 5356.09 2936.48 

1988 4935.05 5240.08 4097.22 6796.03 10722.22 3905.69 4488.36 3213.11 

1989 5161.08 5531.97 4287.32 6981.26 10587.10 3734.29 4894.27 3026.93 

1990 5304.35 4748.48 4414.36 5791.73 7099.56 4097.82 4891.30 2674.93 

1991 5019.94 4333.00 4160.47 4993.40 8996.24 4361.96 4503.26 2300.79 

1992 4678.73 3486.72 3780.39 4757.34 6282.54 5432.51 4269.82 1982.69 

1993 4298.60 3047.76 3443.06 4450.67 5570.21 4532.14 3902.46 1780.71 

1994 3435.71 3601.05 3197.85 4127.02 4489.27 6306.60 3554.40 1900.49 

1995 4232.53 4133.77 3499.65 5103.45 5713.88 3391.51 3887.55 3073.55 

1996 4139.09 4664.22 5121.03 5754.18 6136.44 4610.76 4096.45 3635.48 

1997 3238.64 3627.11 3156.72 4970.67 5331.75 2899.50 3297.27 2218.15 

1998 2984.28 3385.20 2836.69 4496.51 4717.64 3870.12 2977.82 1922.65 

1999 2574.30 3142.85 2422.27 3457.70 4361.81 4007.86 2548.55 1526.58 

2000 2437.41 2372.08 2372.23 2603.17 2915.15 3218.40 2398.46 1353.28 

2001 2205.27 2250.81 1861.58 1997.60 2807.34 3433.83 2472.20 1272.74 

2002 2171.26 2371.87 1757.37 2577.82 2940.20 3530.11 2273.29 1387.00 

2003 2239.15 2299.61 1962.30 3143.99 4149.06 3554.73 2285.93 1573.26 

2004 2219.18 2401.65 2193.72 3112.67 3594.86 3033.50 2366.84 1668.18 

2005 2006.01 2420.10 2063.90 2866.50 2918.87 2688.04 2266.93 1367.04 

2006 2466.33 2338.36 2056.67 2867.62 3197.66 2984.10 2345.53 1629.15 

2007 2881.40 2449.79 2446.23 2786.38 4297.40 3530.67 2558.02 2110.40 

2008 3162.02 4070.76 4130.54 4159.94 5110.96 3195.69 3660.04 2787.32 

2009 2986.94 3669.46 3083.11 4473.66 5253.71 3862.15 3408.26 2384.19 

2010 2882.49 3250.64 2758.36 4445.75 5603.88 3292.03 3188.71 2404.27 

2011 4035.84 3728.60 3558.65 5534.91 6217.31 3587.85 3554.97 3586.39 

2012 3811.44 3588.36 3429.75 5753.16 6703.30 3658.60 3635.15 3735.73 

2013 3082.20 3584.42 3252.34 5175.34 5775.43 3053.29 3317.22 3033.80 

2014 2743.20 3493.45 2987.90 4695.45 4757.85 3810.11 3072.36 2257.15 
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